Abstract

Summarizing novel chapters is a difficult task due to the length of the chapter to be summarized and the fact that summary sentences draw content from multiple sentences in the chapter. We present a pipelined extractive-abstractive approach where the extractive step filters the content that is passed to the abstractive component. Extremely lengthy input also results in a dataset highly skewed towards negative instances and we thus adopt a margin ranking loss for extraction to encourage separation between positive and negative input. To generate summary sentences that fuse information from different sentences, our extraction component operates at the constituent level; our novel approach to this problem enriches the text with spinal tree information which provides context to the extraction model. We show an improvement of 3.71 Rouge-1 points over the state-of-the-art on an existing novel chapter dataset.

1 Introduction

Research on summarizing novels (Mihalcea and Ceylan, 2007; Wu et al., 2017; Ladhak et al., 2020; Kryściński et al., 2021; Wu et al., 2021) has recently gained popularity following advancements in sequence to sequence pre-trained models (Zhang et al., 2019a; Lewis et al., 2019; Raffel et al., 2019) and in summarization of newswire datasets (Narayan et al., 2018; Hermann et al., 2015; Grusky et al., 2018). Novel chapters present challenges not commonly encountered when summarizing news articles. Phrases from multiple, non-contiguous sentences within the chapter are often fused to form new sentences for the summary. One would be inclined to use an abstractive approach, but the length of chapters (on average, seven times longer than news articles (Ladhak et al., 2020)) makes it unfeasible to use state of the art generative models, such as BART (Lewis et al., 2019) and even Longformer (Beltagy et al., 2020). Chapter length causes the additional problem of an imbalanced dataset, as a much higher percentage of the input will not be selected for the summary than is typical in domains such as news.

To address these challenges, we adopt an extractive-abstractive architecture, where content is first selected by extracting units from the input and then an abstractive model is used on the filtered input to produce fluent text. Kryściński et al. (2021) benchmarked the extractive-abstractive architecture, first proposed by Chen and Bansal (2018), for novel summarization, but did not extend it. In this work, we propose several novel extensions to improve its performance on the novel chapter summarization task. The large amount of compression in novel chapter summarization (372 summary words per 5,165 chapter words on average) creates an extreme imbalance in the training data; a successful extractive summarization algorithm would have to discard most of the text. The standard practice of using Cross-Entropy loss (Good, 1992) when training a neural network model backfires in our case: a network that opts to discard everything will achieve near-perfect performance. We alleviate the issue by improving the margin structure of the minority class boundary using the Margin Ranking loss (Rosasco et al., 2004), which encourages separation between the two classes. Other study, such as Cruz et al. (2016), also shows that a pairwise ranking improves model performances on imbalanced data.

Second, in order to model the fusion of chapter phrases into summary sentences, we carry out extraction at the constituent level. Ladhak et al. (2020) also tried this approach, but with mixed results. They noted that sometimes the sub-sentential unit can be too small and, therefore, lack meaningful content (e.g., phrases such as “what has?” in the extractive summary, Table 1). These small unintelligible pieces can negatively affect the performance of the extractive model and, more importantly, the subsequent abstractive model. We hypothesize that
we can improve the performance of the extractive model—and, consequently, that of the downstream abstractive model—by augmenting the meaning of the extracted sub-sentential units using additional information from the sentence. To that end, we propose an enrichment process, during model training, where we augment the sub-sentential units with linguistic information. For this purpose, we use a spinal tree (Carreras et al., 2008; Ballesteros and Carreras, 2015) which carries information about both the dependency and the constituent structure of the segment. We encode the spine’s information using a recurrent network and concatenate its output to the embedding of the token, as illustrated in Figure 1.

Our contributions are threefold: (1) We adopt an extractive-abstractive architecture, improving the decision boundary of the content selection by using a Margin Ranking loss, (2) perform extraction at the constituent level, introducing an enrichment process that uses spinal tree information and (3) show that our approach improves over the state-of-the-art with a 3.71 gain in Rouge-1 points.

2 Related Work

Several previous works on novel chapter summarization, such as Mihalcea and Ceylan (2007), Wu et al. (2017), Ladhak et al. (2020), Kryściński et al. (2021) and Wu et al. (2021), are closely related to ours. Mihalcea and Ceylan (2007) uses MEAD, an unsupervised extractive summarization described in Radev et al. (2004); this approach includes features focusing on terms weighting that take into account the different topics in the text. In this work, topic boundaries are determined using a graph-based segmentation algorithm that uses normalized cuts (Malioutov, 2006). A similar line of work, including Mihalcea and Ceylan (2007) and Wu et al. (2017), also performs topic modelling with Latent Dirichlet Allocation (Blei et al., 2003) followed by greedy unsupervised extraction.

Conversely, Ladhak et al. (2020) experiment with extracting information at the sentence and at the syntactic constituent level, via a supervised learning approach. To train their model, they use an aligning process based on the weighted ROUGE scores between the reference and novel text to assign proxy extract labels, in the absence of manually annotated ground truth. Their results at the constituent level are mixed; human evaluation shows a lower performance of constituent extraction models presumably because the summaries are not very readable. Kryściński et al. (2021) construct a novel chapter dataset that is slightly larger than that of Ladhak et al. (2020) and benchmark existing summarization algorithms on the dataset. Wu et al. (2021), on the other hand, use a human-in-the-loop approach to obtain summaries via behaviour cloning and reward modelling.

3 Novel Chapter Summarization

We use a two-step process where we first run an extractive model (Mihalcea and Ceylan, 2007; Wu et al., 2017; Ladhak et al., 2020) to select informative content and then run a separate abstractive model (Lewis et al., 2019; Zhang et al., 2019a; Raffel et al., 2019) to produce a coherent and readable version of this content.

3.1 Dataset and Pre-processing

For our novel dataset, we use summary-chapter pairs collected by Ladhak et al. (2020) from Project Gutenberg and various study guide sources. The size of the dataset is 8,088 chapter/summary pairs. The average length of the chapters is 5,165 words with the longest being 33,167 words.

1Train/dev/test splits are 6,288/938/862
2We are aware that there is a larger dataset called BookSum (Kryściński et al., 2021), which uses similar sources; however, due to licensing issues, we are unable to use it in our work.
In order to prepare the data for the experiments, we follow the same pre-processing steps as Ladhak et al. (2020) to obtain the sub-sentential units and their alignment to reference summaries. In addition, we truncate chapters to 30k tokens to fit into the GPU memory \(^3\); as a result, a single chapter of the dataset is actually truncated.

### 3.2 Extractive Model

The extractive summarization task can be posed as a classic regression and ranking problem where the model produces a score for each of a given set of units and then ranks them based on that score. The top \(k\) units are then used as an extract. The input of our model is the sub-sentential units of the novel chapter text. We train the model with the oracle labels which we obtain from the alignment between sub-sentential units and reference summaries.

**Baseline** Our baseline is BERTSUMMEXT model (Liu and Lapata, 2019) modified as follows. First, we replaced the underlying Transformer models (Vaswani et al., 2017) with Longformers, which can better capture long context and requires less computing memory than BERT (Devlin et al., 2019). Second, we removed the inter-sentence Transformer layers stacked on top of the BERT output, to further reduce memory usage.

**Spinal Tree** A spinal tree is a dependency structure of a sentence that is augmented with constituent information (Carreras et al., 2008; Ballesteros and Carreras, 2015). For each sub-sentential unit, we retrieve the spinal tree parse by first using the constituency parser (Manning et al., 2014) and then apply Collins Head-Word Finder (Collins, 1997) to calculate the spines. We then encode\(^4\) the spinal tree using bidirectional-GRU networks (Cho et al., 2014)\(^5\). We construct the input of the Longformer by concatenating the embeddings of the tokens\(^6\), the corresponding positional embeddings per token, and the encoding of the spines for each token via the bidirectional-GRU encoders, as illustrated in Figure 1.

**Ranking Loss** The baseline model uses the Cross-Entropy (CE) loss function and minimizes the loss via gradient descent. However, the CE loss function focuses on optimizing both the negative and positive labels at the same time. To compensate for the imbalance in our dataset, we add a Margin Ranking (MR) loss that gives the positive labels higher ranks than the negative labels\(^7\).

**Re-ordering Scheme** The default baseline of Liu and Lapata (2019) produces extracts with sub-sentential units that are ordered based on their score. This scheme, however, destroys the plot of the story. Hence, we re-order the units according to the original positional order in the source text, thus preserving the correct plot order in the story.

### 3.3 Abstractive Model

Since the extractive model outputs are sometimes incoherent and hard to read, we forward them to an abstractive model, with the goal to produce a more fluent and coherent result.

\(^4\)We use the hidden size of 512

\(^5\)We experimented with other architectures including bi-LSTM and found that bidirectional-GRU were the best.

\(^6\)We use the embedding size of 768

\(^7\)We also have tried the weighted CE loss function but we get worse results. We also found that training our model first with the CE loss function until convergence and then continuing using the MR loss gives the best result.
We use BART (Lewis et al., 2019) as our engine for abstractive summarization. To train BART, we use the oracle extracts as the input source and the reference summaries as the target. During prediction, we use the output of our content selection model as the input source.

<table>
<thead>
<tr>
<th>Model</th>
<th>R1</th>
<th>R2</th>
<th>RL</th>
<th>WMD</th>
<th>BERTScore</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oracle Ext</td>
<td>46.75</td>
<td>14.27</td>
<td>45.64</td>
<td>0.633</td>
<td>0.823</td>
</tr>
<tr>
<td>Longformer Ext (Kusner et al., 2015)</td>
<td>36.62</td>
<td>6.9</td>
<td>35.4</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>+ Ranking Loss</td>
<td>39.24</td>
<td>7.61</td>
<td>38.29</td>
<td>0.712</td>
<td>0.803</td>
</tr>
<tr>
<td>+ Re-ordering</td>
<td>39.35</td>
<td>7.62</td>
<td>38.45</td>
<td>0.711</td>
<td>0.802</td>
</tr>
<tr>
<td>Abstractive</td>
<td>39.48</td>
<td>7.63</td>
<td>38.58</td>
<td>0.708</td>
<td>0.802</td>
</tr>
<tr>
<td>Oracle Abs</td>
<td>45.82</td>
<td>14.14</td>
<td>42.74</td>
<td>0.641</td>
<td>0.828</td>
</tr>
<tr>
<td>BART Abs</td>
<td>39.77</td>
<td>9.28</td>
<td>37.56</td>
<td>0.693</td>
<td>0.807</td>
</tr>
<tr>
<td>+ Spinal Information</td>
<td>39.83</td>
<td>9.33</td>
<td>37.61</td>
<td>0.691</td>
<td>0.807</td>
</tr>
<tr>
<td>+ Ranking Loss</td>
<td>39.88</td>
<td>9.35</td>
<td>37.68</td>
<td>0.691</td>
<td>0.807</td>
</tr>
<tr>
<td>+ Re-ordering</td>
<td>40.33</td>
<td>9.10</td>
<td>37.95</td>
<td>0.690</td>
<td>0.810</td>
</tr>
</tbody>
</table>

Table 2: ROUGE, Word Mover Distance and BERTScore for extractive and abstractive models.

4 Results

Examples of outputs from our best abstractive and extractive models are shown in Table 1. Here we report results from an automatic and a manual evaluation. From previous work, Ladhak et al. (2020) included three models: CB Sent K, CB Sent R-wtd, and CB Const R-wtd. Their models are extractive and use the same pre-processing approach as ours. We also included the oracle for both the extractive and abstractive models.

4.1 Automatic Evaluation

We use three different metrics for automatic evaluation: ROUGE (Lin, 2004), BERTScore (Zhang et al., 2019b) and Word Mover Distance (WMD) (Kusner et al., 2015). ROUGE measures syntactic similarities between system and reference summaries and BERTScore and WMD measure semantic similarities. BERTScore measures similarities at the sentence level while WMD at the token level. We run each experiment three times using different random seeds and we report the mean score.

Table 2 shows our models performance against the baseline and previous works. Our best extractive model (Longformer Ext+spinal+Ranking+Re-ordering) outperforms previous work (CB Const R-wtd) by 3.71 ROUGE-1, 2.2 ROUGE-2, and 3.55 ROUGE-L points. We have also shown that both the best abstractive and extractive models exceed their corresponding baselines (Longformer Ext and BART Abs) in all metrics. Our models still have room to grow as shown by the oracle results. The limitation of our work is that the dataset is small and investigation on larger datasets would be necessary to further validate our conclusions.

4.2 Human Evaluation

For human evaluation, we use the lightweight Pyramid (Shapira et al., 2019). We randomly selected 99 samples from the test dataset for human evaluation. We also re-run Ladhak et al. (2020)'s output using the same samples in order to compare ours with their work.

Table 3 shows that our models outperform previous work by at least 2 points. We also show that the application of spinal tree enrichment, ranking loss and re-ordering show an improvement of 0.83 points in the human evaluation.

5 Conclusion and Future Work

We have built a novel chapter summarization that produces abstract summaries using a spinal tree aware sub-sentential content selection method. Our results show that we have improved over the state-of-the-art of an existing novel chapter dataset in both automatic and human evaluations.

For future work, we propose an approach where the segmentation of sub-sentential units is jointly trained with the content selection instead of pre-processed before the training process. We hypothesize that this could improve the alignment with reference summaries, therefore, increasing the performance of the overall models.

It is difficult to show significance using a small dataset.

We prepared 100 samples, but one sample got corrupted during the evaluation.
6 Ethical Impact

We don’t foresee any ethical issues with our approach. One could argue that our system might ultimately take jobs away from the people who currently write such summaries. However, given the number of books being written, it is more likely that some summaries would never be written and a good system for novel chapter summarization might help to increase the amount of summaries that are available online.
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