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ABSTRACT

There is a growing need for investigating how machine learning models operate.
With this work, we aim to understand trained machine learning models by ques-
tioning their data preferences. We propose a mathematical framework that allows
us to probe trained models and identify their preferred samples in various scenar-
ios including prediction-risky, parameter-sensitive, or model-contrastive samples.
To showcase our framework, we pose these queries to a range of models trained
on a range of classification and regression tasks, and receive answers in the form
of generated data.

1 INTRODUCTION

Machine learning models are widely used in today’s data-driven world, powering critical decision-
making processes in sectors ranging from healthcare to human resources. Their widespread adoption
in high-stakes scenarios raises important questions on aligning trained models with human values.
Understanding how these models operate has become a critical concern. Our quest along this line
starts with the following inquiry: What kind of data can we generate to probe our trained models?

To respond to this inquiry, we study the implicit data distribution favored by trained models. In
other words, our approach to understanding a model is based on creating samples in the data domain
that the trained model considers favorable for a specific task. Unlike conventional ML pipelines
that focus on static datasets and predictive accuracy, our approach enables dynamic interrogation of
model behavior via investigating the answers of the model to specific questions. We show that these
questions can be customized to each situation and they can be expressed mathematically through a
loss function that evaluates the data based on a combination of data characteristics and model pa-
rameters. We consider the problem of understanding a model to be a more nuanced endeavor that
requires exploration across multiple dimensions of questioning. This involves providing explana-
tions, such as counterfactual (Wachter et al., 2017) or prototypical (Biehl et al., 2016) scenarios,
shedding light not only on why a particular prediction was made, but going beyond it as well. For
instance, insights into model behavior can be gained by generating parameter-sensitive data samples.
When two models showing similar performances give different predictions, also known as predictive
multiplicity (Marx et al., 2020), our approach can be used to generate data to systematically com-
pare their behaviors in diverse scenarios. These custom questions, and others, provide a qualitative
understanding of the model. In addition, users have the flexibility to customize queries by designing
specific probing functions within the data space.

Related Literature. Our work complements extensive research in synthetic data generation that
has been pivotal in addressing fairness, bias detection (Kusner et al., 2017) and reduction (Xu et al.,
2018; van Breugel et al., 2021) as well as dataset augmentation (Wong et al., 2016; Fawaz et al.,
2018). Generative Adversarial Networks (GANs) and Variational Autoencoders (VAEs) have been
widely used to approximate data distributions (Goodfellow et al., 2014; Xu et al., 2018; Kingma &
Welling, 2014; Breugel et al., 2024), focusing on privacy, diversity, and fidelity as primary goals.

Recent studies leveraged generative models for counterfactual generation and exploring underrep-
resented data regions. For example, Joshi et al. (2019) proposed a framework for generating task-
specific synthetic data, enhancing model explainability. Similarly, Redelmeier et al. (2024) intro-
duced an approach using autoregressive generative models to create counterfactuals, facilitating bias
exploration and decision boundary analysis. Recent work on global counterfactual explanations has
further expanded the scope of interpretability by targeting group-level understanding. Rawal &
Lakkaraju (2020) introduced a framework for generating global, rule-based recourse summaries for
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population subgroups, optimizing objectives like accuracy, coverage, and cost. These summaries are
‘if-then’ rules linking subgroup characteristics to actionable feature changes that influence a model’s
prediction. Plumb et al. (2020) proposed interpreting clusters in low-dimensional representations by
finding sparse transformations that align one group with another.

Energy-based models (EBMs) have also emerged as a promising framework, combining generative
and discriminative modeling tasks. By treating classifier logits as an energy function, EBMs can
model joint distributions over data and labels (LeCun et al., 2006; Duvenaud et al., 2020). Applica-
tions of EBMs include adversarial robustness, out-of-distribution detection, and data augmentation
(Zhao et al., 2017; Liu et al., 2020; Arbel et al., 2021; Margeloiu et al., 2024). For instance, Duve-
naud et al. (2020) demonstrated improved out-of-distribution detection using a joint energy-based
model, while Ma et al. (2024) extended EBMs to tabular data for synthetic data generation.

The proposed framework draws inspiration from these works while introducing a distinct perspec-
tive. Our probing function can be seen as an energy function and leads to Gibbs distribution. How-
ever, rather than learning the energy function to capture the data distribution (conditioned on label),
we create a probing function using trained models. This design allows the distribution to generate
samples that address the specific posed question. Related works, such as (Duvenaud et al., 2020)
and (Ma et al., 2024), adopt a similar approach by utilizing a trained classifier to obtain an energy
function and using Langevin dynamics for sampling from the Gibbs distribution. However, their
main objective is to mimic the true data distribution. In fact, the former paper combines training
of the energy function and classifier. In contrast, we propose a flexible framework that allows for
directing diverse queries to trained models via probing functions that reflect various objectives, such
as identifying prediction-risky, parameter-sensitive, or model-contrastive data samples.

Contributions. We introduce a new inductive approach that generates data samples through a flex-
ible probing function designed to analyze and reveal the behavior of a trained model. Our method
can be tailored to suit various classification and regression tasks, demonstrating its versatility in pro-
ducing data that meet specific queries. This work serves as a foundational step in establishing the
effectiveness and potential of our approach.

2 THE MATHEMATICAL FRAMEWORK

First, our notation: The labeled data lie in X×Y , and the model defines a predictor function f(θ, ·) :
X → Y ′ for any given set of model parameters θ ∈ Θ. For a given sample x ∈ X , the predicted
label yθ(x) ∈ Y is obtained from the predictor function. The cost function ℓF : Y × Y → R≥0

measures how far the predicted labels are from the true labels.

The standard construction of the parameter loss function is

F (θ) =

∫
X×Y

(ℓF (yθ(x), y) +RF (θ))dν(x, y) =
1

N

N∑
i=1

ℓF (yθ(xi), yi) +RF (θ), (1)

which can be seen as an integral of ℓF +RF against the empirical distribution given by the training
dataset {(xi, yi)}Ni=1 ⊆ X × Y . Here, RF (θ) is a regularizer term that depends only on θ.

Figure 1 provides an overview of our framework. Just as the training process, which uses F to find
the right parameters, our framework probes the model with a function G defined on the data space.
In the variational setting, the symmetry is clear, where we get a distribution over the parameters
(data) instead of a single θ∗ (x∗). The loss function F in 1 is an average over observed data, and,
similarly, we construct the data loss G by integrating out θ from a curated function (described later)
that depends both on data and model parameters. We design this function of data and parameters to
attain low values when the desiderata of our probing scenario are met. Different choices correspond
to posing different questions to the model, and allow us to gain valuable insights into its behavior by
observing the generated data, both qualitatively and through population-level statistics.

The blue arrows (a) and (c) in Figure 1 map (loss) functions on the respective spaces Θ (parameter
space) and X (data space) to distributions over the same spaces. This corresponds to solving the
Bayesian Learning Problem (BLP), which –in the case of (a)– is

argmin
q∈Q

Eq[F ]− τH(q), (2)
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Θ X
Distributions

Functions

q∗(θ) p∗(x)

G(x)F (θ)

(a)
(b)

(c)

Θ X

F (θ) = 1
2N

∑
i(x

⊤
i θ − yi)

2

q∗(θ) = N (θ̂, τ
N
X⊤X)−1)

G(x) =
∫
Θ(x⊤θ − y′)2q∗(θ)dθ

p∗(x) = N (f̂ ,Σ)

ŷ(x) ≡ y ′

Figure 1: (Left) Overview of model probing by data generation. Samples from p∗(x) answer the
question posed by G. The vertical arrows (a) and (c) start with functions and lead to distributions
on the same space by solving equation 2 and equation 3. The diagonal arrow (b) starts with a
distribution on the parameter space and obtains a loss function on the data space by integrating out
θ dependence of a function on Θ×X against the distribution q∗(θ). (Right) The special case of the
Linear Regression (LR) model with mean square error admits an analytic solution. The G function
is designed to find data points x whose solutions under LR are close to a chosen prediction y′ and
averaged over q∗. The distribution p∗(x) is calculated to be a Gaussian distribution centered at a
point f̂ , which is shifted from the mean of given data by a certain amount depending on the desired
output value y′. Explicit forms of f̂ ,Σ and θ̂ and their derivation can be seen in Appendix A.

where Q is a choice of candidate distributions on Θ, and H(q) = −
∫
Θ
q log q dµ is the entropy with

respect to a base measure µ. The problem can be interpreted as an implementation of the exploration-
exploitation trade-off in the parameter space. The constant τ > 0 is called the temperature and
balances these two objectives. If Q is the set of all density functions, then the Gibbs-Boltzmann
distribution q∗(θ) ∝ e−

1
τ F (θ) is the unique solution to equation 2.

Symmetrically on the data space X , the blue arrow labeled (c) in Figure 1 represents solving

argmin
p∈P

Ep[G]− τH(p). (3)

The distribution p∗(x) ∝ e−
1
τ G(x) is its global solution, balancing the expectation term’s effect of

mass concentration at low G-values, with the entropy term’s effect of exploring the data space.

There are various methods of sampling from equation 3. In this work, we used Metropolis Ad-
justed Langevin Algorithm (MALA) to sample directly from the Gibbs-Boltzmann distribution
p∗(x) ∝ e−

1
τ G(x). This method is a kind of noisy gradient descent, with an acceptance/rejection

step ensuring that the limiting distribution is e−
1
τ G(x). Details of this method are given in Appendix

C. Alternatively restricting the problem to a statistical manifold P , Variational Inference (VI) can
be used to effectively reach a distribution p∗ ∈ P; see (Ganguly & Earp, 2021; Geiser, 2020). For
example, if P were chosen to be the Gaussians, then one would only need to keep track of the mean
and the covariance in learning a p∗ ∈ P .

The red arrow (b) constructs the function G as an integral of a function over both the data and pa-
rameter spaces, obtained by integrating out θ with respect to the measure q∗(θ), in direct analogy
with the construction of F in equation 1. This construction of F is an integral against the empirical
data distribution and, therefore, the learned parameters are compatible with the training data. Analo-
gously, constructing G ensures that the search over X remains compatible with parameters sampled
from q∗(θ). In particular, if q∗(θ) is a is a Dirac-delta distribution, this reduces to a single parameter
vector θ∗ ∈ Θ. The specific choice of the integrand for G determines which samples from p∗(x)
are the data points that answer a question posed about the trained model.

Lastly, note that we can change our search space by replacing G with G ◦ φ for some φ : Z → X .
In high-dimensional data spaces X , we will use this setup with Z as the latent space and φ as the
decoder function of a pre-trained Variational AutoEncoder (VAE). In this case, p∗(z) becomes a
distribution on Z , and mapping its samples to X by φ, gives points on the data manifold. Using a
pre-trained VAE for image models reduces the data space dimension, and therefore, the efficiency
of the MALA sampling process, but there are also conceptual benefits. There are vast regions of
the high-dimensional input space that do not correspond to plausible images and which the model
did not encounter during the training process. Some of these regions may also satisfy our query G.
Therefore, using a pre-trained VAE decoder reflects a plausible image requirement, if imposed.
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3 PROBING TRAINED MODELS

We start with a general structure of the loss function curated for questioning trained models:

G(x) =

∫
Θ

ℓG(yθ(x), ŷ(x))q
∗(θ)dθ +RG(x), (4)

where ŷ stands for a predictor and RG is a regularizer function that can be chosen to put additional
soft constraints on the samples in addition to the hard constraints coming from the restriction p ∈ P .
This general probing function enables us to express a wide range of model-inspection tasks. In the
remainder of this section, we walk through several representative cases, each capturing a specific
type of question one might ask about a trained model’s behavior. These are not exhaustive, but
illustrative scenarios that demonstrate the flexibility of the proposed framework. Figure 2 showcases
what sort of data points would be produced in a synthetic dataset.

Figure 2: Given a dataset of two concentric circles labeled red and blue, two Support Vector Machine
(SVM) models are trained on the binary classification task with kernels chosen as Radial Basis
Function (RBF) and cubic polynomial, respectively. The generated data points are green. In (a), we
contrast the two SVM models, looking for samples for which their predictions differ, and discover
that this is the case in a region near the origin lacking any training points. In (b) and (c), we inquire
about data points that would be considered risky by the two models using RBF and cubic kernels,
respectively. In (d) we design G so that it generates data points which are classified with the opposite
label of the orange point by the RBF-SVM without straying too far from it.

Model-contrasting samples. Given two models, finding data points where their predictions dis-
agree is illuminating either to interpret model-specific biases or to audit consistency between two
different models. This is particularly useful when comparing models with different inductive biases
(MLP vs. CNN, linear vs. nonlinear, and so on). Given ŷ as the predictor functions of the model
that is being compared against (which can be non-parametric, like in XGBoost), we solve equation 3
with the function

G(x) = ℓG(yθ∗(x), 1− ŷ(x)) +RG(x). (5)
In Figure 2(a) we contrast two SVM models with different kernels and discover a region near the
origin, which does not contain any samples from the dataset but would give conflicting predictions
if a new sample were to come from it.

Prediction-risky samples. To identify the indecisive regions in a model’s decision surface, we
either put G(x) = ∥f(x,θ∗) − α∥rr for r ≥ 1, where f may be the decision function of a binary
classification model such as in SVM and logistic regression and α denotes the cutoff point, or given
a multi-class classification where f are the prediction probabilities, we put G(x) = −H(f(x)), the
negative entropy. Solving equation 3 thus corresponds to generating “risky data points” near the
decision boundary, yielding insights into whether the model correctly identifies important aspects of
the data for decision-making and whether that aligns with the user’s conceptions. As an illustrative
example in Figure 2(b), we search for the decision boundary of a RBF-SVM trained on a dataset of
two concentric circles, and we discover the ring in the center as an unexpected decision boundary.

Parameter-sensitive samples. Given a set of parameters θ∗ and a distribution q∗(θ) of parameter
values, we ask the model for data samples whose classifications would flip if the model parameters
were to be (perhaps slightly) perturbed. This can be achieved by solving equation 3 using

G(x) =

∫
Θ

ℓG(yθ(x), 1− yθ∗(x))q∗(θ)dθ +RG(x). (6)
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This integral would be approximated by samples from q∗. When q∗ ∈ Q is chosen from a restricted
family of distributions, like Gaussians with fixed variance, sampling from q∗ means perturbing θ∗.
This probing function is particularly useful when we want to examine the consistency of a model’s
predictions under small shifts in its parameters. By identifying inputs whose predictions vary signif-
icantly with minor parameter changes, we can highlight sensitive regions in the input space—areas
that might indicate over-dependence on specific parameter configurations. This can have overlaps
but is distinct from prediction-risky samples, as we showcase in our computational study section.
Parameter-sensitive samples has the flexibility to be generated far from the decision boundary, espe-
cially in non-linear models.

Fixed-label samples. Finally, we probe the model for what it thinks are good data samples that fit
the bill for the prediction y′, either for a single parameter θ∗ or a distribution q∗(θ)

G(x) = ℓG(yθ∗(x), y′) +RG(x) and G(x) =

∫
Θ

ℓG(yθ(x), y
′)q∗(θ)dθ +RG(x), (7)

respectively. Here, RG(x) is a localizer at an anchor point. We can take a data point (x0.y0) to
be this anchor. In case y′ ̸= y0, we are exploring changes in x0 that would need to happen for the
prediction to change; in other words, a counterfactual; see Figure 2(d). In case y′ = y0 with a weak
localizer, we can obtain a sample that would lead to a similar prediction, i.e., a factual.

Figure 1 demonstrates the steps when yθ(x) = x⊤θ corresponds to linear regression, and both ℓF
and ℓG are the mean squared errors. For this special case, we obtain analytical solutions for all steps
of our framework. The details of this observation are given in Appendix A.

Localized samples. In all of the above cases, we can add a regularizer term RG(x) = ∥x−xa∥rr for
r ≥ 1 to generate synthetic data that is similar locally to an anchor xa. In fact, different weightings
can also be applied to different columns to enforce this more or less stringently for different features.

Feature-restricted samples. By restricting P to be supported on data with certain features fixed,
such as those features corresponding to age, race, and so on, we can ask the model for all of the
above questions but conditioning on certain immutable characteristics. This falls into the class of
optimizations, where instead of G we consider G(φ(z)) on some other (latent) space z ∈ Z. In
case of image data, for example, to have our samples conform to the data manifold, φ can be taken
as the trained decoder module from a VAE. Pushforwards φ∗p̃ of measures p̃ ∈ P(Z) on the latent
space then lie on the data manifold, i.e., sampling z ∼ p̃ and computing φ(z) gives a data sample.
See Figure 4 for this method in a concrete application.

4 COMPUTATIONAL STUDY

In this section, we conduct a series of experiments to evaluate the cases presented in Section 3. Our
experiments aim to evaluate the proposed framework by demonstrating its ability to generate data
samples across various scenarios. We use well-established datasets that have been recently adopted
in related literature (e.g., (Good et al., 2023), (Ley et al., 2023), (Si et al., 2024)), and their specifics
are outlined in Appendix B. The implementation details and code for reproducing these experiments
are available on our GitHub repository.1

Model-contrasting samples. This experiment investigates the differences between two predictive
models by probing the features that drive contrasting predictions for the same data. Through our
framework, we pose the following question:

Which features or input changes lead to disagreement between the two models’ predictions?

To explore this, we apply the framework to datasets of different modalities. For tabular data, we use
the FICO dataset (FICO, 2018); for image dataset, we use MNIST (LeCun et al., 2010).

We begin by investigating model divergence in scenarios where the comparison model is non-
differentiable. To this end, we train XGBoost -a non-parametric model- alongside logistic regression
on the FICO dataset, which consists of credit applications with features related to financial history
and risk performance. This setup highlights the flexibility of our framework, as it enables probing

1https://anonymous.4open.science/r/EvD-6FB1/
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differences between models with fundamentally distinct modeling approaches. Although the two
models agree on 94.5% of the predictions in the test set, our framework generates a set of samples
where their predictions exhibit full disagreement, i.e., XGBoost predicts one class, while logistic
regression predicts the opposite. Figure 3 presents the feature distributions for these discrepant sam-
ples, focusing on three representative features. We observe that disagreement tends to occur when
the number of credit accounts opened in the past year falls in the 12–15 range, which is outside of
this feature’s distribution in the test data. This indicates that our method can surface disagreement
patterns that would remain undetected through standard evaluation alone. We also include in Ap-
pendix D a comparison between a linear model and a Support Vector Regression (SVR) model using
a different tabular dataset.

Figure 3: The distributions of three representative features in the generated samples. Here, XGBoost
predicts “Bad” for RiskPerformance, while logistic regression predicts “Good”.

Our framework can also be used to compare and contrast two models trained on image data. To
demonstrate, we consider a Convolutional Neural Network (CNN) and an MLP, both trained on
MNIST. The architectures of these networks are provided in Appendix B.2. To better capture the
data manifold, we also train a VAE with a latent dimension of 10. The trained encoder module of the
VAE is denoted by z 7→ φ(z). Further details on the VAE training process are provided in Appendix
E. In Figure 4, we present an example computation illustrating how this setup works. Starting with
a latent vector encoding an image with label ‘3’, we sample from a distribution that prefers the label
‘8’ jointly for both a trained CNN (LeNet5) and an MLP.

latent space

decoder

p(z) ∝ e−βG(z)

z0
z2500z5000

Figure 4: (left) Using Langevin dynamics in the latent space, we obtain a sequence of latent vectors
that, when passed through the decoder φ, correspond to a walk on the data manifold. In this image,
the function G is the sum of cross-entropy predictions of trained MLP and LeNet5 networks for the
label ‘8’ and for the data φ(z). (right) Images in the first and second columns are generated to prefer
a given label on an MLP model and another one on a CNN model. upper-left: CNN-‘0’ MLP-‘1’,
upper-middle: CNN-‘1’ MLP-‘7’, lower-left: CNN-‘0’ MLP-‘8’, lower-middle: CNN-‘2’ MLP-‘5’.
On the third column, the upper image prefers the label ‘8’ for the MLP model whilst being close to
a data sample with label ‘3’, and the same for the lower image for the CNN model.

We use this setup to systematically compare the CNN and MLP models. In Figure 4, we showcase
some samples generated by forcing functions G that pull the data toward incompatible directions, for
example, resulting in amorphous data points that exhibit characteristics of both ‘1’ and ‘0’. The third
column highlights cases where the label ‘8’ is preferred (top: MLP, bottom: CNN) while remaining
close to an actual MNIST image labeled ‘3’, which is enforced through two-norm regularization.

6



324
325
326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341
342
343
344
345
346
347
348
349
350
351
352
353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
371
372
373
374
375
376
377

Under review as a conference paper at ICLR 2026

Prediction-risky samples. As our first example, we train an MLP on the FICO dataset to classify
credit risks as “Good” or “Bad.” Prediction-risky samples are those for which the model outputs
softmax probabilities close to 0.5, reflecting high uncertainty. A detailed analysis of this experiment,
along with the generated samples, is provided in Appendix D. For example, we see in Figure 11
that the model assesses between three-to-five delinquencies (MaxDelqEver) as being on the edge
between being a bad credit risk versus a good credit risk. A domain expert can then assess if this
coincides with her expectations of the model.

As another example, in order to demonstrate the versatility of our approach, we apply it to tree-
based models. Using these models poses a challenge due to the locally constant nature of their
prediction functions, and hence, one cannot directly use the gradient-based methods. However, in
Appendix C.2, we describe how approximate gradient information can still be leveraged effectively
to overcome this limitation.

Using the wine dataset from scikit-learn, we train a Random Forest (RF) classifier. This
dataset is designed for classification tasks and consists of 13 numerical features that describe various
characteristics of wine, such as hue and alcohol content. The target variable represents the wine’s
region of origin, which falls into one of three distinct classes. We ask the following question:

Which input samples drive the RF classifier to produce nearly uniform class probabilities?

To highlight the flexibility of our method, we also impose a regularizer that encourages that a Deci-
sion Tree (DT) fitted to the same dataset predicts a given region with certainty. This can be achieved
by letting G(x) to simultaneously maximize the entropy of the RF’s prediction probabilities (encour-
aging uncertainty) and minimize the distance between the DT’s prediction probabilities and a fixed
one-hot vector, thereby enforcing certainty on a chosen class. Both models have high accuracy on the
validation set (RF: 94.4%, DT: 88.8%). Therefore, the generated data’s features necessarily lie out-
side the empirical data distribution. We generated 50 data points such that the DT predicts class 1
with full certainity, and the RF’s prediction probabillites are (0.31±0.03, 0.4±0.06, 0.29±0.06). See
Table 1 in Appendix D to compare the feature values of this generated wine feature dataset versus
those from each of the three regions. Following the decision path of the DT, we observe that the
generated samples are identified as belonging to class 1 solely based on their color intensity. In
contrast, the random forest process resulted in a set of wine features for which the model exhibited
uncertainty in its classifications.

Parameter-sensitive samples. This experiment investigates data samples that are sensitive to small
perturbations in the model parameters. Unlike prediction-risky samples, parameter-sensitive sam-
ples may exist anywhere in the input space, as their classification changes with slight shifts in the
model’s parameters. To guide this analysis, we pose the following question:

What kind of data samples vary in classification due to small changes in model parameters?

We train an MLP on the FICO dataset and generate parameter-sensitive samples by perturbing the
model parameters using a Gaussian distribution centered at the original weights with fixed variance.
Using the probing function in (6), we generate and analyze 500 such samples to identify instances
most susceptible to model variation, and compare them with prediction-risky samples.

Figure 5 shows density plots of four representative features (see Appendix D for additional ones),
comparing parameter-sensitive and prediction-risky samples. By comparing these two distributions,
we gain insights into how the model perceives uncertainty from different perspectives. While the
prediction-risky samples are associated with uncertainty near the decision boundary, the parameter-
sensitive samples highlight regions in the feature space where small parameter changes can flip pre-
dictions. The features AverageMinFile (average observation period) and NumTotalTrades
(total number of trades) exhibit similar distributions across both sets. In contrast, the features
MSinceMostRecentTradeOpen (months since most recent trade) and NumInqLast6M (in-
quiries in the past six months) diverge. For example, NumInqLast6M, which signals recent credit-
seeking activity, is lower among prediction-risky samples, indicating that individuals with fewer
recent inquiries are more likely to fall near the decision boundary. In contrast, parameter-sensitive
samples exhibit a broader distribution, indicating that parameter shifts affect individuals across a
wider range of credit inquiry patterns. This may be because frequent inquiries reflect diverse fi-
nancial behaviors, making these samples more vulnerable to prediction instability. These findings
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Figure 5: Feature distributions in generated parameter-sensitive and prediction-risky samples.

suggest that some features contribute more to robustness under parameter variation, while others
primarily influence boundary-sensitive classifications.

Fixed-label samples. We apply the probing function G in equation 7 to the Adult dataset (Becker
& Kohavi, 1996), a widely used benchmark for binary classification based on income level (whether
an individual earns more than $50K annually). A logistic regression model is trained on the dataset,
and we examine its behavior by constructing counterfactual samples. Specifically, given a fac-
tual instance (x0, y), we generate samples using the probing function with y′ ̸= y and regularizer
R(x) = ∥x − x0∥2. In this experiment, the factual instance represents a Latin-American Black
Female, predicted to earn less than $50K. Using our framework, we pose the following question:

What feature changes would cause the model to predict an income above $50K for this individual?

To address this question, the probing function is designed to balance two objectives: steering the
model prediction toward the target label y′ = 1 (using cross-entropy loss), and staying close to the
original input (via the regularizer term RG(x)).

Figure 6: Feature distributions of generated counterfactual samples (blue shaded) with factual in-
stance highlighted (red markers).

8



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

Under review as a conference paper at ICLR 2026

(a) (b) (c) (d)

Figure 7: (a) generated samples classified as “goldfish”, (b) generated samples classified as “snail”,
(c) “goldfish” validation images misclassified by ResNet50 when converted to grayscale, (d) “snail”
validation images converted to grayscale, only the first is misclassified by ResNet50.

Figure 6 shows the distribution of the generated samples aggregated over 50 independent runs. The
shaded regions (for numerical features) and error bars (for categorical features) indicate variabil-
ity across runs. The results provide insights into the model’s classification process and the fac-
tors it deems influential in income predictions. While generating counterfactual samples, we im-
pose bounds on age, educational attainment, and weekly working hours, which are enforced during
Langevin dynamics sampling process by clipping each step to remain within the specified ranges.
Comparing the factual input with the counterfactual distribution reveals significant categorical shifts.
For example, the majority of samples indicate a change in gender from female to male, and a region
shift from Latin America to Western Europe, suggesting that these features significantly influence
the model’s decision. These observations raise questions about fairness and bias. While we may
directly investigate the logistic regression coefficients associated with these features, e.g., female
≈ −1.375, male ≈ −1.243, the bias is more clearly revealed through the generated samples. More
importantly, such coefficients are not readily available for more complex models like deep networks.

Generating samples in high dimensions. We probe the ResNet50 model (pre-trained on ImageNet-
1k dataset, available in torchvision.models) to demonstrate that our approach scales to high-
dimensional data spaces (224×224 ≈ 50k). By generating images at successively higher resolutions
and using the pretrained TAESD autoencoder (Bohan, 2023), we obtain images guided by a probing
function G that favors latent vectors z such that the decoded images have low reconstruction loss
under the VAE and are predicted by ResNet50 to be “goldfish” or “snail”, respectively (Figure 7 in
Appendix F). The generated “goldfish” images predominantly feature orange regions with a small
black dot resembling an eye, while the “snail” images include curved antenna-like shapes. This
suggests that ResNet50 relies strongly on color cues for goldfish detection.

We test this hypothesis by evaluating ResNet50 on 50 color-modified validation samples. Results
for goldfish, snail, and other classes are reported in Table 2 in Appendix F. Notably, swapping
green and blue channels does not substantially impair goldfish detection, while grayscale conversion
sometimes has only a limited effect on classification.

5 CONCLUSION

We introduce a mathematical framework for probing trained models with tailored data samples de-
signed to answer specific queries, going beyond traditional interpretability methods. By formulat-
ing probing functions, we demonstrate how to generate samples for scenarios like prediction risky,
parameter sensitivity, and model contrast. Our computational study shows the framework’s effec-
tiveness in classification and regression tasks on diverse datasets, revealing insights into decision
boundaries and input sensitivities. Our goal is to understand machine learning models for positive
societal impact, with our tools supporting model analysis through sample generation.

Our framework offers opportunities for improvement and future research. Incorporating implicit
constraints among features (e.g., monotonic relationships) could enable the generation of samples
that accurately represent the dataset and enhance their interpretability and reliability. Applying our
framework in various application areas with domain experts could also illuminate different usability
aspects. Addressing these considerations will help refine and build upon the foundational study
presented here.
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A LINEAR REGRESSION WITH GAUSSIAN DATA

We start with yθ(x) = θ⊤x and ℓF (y, y
′) = ℓG(y, y

′) = 1
2 (y− y′)2. Given a dataset {(xi, yi)}Ni=1,

we construct the loss function F (θ) as the integral of ℓF (yθ(x), y), over the data distribution, which
is approximated by the Dirac delta comb ν = 1

N

∑N
i=1 δ(xi,yi):

F (θ) =

∫
X×Y

ℓF (yθ(x), y)d ν(x, y) =
1

2N

N∑
i=1

|x⊤
i θ − yi|2.

Assume, for convenience, that a constant feature of 1 is included as the last coordinate of x, allowing
us to explicitly represent the intercept. Using this notation, we define

x =

[
f
1

]
, θ = [ξ b] , so that x⊤θ = f⊤ξ + b.

We write the design matrix as

D =


· · · x⊤

1 · · · 1
· · · x⊤

2 · · · 1
...

...
· · · x⊤

N · · · 1

 = [ X 1 ] .

The quadratic loss function can then be expressed as

F (θ) =
1

2N
∥Dθ − y∥2,

where y = [y1 y2 · · · yN ]
⊤ is the label vector. We can reorder the terms so that

F (θ) =
1

2N
(Dθ − y)⊤(Dθ − y) =

1

2N

(
θ⊤D⊤Dθ − 2θ⊤X⊤y

)
+ const.

=
1

2
(θ − θ̂)⊤

D⊤D

N
(θ − θ̂) + const.

where θ̂ = (D⊤D)−1D⊤y. Note that this is precisely the ordinary least squares solution.

Since the loss function is quadratic, we can explicitly write the Gibbs distribution (which is the
unrestricted solution to the Bayesian Learning Problem with F ) as the Gaussian distribution

q∗(θ) ∝ e−βF (θ) ∝ e−
1
2 (θ−θ̂)⊤ D⊤D

N/β
(θ−θ̂) thus q∗(θ) = N

(
θ̂,

(
D⊤D

N/β

)−1
)
.

Here, the variable β is the inverse temperature defined as β = 1/τ .

Next, we construct G, a loss function on X × Y . By fixing the label, we may also consider G as
a loss function only on X , from which we derive a distribution over X . To avoid overusing x and
y, we denote elements of the labeled dataset as (z, w) ∈ X × Y with z = [ f1 ]. Using the first and
second moments of Gaussians, we calculate

G(z, w) =

∫
Θ

|z⊤θ − w|2q∗(θ)d θ

= z⊤Eq∗ [θθ
⊤]z− 2wz⊤Eq∗ [θ] + const

= z⊤

(
θ̂θ̂⊤ +

(
D⊤D

Nτ

)−1
)
z− 2wz⊤θ̂ + const.

which is again a quadratic function in z. Let us now write this quadratic in terms of f . We write
θ̂ =

[
ξ̂

b̂

]
.
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First, a quick calculation gives the block diagonal form(
D⊤D

Nτ

)−1

= τ

[
X⊤X
N x

x⊤ 1

]−1

= τ

[
A−1 −A−1x

−x⊤A−1 ∗

]
,

where A = X⊤X
N − xx⊤ is the Schur complement and x = 1

N

∑N
i=1 xi is the mean data vector.

We can write G as a quadratic function of f (fixing w) as

Gw(f) = f⊤
(
τA−1 + ξ̂ξ̂⊤

)
f − 2f⊤

(
τA−1x− ξ̂b̂+ wb̂

)
+ const.

= (f − f̂)
(
τA−1 + ξ̂ξ̂⊤

)
(f − f̂) + const.

Here, f̂ is calculated as

f̂ =
(
τA−1 + ξ̂ξ̂⊤

)−1 (
τA−1x+ ξ̂(w − b̂)

)
=

(
Aτ − Aτ ξ̂ξ̂

⊤Aτ

1 + ξ̂⊤Aτ ξ̂

)(
A−1

τ x+ ξ̂⊤(w − b̂)
)
,

where Aτ = 1
τA and the Sherman-Morrison formula is used for inverting the matrix.

Now expanding the product, we obtain

f̂ = x+Aτ ξ̂(w − b̂)− Aτ ξ̂ξ̂
⊤x

1 + ξ̂⊤Aτ ξ̂
−Aτ ξ̂

ξ̂⊤Aτ ξ̂

1 + ξ̂⊤Aτ ξ̂
(w − b̂).

Note that if we denote the predictions of the linear model as x⊤
i ξ̂+ b̂ = ŷi, we can rewrite the above

formula as follows:

f̂ = x̄+Aτ ξ̂(w − b̂)
1

1 + ξ̂⊤Aτ ξ̂
−Aτ ξ̂

ξ̂⊤x̄

1 + ξ̂⊤Aτ ξ̂

= x̄+Aτ ξ̂
(w − b̂)

1 + ξ̂⊤Aτ ξ̂
−Aτ ξ̂

(ŷ − b̂)

1 + ξ̂⊤Aτ ξ̂

= x̄+Aτ ξ̂
w − ŷ

1 + ξ̂⊤Aτ ξ̂
.

Here, we denoted the prediction of the average data by ŷ = ξ̂⊤x̄ = 1
N

∑N
i=1 ŷi.

Finally, let’s rewrite Aτ ξ̂ and ξ̂⊤Aτ ξ̂ in terms of interpretable statistical quantities. Recall that
Aτ = 1

τ

(
X⊤X
N − xx⊤

)
. Using this, we compute

Aτ ξ̂ =
1

τ

 1

N

N∑
i=1

xi( x
⊤
i ξ̂︸︷︷︸

=ŷi−b̂

)− x x̄⊤ξ̂︸︷︷︸
= 1

N

∑N
i=1 ŷi−b


=

1

Nτ

N∑
i=1

(xi − x)(ŷi − b̂)

=
1

Nτ

N∑
i=1

(xi − x)(ŷi − ŷ)

=
1

τ
Cov(X, ŷ).
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In the final expression, the term Cov(X, ŷ) corresponds directly to the previous line. This covariance
is a vector that averages data deviations, weighted by prediction deviations. In the line before last,
we replaced b̂ with any constant since it is independent of i, and the first factor sums to the zero
vector. Additionally, we leveraged a key property of linear models: the average of the predictions is
the same as the prediction of the average.

A similar calculation yields,

ξ̂⊤Aτ ξ̂ =
1

τ

 1

N

N∑
i=1

ŷ2i −

(
1

N

N∑
i=1

ŷi

)2
 =

1

τ
Var(ŷ).

Therefore, we obtain an explicit quadratic formulation of the data loss function G in terms of f
at a fixed w. This means that the data distribution p∗(x), which solves the unrestricted Bayesian
Learning Problem, follows a Gaussian distribution given as

p∗(f) ∝ e−Gw(f) ∝ N (f̂ ,Σ),

where

f̂ = x+
Cov(X, ŷ)

τ +Var(ŷ)

(
w − 1

N

N∑
i=1

ŷi

)
,

and

Σ−1 =

(
τ

(
X⊤X

N
− x̄x̄⊤

)−1

+ ξ̂ξ̂⊤

)
.

The interpretation of the mean f̂ is as follows: if you want to sample from a data distribution that
will produce a given ω, then you should not sample around x̄ (which would be the case without
output restrictions). Instead, you shift x̄ in proportion to the difference between ω and the mean
of the training label predictions, following the direction of the covariance between the training data
and predicted labels.

B COMPUTATIONAL SETUP

In this section, we supplement our computational study by presenting the datasets and detailing the
neural network architectures.

B.1 DATASETS USED IN THE EXPERIMENTS

Our experiments are conducted using four numerical datasets and one visual dataset from the litera-
ture. The details of the datasets are provided below.

Adult. The Adult dataset (CC BY 4.0 license), derived from the 1994 Census database, comprises
48,842 observations with 14 features, including both continuous and categorical variables (Becker
& Kohavi, 1996). The primary objective is to classify individuals based on whether their annual
income exceeds $50,000 USD. Data preprocessing steps are applied to address missing values and
handle categorical features. We applied one-hot encoding to transform the categorical features into
a numerical format suitable for our framework.

FICO. The FICO (HELOC) dataset (CC0: Public Domain) consists of home equity line of credit
applications submitted by homeowners (FICO, 2018). It includes 10,459 records with 23 features,
comprising both numerical and ordinal variables. The primary objective is to classify applications
based on their risk performance, identifying whether an applicant is likely to meet payment obliga-
tions or become delinquent. Data preprocessing steps are applied to address missing values.

Housing. The Housing dataset (CC0: Public Domain), sourced from Kaggle, includes information
on various house attributes such as lot size, number of rooms, and number of stories (Kaggle, 2021).
The dataset contains 535 records and 12 features, comprising both numerical and ordinal variables.
The primary objective is to predict housing prices based on these features.
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MNIST. The MNIST dataset (Data files © Original Authors) is a widely used benchmark in com-
puter vision, consisting of 70,000 grayscale images of handwritten digits (0–9), each represented as
a 28×28 pixel matrix (LeCun et al., 2010). The dataset is divided into 60,000 training samples and
10,000 test samples. The primary objective is to classify images based on the digit they represent.
We normalized each of the images to be arrays of shape (28, 28, 1) with FP32 values in the interval
[0, 1].

Wine Recognition Dataset. The Wine Recognition dataset contains the results of chemical and
physical analyses of wines produced in three regions of Italy (Aeberhard & Forina, 1992). Each
record is described by 13 continuous features obtained through chemical analysis, including alcohol
content, malic acid, magnesium, color intensity, and hue. The primary objective is to classify wines
according to their region of origin.

B.2 EXPERIMENTAL SETUP

We ran all the experiments on Apple M1 Pro with 32 GB RAM.

For the parameter-sensitive and prediction-risky experiments on the FICO dataset, we trained an
MLP with ReLU activation functions and layer widths of 128 − 32 − 8 − 2. Dropout with a rate
of 0.2 was applied after each activation layer to prevent overfitting. The model was trained using a
batch size of 128 for 10, 000 steps.

For the image experiments, we used an MLP with layer widths of 1024-128-10, where each layer
included a ReLU activation, followed by a dropout layer with a rate of 0.2. The CNN architecture
consisted of two convolutional blocks with feature sizes 32− 64. Each block followed the structure:
Conv → ReLU → Conv → ReLU → max pool → Dropout, where the convolutional kernels had

a size of 3× 3, the max pooling window was 2× 2, and the dropout rate was 0.2.

Both the CNN and MLP models were trained for 10,000 update steps using a batch size of 128
and the Adam optimizer. The learning rate followed an exponential decay schedule, starting with a
maximum learning rate of 0.1, decaying by a rate of 0.9 every 100 steps.

C LANGEVIN DYNAMICS

C.1 METROPOLIS HASTINGS LANGEVIN ALGORITHM (MALA)

We sample data points in this paper by solving a Bayesian optimization problem over distributions
on the data space:

p∗ = argmin
p∈Q

E[G]− τH(p).

where H(p) denotes the entropy and τ > 0 is a temperature parameter. On unconstrained data space,
i.e., when Q = P(Rd), one approach of sampling from p∗ is to simulate the Langevin dynamics,
which is a Stochastic Differential Equation (SDE) given by

dX

d t
= −1

τ
∇G(X) +

√
2
dW

d t

where W is a Wiener process (i.e., standard Brownian motion), the G is called a drift term. The
limiting distribution of this SDE converges to p∞(X) ∝ e−

1
τ G(x).

For concrete computation, we work with the standard Euler-Maruyama discretization

x̃t+1 = xt − η∇G(xt) +
√

2ητεt

where η > 0 is the step size, and εt ∼ N (0, Id) is sampled independently from the unit normal
distribution at each time step.

To improve convergence and ensure the correctness of the sampling distribution, we apply a
Metropolis–Hastings acceptance step. Specifically, the proposed update xt+1 is accepted as
xt+1 = x̃t+1 with probability

α := min

{
1,

π(x̃t+1)q(xt|x̃t+1)

π(xt)q(x̃t+1|xt)

}
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or otherwise rejected, in which case xt+1 = xt. Here, π ∝ e−
1
τ G and q(x′|x) is the transition

probability of stepping from x to x′ given by q(x′|x) = exp(− 1
4τ ∥x

′ − x + τ∇G(x)∥2). An
implementation of this sampling procedure is provided in the submitted code repository, specifically
in the file langevin.py using JAX/PyTorch and Numpy.

C.2 SMOOTHING

The acceptance/rejection is the critical step to ensure convergence of the trajectory to the limit-
ing Gibbs-Boltzmann distribution ∝ e−

1
τ G. The drift term ∇G(x) speeds up the convergence by

ensuring that more of the proposals x̃ will be accepted since this becomes (noisy) gradient descent.

In case the function G is locally flat, such as those functions created from tree-based models (de-
cision tree, random forest, xgboost) then the gradient term is always 0, reducing the proposals
to simple random walk. This is called the Metropolis Hastings (MH) algorithm and it also has
the same limiting distribution, and the transition probabilities in the acceptance ratio cancel since
q(x|x′) = q(x′|x).
However in this case at any step the proposals are random and the point x does not see if it is near a
decision boudnary or not. For this purpose we propose using the gradients of the smoothed function
Gs(m) =

∫
G(x)N (m, σ)(x)dx for the proposals. With a larger σ, the point x “sees” a wider

horizon for its proposals. Indeed the gradient of Gs is

∇Gs(x) =

∫
G(x+ σε)N (0, I)(ε)dε ≈ 1

J

J∑
j=1

G(x+ σεj)εj , with εj ∼ N (0, I)

In our numpy code we applied proposals with ∇Gs and acceptance/rejection with G In the code
we also assumed ∇Gs(x) = ∇Gs(x

′) for computational simplicity in calculating the transition
probabilities q(x′|x). This is approximately true when G is a step function and the step size η is
small.

C.3 OTHER METHODS AND VARIANTS

Beyond the Langevin dynamics approach, several alternative methods exist for sampling data points.
For instance, one may use the Picard iteration method or various splitting schemes (see (Geiser,
2020)) to discretize and solve the above SDE. Another approach is to restrict the distribution family
Q to be a tractable statistical manifold and apply Variational Inference techniques (Ganguly & Earp,
2021).

It is also worth noting that when sampling over a data manifold, if there exists a mapping φ : Rd →
X and G : X → R, then the corresponding Gibbs distribution on Rd (with respect to the Lebesgue
measure) is given by e−

1
τ H , where H = G ◦ φ : Rd → R. Samples drawn from this distribution

can be pushed forward via φ to obtain samples in X . These pushed-forward samples follow a
distribution that can be interpreted as a Gibbs distribution over X with respect to the base measure
ν, which is the pushforward of the Lebesgue measure under φ.

D ADDITIONAL NUMERICAL RESULTS

This section presents additional results that complement the findings discussed in Section 4. These
results provide further insights into the generated data distributions, feature variations, and model
behavior under different probing scenarios.

Model-contrasting samples. This subsection extends our analysis of model-contrasting samples
by applying the framework to a different tabular dataset. In this experiment, we examine prediction
divergence between support vector regression (SVR) and linear regression (LR) models. We use the
Housing dataset, where the primary objective is to predict house prices based on various structural
and amenity-related features. We split the dataset into training-test sets and train both models on
the same training data. To generate data samples where the two models diverge in their predictions,
we formulate the cost function given in (5) as ℓG(y1, 1 − y2) = exp(−(y1 − y2)

2). Using our
framework, we generate data samples to identify the regions of the input space where the models
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exhibit significant disagreement, likely due to their differing assumptions about feature interactions
and predictive mechanisms.

Figure 8 presents a scatter plot comparing the predictions of the SVR and LR models. The blue
points represent the predictions of the models in the test data, demonstrating that the two models gen-
erally produce highly similar outputs, with minimal differences observed. The green points, on the
other hand, represent generated samples, highlighting instances where the models exhibit contrast-
ing predictions. The zoomed-in inset further emphasizes these discrepant predictions, demonstrating
that our framework effectively identifies and generates data points that maximize the divergence be-
tween the two models.

Figure 8: Comparison of SVR and LR predictions on test and generated data.

Figure 9: Features in test data and generated samples that produce different predictions for SVR and
LR.

Figure 9 compares the feature distributions between the synthetic dataset generated by our frame-
work and the test data. The box plots represent the range of values for each feature, with blue corre-
sponding to the test data and green representing the generated samples. The Housing dataset (Kag-
gle, 2021) used in this experiment contains real estate information such as lot size, number of bath-
rooms, number of stories, and heating/air conditioning types, aiming to predict house prices. This
figure provides a clear visualization of how the generated data differs from the test data in terms of
feature distributions. For instance, as the number of bathrooms and stories increases, the model pre-
dictions diverge. Additionally, hot water heating and air conditioning exhibit a distinct concentration

17



918
919
920
921
922
923
924
925
926
927
928
929
930
931
932
933
934
935
936
937
938
939
940
941
942
943
944
945
946
947
948
949
950
951
952
953
954
955
956
957
958
959
960
961
962
963
964
965
966
967
968
969
970
971

Under review as a conference paper at ICLR 2026

in the synthetic data, with most generated samples clustering around higher values compared to the
test data. This suggests that these features play a prominent role in distinguishing instances where
the models behave differently. Overall, this figure offers insights into how the generated samples
differ from the original dataset, highlighting key feature distributions that drive divergence in model
predictions and providing a deeper understanding of how our framework probes model behavior.

Prediction-risky samples.

This experiment explores data samples near the model’s decision boundary, where predictions are
inherently uncertain. To guide this analysis, we pose the question:

Which data samples are predicted to be risky due to being close to a specific anchor value?

In this experiment, we train a neural network (MLP) to classify customers in the FICO dataset as
either “Good” or “Bad” credit risks. Prediction-risky samples are those with model outputs near the
anchor value of 0.5. Using our framework, we generate 500 such samples to examine the character-
istics of borderline classification cases. The average predicted probability of the “Bad” credit class
among these samples is 0.525, with a standard deviation of 0.017.

The density plots in Figure 10 compare the distributions of two representative features in the original
data and the generated samples. The feature NumTrades60Ever2DerogPubRec represents the
number of past credit trades with payments delayed by at least 60 days, serving as a key indicator
of delinquency. As shown in the figure, the distribution of risky samples follows the original data
closely in the lower range but exhibits a stronger peak around zero. This suggests that the model
considers individuals with few or no past delinquencies as borderline cases, likely due to the ab-
sence of strong negative or positive indicators, making classification more uncertain. The feature
MSinceOldestTradeOpen indicates the number of months since a customer’s first credit line
was opened, capturing the length of their credit history. As shown in Figure 10, the distribution of
risky samples is sharply concentrated around 400 months (∼33 years), whereas the original data
spans a broader range. This suggests that the model associates long credit histories with greater
uncertainty. The pronounced peak reflects how the model treats long-established credit profiles as
ambiguous when making predictions.

Figure 10: Feature distributions of the original data and generated prediction-risky samples.

To further investigate data samples near the decision boundary, we present the distributions of all
features in the original dataset and the generated prediction-risky samples in Figure 11. These
density plots provide a comprehensive view of the differences between the generated samples and
the original data across multiple features. By analyzing these distributions, we can observe how the
model identifies borderline cases based on different financial attributes. Across multiple features,
the generated prediction-risky samples exhibit a much narrower distribution compared to the original
data. This suggests that the model focuses on a specific subset of feature values when identifying
borderline cases.
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Figure 11: Feature distributions in the original data and generated prediction-risky samples.

Table 1: Characteristics of the wine recognition dataset and the generated data

Characteristic Class 0 Class 1 Class 2 Generated
Samples 59 71 48 50

Alcohol 13.74±0.63 12.28±0.53 13.15±0.52 12.75±0.61

Malic acid 2.01±0.68 1.93±1.00 3.33±1.08 1.59±0.46

Ash 2.46±0.22 2.45±0.31 2.44±0.18 1.83±0.25

Alcalinity of ash 17.04±2.52 20.24±3.33 21.42±2.23 19.37±4.95

Magnesium 106.34±10.41 94.55±16.63 99.31±10.78 98.9±28.91

Total phenols 2.84±0.34 2.26±0.54 1.68±0.35 1.69±0.43

Flavanoids 2.98±0.39 2.08±0.7 0.78±0.29 2.11±0.82

Nonflavanoid phenols 0.29±0.07 0.36±0.12 0.45±0.12 0.3±0.08

Proanthocyanins 1.90±0.4 1.63±0.6 1.15±0.4 2.46±0.41

Color intensity 5.53±1.23 3.09±0.92 7.4±2.3 2.34±0.6

Hue 1.06±0.16 1.06±0.2 0.68±0.11 1.27±0.14

OD280/OD315 3.16±0.35 2.78±0.49 1.68±0.27 1.69±0.39

Proline 1115.71±221.64 519.5±156.1 629.9±113.9 1200.8±233.3
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Parameter-sensitive samples. To complement the findings presented in Section 4, we provide the
full set of feature distributions comparing parameter-sensitive samples and prediction-risky samples
in Figure 12. These density plots illustrate how the two types of generated samples differ. By
analyzing these distributions, we observe that while some features exhibit similar trends across both
sample types, others show notable divergences. Features with broader distributions in parameter-
sensitive samples indicate that model perturbations impact a wider range of instances.

Figure 12: Feature distributions in generated parameter-sensitive and prediction-risky samples.
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Fixed-label samples. We now analyze a different factual instance from the original data to further
investigate the model’s behavior. The factual instance considered represents a Latin American white
male who is predicted to earn more than $50K. To explore the conditions under which the model
would classify this individual as earning less than $50K, we generate a set of counterfactual sam-
ples. Figure 13 presents the distribution of these generated counterfactual samples, highlighting the
key feature variations that lead to a different classification outcome. In the generated counterfac-
tual samples, while no categorical changes are observed, the numerical features age, educational
attainment, and working hours exhibit lower values compared to the factual instance, implying that
a reduction in these features leads to a shift in classification.

Figure 13: Feature distributions of generated counterfactual samples (blue shaded) with factual
instance highlighted (red markers).

E THE USE OF VAES

A notable example of using pushforwards to obtain points on the data manifold comes from image
datasets. We employ a VAE architecture with two convolutional layers each for the encoder and
decoder submodules. Features in the convolutional layers are 32 and 64 with kernel sizes of (3,3)
and a stride of (2,2). During training, the reconstruction loss is computed using bitwise entropy.

Figure 14 shows how this setup works for constructing loss functions G on the latent space. One
may use a combination of models, each precomposed with the decoder of the trained VAE. The
resulting distribution on the latent space, after pushforwarding (i.e., passing the samples through the
decoder), corresponds to a distribution on the data that is closer to the original data distribution.

Figure 14: By precomposing with the decoder submodule of a trained neural network, we can define
G functions on the lower-dimensional latent space, while still leveraging networks designed for
higher-dimensional image inputs.
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F HIGH DIMENSIONAL IMAGE GENERATION

To generate the images in Figure 7, using a VAE alone is insufficient for producing images of size
256× 256. While a VAE ensures local consistency of colors in small patches, it does not guarantee
global coherence. To address this, we successively increase the resolution of generated samples,
making use of the TAESD autoencoder, which supports multiple input sizes.

The latent space of the TAESD has shape 16 × n
8 × m

8 , where n × m is the image size. At each
resolution (e.g., 64 × 64), we run MALA according to a probing function G. This function G
simultaneously (1) reduces the cross entropy loss of the logits produced by decoder followed by
the ResNet50 classifier, (2) minimizes the reconstruction loss of the high dimensional image cor-
responding to the latent vector, and (3) enforces closeness to the previously generated latent vector
corresponding to the image at the lower resolution (e.g., 32 × 32). This procedure of successively
increasing the resolution of the image, and starting from the resized version of the previous MALA
run, maintains global consistency of the generated images whilst also satisfying the probing func-
tion requirements. Implementation details are provided in the probe resnet.py script in our
repository.

In Figure 7, we show samples generated with G function aiming to minimize the cross entropy loss
between the ResNet50 logits and the label corresponding to goldfish:1, and snail:113. Each of the
images in the figure has resolution 256× 256.

By qualitatively observing these figures, we were able to form a hypothesis on how
the pretrained ResNet50 (using the weights ResNet50 Weights.IMAGENET1K V2 from
torchvision.models) detects the class label 1 corresponding to goldfish. The presence of
the color orange in every image and also a black dot inside the orange corresponding to the eye of
the fish was present in most of the images. In order to test the color hypothesis, we modify the 50
goldfish validation images from ImageNet-1k (Deng et al., 2009). Using the luminance formula

gray = (0.299×R) + (0.587×G) + (0.114×B),

we convert RGB images to grayscale and evaluate model accuracy. Along with other color modifi-
cations such as swapping various color channels, and including classes other than goldfish and snail,
we form the Table 2.

Table 2: Correct ResNet50 predictions out of 50 validation images per class, with various color
modifications.

goldfish snail ox broccoli cucumber zebra
original 48 45 32 46 36 48

grayscale 34 44 29 44 28 48
rg swap 40 40 26 40 25 49
rb swap 31 42 28 42 36 48
gb swap 46 41 26 37 31 49

For goldfish, keeping the red channel intact while swapping green and blue does not substantially
reduce accuracy, reinforcing the role of the orange color component.

Also note that none of the modifications we use alter the black and white colors. The performance
of the model on zebra images is completely unaffected by these changes, suggesting that it is these
colors (and not, for example, the green grass on which the zebras might stand) that the model relies
on to assign the class label zebra.
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