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Abstract

Large language models (LLMs) are increas-001
ingly prevalent in conversational systems due002
to their advanced understanding and generative003
capabilities in general contexts. However, their004
effectiveness in task-oriented dialogues (TOD),005
which requires not only response generation006
but also effective dialogue state tracking (DST)007
within specific tasks and domains, remains less008
satisfying. In this work, we propose a novel ap-009
proach FNCTOD for solving DST with LLMs010
through function calling. This method im-011
proves zero-shot DST, allowing adaptation to012
diverse domains without extensive data collec-013
tion or model tuning. Our experimental results014
demonstrate that our approach achieves excep-015
tional performance with both modestly sized016
open-source and also proprietary LLMs: with017
in-context prompting it enables various 7B or018
13B parameter models to surpass the previous019
state-of-the-art (SOTA) achieved by ChatGPT,020
and improves ChatGPT’s performance beating021
the SOTA by 5.6% Avg. JGA. Individual model022
results for GPT-3.5 and GPT-4 are boosted by023
4.8% and 14%, respectively. We also show024
that by fine-tuning on a small collection of di-025
verse task-oriented dialogues, we can equip026
modestly sized models, specifically a 13B pa-027
rameter LLaMA2-Chat model, with function-028
calling capabilities and DST performance com-029
parable to ChatGPT while maintaining their030
chat capabilities. Code and model will be re-031
leased.032

1 Introduction033

Recent years have seen the rapid development of034

large language models (LLMs) that have demon-035

strated exceptional natural language understand-036

ing and generation capabilities. The integration037

of LLMs into industry applications, particularly as038

conversational assistants, is a notable trend. Fine-039

tuned with conversations between users and assis-040

tants, these models are further aligned with hu-041

man preferences to enhance their ability to de-042
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Figure 1: Zero-shot DST performance comparison
among (1) previous domain transfer approaches using
small models; (2) previous prompting approaches exclu-
sively relying on advanced proprietary LLMs; and (3)
our approach, compatible with various LLMs, empow-
ers various 7B and 13B models for superior performance
and sets new state-of-the-art with GPT-4.

liver fluent, helpful, and polite responses to user 043

inquiries. Notable examples include proprietary 044

systems such as ChatGPT1 and Claude2, as well as 045

open-source models such as LLaMA2-Chat (Tou- 046

vron et al., 2023), Vicuna (Chiang et al., 2023), 047

Baichuan (Baichuan, 2023). 048

The primary focus of these chat-tuned LLMs has 049

typically been on responding in general contexts. 050

However, for another important type of conversa- 051

tion, task-oriented dialogues (TOD), the model is 052

required to extract the intentions of users at each 053

turn of the conversation, represented as slot-value 054

pairs of per-domain predefined schemas; a pro- 055

cess known as Dialogue State Tracking (DST). The 056

challenge lies in the model’s ability to accurately 057

summarize user needs over multiple turns of conver- 058

sation and also strictly adhere to a domain-specific 059

ontology. The most direct solutions (Hosseini-Asl 060

et al., 2020; Peng et al., 2020; Su et al., 2021) neces- 061

sitate training on curated domain-specific annotated 062

1http://chatgpt.openai.com/
2https://www.anthropic.com/index/introducing-claude
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Table 1: Comparison of different zero-shot DST paradigms. Plug-&-Play means the (chat-tuned) LLMs can be
equipped with this capability, preserving their conversational capabilities.

Zero-shot DST Paradigms Base Model Fine-tuning Prompting Plug-&-Play

Domain transfer approaches (Lin et al., 2021b,c; Zhao et al., 2022a) Small LMs ✓ ✗ ✗

Previous prompting approaches (Heck et al., 2023; Chung et al., 2023) Advanced proprietary LLMs ✗ ✓ ✗

FNCTOD (Ours) Modestly-sized open-source LLMs
& Advanced proprietary LLMs ✓ ✓ ✓

data, a process that is notoriously costly and labor-063

intensive. Despite efforts in automated dataset cre-064

ation using GPT-3 (Li et al., 2022), these meth-065

ods struggle to generalize to unseen domains. To066

achieve zero-shot DST for unseen domains, prior067

approaches usually involved domain transfer meth-068

ods (Campagna et al., 2020; Lin et al., 2021a; Zhao069

et al., 2022b). However, these still require training070

on data from similar domains, and their perfor-071

mance has been far from satisfactory.072

LLMs exhibit remarkable capabilities for tack-073

ling various tasks without the need for task-specific074

fine-tuning, making them suited for zero-shot DST.075

However, while there have been initiatives to lever-076

age ChatGPT for zero-shot DST (Hu et al., 2022;077

Hudeček and Dušek, 2023; Heck et al., 2023;078

Chung et al., 2023), these methods tend to treat079

DST as a standalone task rather than chat com-080

pletion, which the models, especially chat-tuned081

models, are more proficient in. They usually take082

the whole conversation as input along with detailed083

instructions to generate in domain-specific formats.084

This setup poses challenges due to the long task085

context and specific output requirements. Conse-086

quently, this works exclusively with advanced Chat-087

GPT or Codex models but fails with less powerful088

LLMs (Hudeček and Dušek, 2023).089

In this work, we introduce a novel approach090

FNCTOD, to address zero-shot DST with LLMs.091

Our method seamlessly integrates DST as a part092

of the assistant’s output during chat completion.093

Specifically, we treat the schema of each task-094

oriented dialogue domain as a specific function,095

and DST for this domain as the process of “call-096

ing” the corresponding function. We thus instruct097

LLMs to generate function calls along with the re-098

sponse in the assistant’s output. To achieve this, we099

convert the domain schema into function specifi-100

cations, which include the function’s description101

and required arguments, and incorporate them into102

the system prompt of the LLM. Additionally, we103

integrate these function calls into the assistant’s104

output within the dialogue context.105

As shown in Figure 1, experimental results on106

the MultiWOZ benchmark (Budzianowski et al., 107

2018) represent a significant milestone. Our ap- 108

proach is the first that, without further fine-tuning, 109

enables modestly sized open-source LLMs (7B or 110

13B parameters) to achieve comparable or superior 111

performance compared to previous state-of-the-art 112

(SOTA) prompting methods that relied exclusively 113

on advanced proprietary LLMs such as ChatGPT 114

and Codex (Hudeček and Dušek, 2023; Heck et al., 115

2023; Chung et al., 2023). Furthermore, our ap- 116

proach beats the previous zero-shot SOTA by 5.6% 117

Av. JGA, firmly establishing a new standard. It 118

improves ChatGPT performance; beating previous 119

individual best results for GPT-3.5 and GPT-4 by 120

4.8% and 14%, respectively. 121

Additionally, we show that by fine-tuning a 13B 122

LLAMA2-CHAT model using a collection of 7,200 123

task-oriented dialogues — consisting of 200 ran- 124

domly selected dialogues covering 36 diverse do- 125

mains, from heterogeneous TOD datasets — we 126

can equip it with function-calling DST abilities 127

comparable to ChatGPT while still maintaining its 128

response generation capabilities. 129

The comparison with prior studies is summa- 130

rized in Table 1 and Figure 1. Our contribution 131

is threefold: (1) Demonstration that the FnCTOD 132

approach achieves outstanding performance with 133

both open-source and proprietary LLMs through 134

in-context prompting: enables open-source 7–13B 135

models to surpass the previous SOTA achieved 136

by ChatGPT, and enhances GPT-4’s performance 137

by 14%, establishing a new SOTA. (2) Bridging 138

the zero-shot DST performance gap between open- 139

source models and ChatGPT by fine-tuning on a 140

small collection of diverse dialogues. (3) Show- 141

ing that function calling DST capabilities can be 142

integrated into existing chat-tuned LLMs while pre- 143

serving response capabilities. 144

2 Related Work 145

2.1 Dialogue State Tracking 146

DST is an essential, yet challenging task in the con- 147

struction of TOD systems. Its primary purpose is to 148
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extract and track user goals at each turn throughout149

the conversation. The tracked dialogue state is usu-150

ally represented in the slot values of the predefined151

schema for specific domains. This requires the152

slot values to adhere closely to the domain-specific153

schema. Consequently, previous methods have re-154

lied on the collection and annotation of domain-155

specific dialogues for model training (Lee et al.,156

2019; Wu et al., 2019; Heck et al., 2020; Hosseini-157

Asl et al., 2020; Peng et al., 2020; Lin et al., 2020)158

However, obtaining training data is notoriously ex-159

pensive, even with methods that utilize GPT-3 to160

automatically simulate such data (Li et al., 2022).161

Furthermore, these approaches are limited to han-162

dling only the domains covered in the training data.163

To address zero-shot DST in unseen domains,164

previous cross-domain transfer strategies based on165

small models typically leverage extra dialogue cor-166

pora in similar domains (Wu et al., 2020; Lin et al.,167

2021b; Su et al., 2021) or redefining DST in terms168

of other types of tasks, such as question answer-169

ing (Lin et al., 2021c) or summarization (Shin et al.,170

2022) to find appropriate additional training data.171

Despite these efforts, their overall zero-shot perfor-172

mance remains relatively low.173

2.2 Leveraging LLMs for Dialogue Tasks174

LLMs (Brown et al., 2020; Chowdhery et al., 2023;175

OpenAI, 2023) have demonstrated remarkable ca-176

pabilities in handling various tasks without requir-177

ing further fine-tuning. Recent chat/instruction-178

tuned models further exhibit impressive perfor-179

mance in conversational contexts (Touvron et al.,180

2023; Chiang et al., 2023; Yang et al., 2023). How-181

ever, current chat models primarily focus on gen-182

eral conversation, often omitting task-oriented dia-183

logues (TOD). TOD differs from general conversa-184

tion in that it requires models to not only generate185

responses but also track dialogue states according186

to domain-specific schemas. While ChatGPT has187

shown effectiveness in response generation within188

TOD (Li et al., 2023c), the performance of zero-189

shot DST in these models, as explored in recent190

research on prompting approaches (Hu et al., 2022;191

Bang et al., 2023; Hudeček and Dušek, 2023; Heck192

et al., 2023; Zhang et al., 2023; Chung et al., 2023),193

are still not satisfying, which remains a significant194

challenge in TOD.195

2.3 Tool Usage within LLMs196

Early work on tool usage (Parisi et al., 2022;197

Schick et al., 2023) and the recent launch of GPT-198

4 plug-in and function calling features (OpenAI, 199

2023), have highlighted the importance of func- 200

tion calling for LLMs, encouraging follow-up 201

work (Patil et al., 2023; Shen et al., 2023; Li et al., 202

2023a). Commonly integrated tools include web 203

browsers, calculators (Cobbe et al., 2021), trans- 204

lation systems, and so on. We are the first to uti- 205

lize this tool usage/function calling capability to 206

solve the challenging DST task in TOD with LLMs, 207

bridging the gap between general conversation and 208

task-oriented dialogues. 209

3 Background 210

3.1 Chat-tuned LLMs 211

Chat-tuned LLMs are models specifically fine- 212

tuned to interact with users in a conversational 213

manner. This category encompasses proprietary 214

models such as ChatGPT and Claude, as well as 215

open-source models such as Vicuna (Chiang et al., 216

2023), LLaMA2-Chat (Touvron et al., 2023), and 217

Baichuan (Yang et al., 2023). These chat models 218

typically start as base models that are further fine- 219

tuned with a dialogue format, enabling them to 220

function effectively as conversational agents. As 221

depicted in Figure 2, the dialogue format typically 222

features three distinct roles within two components: 223

(1) the system role in the system prompt section, 224

which defines the assistant’s roles, responsibilities, 225

and expected behaviors; and (2) the user and assis- 226

tant roles in the dialogue context section, encom- 227

passing their conversation. The model is typically 228

tasked to produce the assistant’s responses to the 229

user’s input. These chat models are primarily de- 230

signed to generate helpful, detailed, and friendly 231

responses to general user inquiries, rather than han- 232

dling task-specific conversations as in TOD. 233

3.2 DST Task Formulation 234

In TOD, at each turn of conversation, the task of 235

DST is to summarize the dialogue state St given 236

the dialogue context Ct = {A1, U1, · · · , At, Ut}, 237

where Ut and At represent the user utterance and 238

assistant response at the t-th turn. For simplicity, 239

we will omit the turn index t in subsequent discus- 240

sions. The dialogue state S is a set of slot-value 241

pairs: 242

S = {(s1,D1 , v1,D1), · · · , (si,Dj , vi,Dj )}, (1) 243

where si,Dj is the i-th slot in the Dj domain, and 244

vi,Dj is its tracked value. Each domain Dj corre- 245

sponds to a set of slots for a specific service, API 246
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…
User: i am looking for a 5 star hotel with 
free wifi at the city center.
Assistant: <domain> hotel </domain>

Instruction
Functions (Domains)
Examples (Optional)

System Prompt

Dialogue Context

Domain:
Hotel

Domain: …
Domain: restaurant

Domain: taxi
Domain: hotel
Slots: name, type, area, stars, 
pricerange, …

Domain schemas

Schema2
Function

Step 1: Function/domain Selection

Instruction
Function Specifications

Examples (Optional)

System Prompt

Dialogue Context

Step 2: Argument/Belief State Generation

…
User: i am looking for a 5 star hotel with free wifi at the city center .
Assistant: <function_call> {“name”: hotel, “arguments”: 
{“stars”: “5”, “internet”: “yes”, ”area”: “centre”} 
</function_call> do you have a preference on the price range?

Figure 2: Overview of our approach that addresses DST via function calling. The whole prompt includes two
sections: system prompt and dialogue context. The function calling process is executed in two stages. Initially,
the model is prompted to determine the function to be called (function name) . Following this, the specifications
of the predicted function/domain, along with optional demonstration examples, are incorporated into the system
prompt. This guides the model to generate function arguments and subsequently the response .

System Prompt

You are a task-oriented assistant. You can use the given 
functions to fetch further data to help the users.

<Functions>
{

"name": "find_book_hotel",
"description": "hotel reservations and vacation stays. ",
"arguments": [

{
"name": "name",
"type": "string",
"description": "name of the hotel"

},
{

"name": "pricerange",
"type": "string",
"description": "price budget of the hotel",
"possible_values": ["expensive", "cheap", "moderate"]

},
……

]
}
</Functions>

<Examples>
…
</Examples>

Figure 3: Illustration of the system prompt consisting
of three components: (1) the overall instruction, (2)
function specifications, and (3) optional example con-
versations. Due to space constraints, only a part of
slots/arguments are displayed. The specific example
conversations are omitted for brevity.

call, or database query, such as restaurant reserva-247

tions. In the case of the restaurant domain, the248

slots might include “restaurant-food”, “restaurant-249

area”, “restaurant-pricerange”, etc. We use SDj to250

denote the tracked slots for domain Dj .251

4 Approach252

Our method redefines DST as function calling,253

treating each domain as a distinct function, and254

the slot values within the domain as its arguments.255

As shown in Figure 2, this paradigm is represented 256

in chat-tuned models by embedding function speci- 257

fications within system prompts, as shown in Fig- 258

ure 3. The model is tasked with generating function 259

calls followed by a response, as shown in Figure 4. 260

We provide more details of our approach below. 261

DST as Function Calling In our formalization, 262

DST is conceptualized as function calling. Each 263

domain Dj is modeled as a unique function Fj , 264

with the associated slot values serving as arguments. 265

Consequently, at each turn of the conversation, the 266

DST task transforms into identifying the correct 267

function Fj and its arguments SDj : 268

<fn_call> Fj(s1,D1 = v1,D1 , s2,D1 = v2,D1 ,

· · · , si,Dj = vi,Dj ) </fn_call>,
(2) 269

where “<fn_call>” and “</fn_call>” are special 270

tokens. In practice, we use “<function_call>” 271

and “</function_call>” to represent them and 272

generate the function call in JSON format. Some 273

examples of function calls generated within a con- 274

versation are shown in Figure 4. 275

Dialogue Prompt Format As shown in Figure 4, 276

we incorporate this function calling as an integral 277

part of the conversation. At each turn of the con- 278

versation, given the current conversation context, 279

the chat model is tasked with first generating the 280

function call, followed by the response. To achieve 281

that, we convert the domain schema into function 282

specifications, using JSON, and include them in 283

the system prompt within the dialogue prompt, as 284

shown in Figure 3. By doing so, the model can be 285

aware of the supported functions and the correct 286

generation format to call the function. 287
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Dialogue Context

User: i would like information about museums in cambridge . 

Assistant: <function_call> {“function”: “find_attraction”, 
“arguments”: {“type”: “museum”}}  </function_call> there are 
23 museums in cambridge . what part of town will you be in ?

User: can you tell me about museums in the centre of town ? 

Assistant: <function_call> {"function": "find_attraction", 
"arguments": {"type": "museum", "area": "centre"}}  
</function_call> i have the castle galleries museum in the 
centre of town . phone number is 01223307402 .

User: i also want to find the hotel called archway house . 

Assistant: <function_call> {“function”: “find_book_hotel”, 
“arguments”: {“name”: “archway house”}}  </function_call> it is 
located in the north , on 52 gilbert road , cb43pe . would you 
like to book a room ?

User: yes , please book for 4 nights on friday for 4 people . 

Assistant: <function_call> {"function": "find_book_hotel", 
"arguments": {"name": "archway house", "area": "north", 
"people": "4", "day": "friday", "stay": "4"}}  </function_call> all 
set , the reference number is 6s9gcfdo , can i help with 
anything else ?

User: that is all . thank you so much for your help . 

Assistant: have a great day ! goodbye !

Figure 4: An example of the dialogue context includ-
ing attraction and hotel domains. The assistant output
consists of the function calls and response .

Function Call Decomposition As outlined, the288

model is required to predict not just which func-289

tion to call (i.e., function name) but also generate290

arguments for the predicted functions. To stream-291

line this process and enhance control, we split it292

into two consecutive steps: Function Selection293

and Argument Generation. As shown in Figure 2,294

for each turn of the conversation, the model first295

selects a function Fj from the supported functions.296

In this step, we only include the function descrip-297

tions in the system prompt and prompt the model to298

generate only the selected domain/function, sur-299

rounded by the special tokens “<domain>” and300

“</domain>”. Subsequently, we include the full301

specification of the chosen function Fj in the sys-302

tem prompt, prompting the model to generate the303

corresponding arguments for the function Fj .304

In-context Prompting Since the current open-305

source models are not specifically fine-tuned to gen-306

erate function calls, there is no guarantee that the307

model could always generate the correct formats.308

To address that, we also include in-context example309

conversations as shown in Figure 4, along with the310

specification of the predicted function in the system311

prompt. We manually selected a few demonstration312

examples for each supported domain.313

Model Fine-tuning To equip open source models 314

with function calling capabilities without needing 315

demonstration examples, we fine-tune a LLAMA2- 316

13B-CHAT model using a collection of heteroge- 317

neous task-oriented dialogue datasets, including 318

WOZ (Mrkšić et al., 2016), CamRest676 (Wen 319

et al., 2016b,a), MSR-E2E (Li et al., 2018), 320

TaskMaster (Byrne et al., 2019) and Schema- 321

Guided Dialogues (SGD) (Rastogi et al., 2020). 322

Note that we deliberately exclude the whole tar- 323

get test dataset. From these datasets, we choose 324

36 distinct domains/functions with high-quality an- 325

notations. Instead of using all the data in those 326

datasets, we randomly sampled 200 dialogues from 327

each domain across the datasets, totaling 7,200 di- 328

alogues for training. This sample size has already 329

proved sufficient for effective results. 330

During training, we incorporate the specifica- 331

tions of all functions invoked in each conversation’s 332

system prompt. Our loss calculation focused solely 333

on the function calling aspect of the assistant’s 334

generation. We refrained from fine-tuning the re- 335

sponse generation component, in consideration of 336

the LLMs’ existing competence in producing coher- 337

ent responses and the scarcity of function-calling 338

examples in our dataset. The fine-tuned model is 339

dubbed FNCTOD-LLAMA2-13B. 340

5 Experiments 341

5.1 Experimental Setup 342

Dataset and Metrics We evaluate on the widely- 343

used task-oriented multi-domain dataset Multi- 344

WOZ 2.1 (Budzianowski et al., 2018; Eric et al., 345

2020). We used the 1,000 dialogues in the test split 346

and measured joint goal accuracy (JGA), which 347

measures the percentage of turns for which all slot 348

values are correctly predicted. This test set spans 5 349

domains, with each conversation potentially cover- 350

ing multiple domains. 351

Baselines We compare our approach with two 352

distinct approaches: (1) Cross-domain transfer ap- 353

proaches, which involve training on MultiWOZ 354

with one domain excluded and then evaluating 355

on the held-out domain. This category includes 356

methods including TRADE (Wu et al., 2019), 357

MA-DST (Kumar et al., 2020), TransferQA (Lin 358

et al., 2021b), T5DST (Lin et al., 2021c), and 359

D3ST (Zhao et al., 2022a). (2) Previous prompt- 360

ing approaches that have only shown efficacy with 361

advanced ChatGPT and Codex. These include IC- 362

DST (Hu et al., 2022) using Codex, (Heck et al., 363
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Model Attraction Hotel Restaurant Taxi Train JGA

JGA Slot-F1 JGA Slot-F1 JGA Slot-F1 JGA Slot-F1 JGA Slot-F1 Average Overall

Cross-domain Transfer approaches
TRADE (Wu et al., 2019) 20.06 – 14.20 – 12.59 – 59.21 – 22.39 – 25.69 –
MA-DST (Kumar et al., 2020) 22.46 – 16.28 – 13.56 – 59.27 – 22.76 – 26.87 –
TransferQA (Lin et al., 2021b) 31.25 – 22.72 – 26.28 – 61.87 – 36.72 – 35.77 –
T5DST (Lin et al., 2021c) 33.09 – 21.21 – 21.65 – 64.62 – 35.43 – 35.20 –
D3ST (Zhao et al., 2022a) 56.40 – 21.80 – 38.20 – 78.40 – 38.70 – 46.70 –

Previous Prompting approaches
*IC-DST (Codex) 60.00 – 46.70 – 57.30 – 71.40 – 49.40 – 56.96 –
Heck et al. (2023) (GPT-3.5) 52.70 – 42.00 – 55.80 – 70.90 – 60.80 – 56.44 31.50
InstructTODS (GPT-3.5) 30.23 65.38 26.77 76.28 48.28 82.90 56.22 75.33 53.75 83.64 42.02 –
InstructTODS (GPT-4) 39.53 78.99 31.23 84.07 55.86 88.23 63.24 82.71 59.83 89.72 48.16 –

Our approach FNCTOD
ChatGPT (GPT-3.5) 67.15 87.20 37.56 82.86 60.12 90.21 74.43 86.90 67.29 92.48 61.31 38.56
ChatGPT (GPT-4) 58.77 81.84 45.15 85.07 63.18 91.06 76.39 87.73 69.48 90.16 62.59 38.71
FNCTOD-LLAMA2-13B 62.24 84.99 46.83 85.39 60.27 88.69 67.48 80.39 60.90 89.88 59.54 37.67
ZEPHYR-7B-BETA 56.50 81.97 38.43 79.52 63.18 91.19 74.10 86.56 56.20 90.00 57.68 32.11
VICUNA-7B-V1.5 50.66 74.93 35.00 73.66 52.76 85.25 67.02 80.36 59.66 89.05 53.02 29.45
VICUNA-13B-V1.5 54.25 80.99 38.43 79.96 56.44 87.26 69.11 83.37 58.82 89.26 55.41 31.84
BAICHUAN2-13B-CHAT 53.67 79.57 40.15 81.36 59.02 87.82 69.31 81.95 60.67 89.45 56.56 33.21
LLAMA2-7B-CHAT 42.64 70.18 30.47 69.37 37.60 78.63 63.20 73.80 44.17 82.18 43.44 16.78
LLAMA2-13B-CHAT 49.76 76.80 29.50 67.60 48.87 81.33 64.66 68.97 53.59 85.09 49.28 25.68
LLAMA2-70B-CHAT 50.66 78.26 34.03 76.61 54.48 86.18 66.10 72.60 56.53 87.39 52.36 28.38

Table 2: Performance comparison on zero-shot DST benchmark. We compare our approach with cross-domain
approaches and prompting approaches relying on ChatGPT (GPT-3.5/4) and Codex. Using our approach, we
evaluate ChatGPT , and our fine-tuned model via zero-shot prompting, and open-source models via few-shot
(5-shot) prompting. In addition to per-domain JGA and slot F1 scores, we report the JGA averaged on these five
domains (Average JGA), and also multi-domain JGA (Overall JGA). The baseline results are directly taken from
their respective works. The best performances in each column are in bold.

2023) and InstructTODS (Chung et al., 2023) using364

ChatGPT (GPT-3.5/4).365

Evaluated Models We evaluate our method on366

proprietary ChatGPT and various open-source mod-367

els. For ChatGPT, we evaluated the versions of368

GPT-3.5-Turbo (gpt-3.5-turbo-1106) and GPT-369

4 (gpt-4-1106-preview), both of which are al-370

ready equipped with function calling capabili-371

ties. Regarding open-source models, we assessed372

several widely recognized chat-tuned models of373

varying sizes, including the 7B parameter model374

ZEPHYR-7B-BETA (Tunstall et al., 2023), the375

7B and 13B versions of VICUNA-V1.5 (Chiang376

et al., 2023), the 7B, 13B, and 70B versions of377

LLAMA2-CHAT (Touvron et al., 2023), as well378

as the 13B parameter model BAICHUAN2-13B-379

CHAT (Baichuan, 2023). Detailed descriptions and380

Huggingface model paths of these models can be381

found in the Appendix.382

Additionally, we evaluate our fine-tuned model383

FNCTOD-LLAMA2-13B. It’s worth noting that384

unlike these domain transfer baselines, our model385

is trained exclusively on 7,200 dialogues from386

datasets other than MultiWOZ, making the setup387

*IC-DST requires in-domain data to train the retriever for
example selection, making it not strictly zero-shot DST.

more realistic and challenging. 388

Inference Details For both ChatGPT and our 389

fine-tuned FNCTOD-LLAMA2-13B, which have 390

been equipped with function-calling capabilities, 391

we could perform zero-shot prompting, excluding 392

in-context examples in the system prompt. For the 393

other open-source models, we perform few-shot 394

prompting using five examples (5-shot) by default. 395

It’s worth noting that the shot in zero/few-shot 396

prompting refers to the number of in-context ex- 397

amples used when prompting the models, whereas 398

the shot in zero-shot DST refers to the number of 399

in-domain examples seen in the training data. 400

5.2 Zero-shot DST Evaluation 401

Table 2 presents the zero-shot DST performance 402

comparison, with observations summarized below. 403

Our approach empowers moderately-sized open- 404

source models to surpass previous SOTA re- 405

sults achieved with advanced ChatGPT. Previ- 406

ous prompting approaches showed promising re- 407

sults exclusively with advanced proprietary mod- 408

els but underperformed with less advanced mod- 409

els (Hudeček and Dušek, 2023). Our approach is 410

the first to enable moderately sized open-source 411

models to achieve comparable or superior perfor- 412
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mance compared to previous SOTA results ob-413

tained with advanced ChatGPT and Codex. Specif-414

ically, the 7B parameter ZEPHYR-7B-BETA and415

13B parameter BAICHUAN2-13B-CHAT models416

outperform the previous SOTA. This significant417

advancement marks a milestone in the practical418

application of LLMs for DST and TOD.419

Our approach significantly improves Chat-420

GPT’s performance over previous prompting421

approaches. The the efficacy of our approach is422

demonstrated by improvements of 4.8% (Average423

JGA) for GPT-3.5, and 14% for GPT-4, compared424

to previous reported results with each of these mod-425

els. Our result with GPT-4 beats the previous SOTA426

prompting approach using Codex by 5.6% Aver-427

gage JGA.428

Our fine-tuned 13B parameter model matches429

the performance of ChatGPT. It is evident that430

our fine-tuned FNCTOD-LLAMA2-13B signif-431

icantly improves over its base model LLAMA2-432

13B-CHAT and achieves a performance compara-433

ble to ChatGPT. This demonstrates that we can eas-434

ily equip moderately sized open-source LLMs with435

function-calling capabilities and zero-shot DST per-436

formance comparable to ChatGPT, marking an ex-437

citing advance in bridging the gap between open-438

source and proprietary models.439

5.3 Zero-shot End-to-End TOD Evaluation440

In practical settings, a TOD system queries a knowl-441

edge base or API using the tracked dialogue states442

to ground responses. We perform an end-to-end443

evaluation of both DST and response generation,444

which is a more realistic and challenging setting.445

Our FNCTOD approach enables the generation of446

both dialogue states, i.e., function calls, and re-447

sponses in the assistant’s output. This contrasts448

with the prompting methods that typically treat449

DST as a standalone task. Consistent with the450

previous work on end-to-end zero-shot TOD eval-451

uation (Hudeček and Dušek, 2023), we evaluated452

using the MultiWOZ 2.2 dataset (Zang et al., 2020)453

with delexicalized responses. Our evaluation met-454

rics include JGA for DST and Success rate for the455

generated response. Success measures the percent-456

age of dialogues in which the user’s goals were457

fully met. The results are presented in Table 3.458

Compared to previous prompting approaches, by459

enabling both zero-shot DST and response gener-460

ation (Hudeček and Dušek, 2023), the superiority461

of the FnCTOD approach becomes more evident.462

Model JGA Success

ChatGPT (Hudeček and Dušek, 2023) 21.0 20.0

FNCTOD-LLAMA2-13B 37.9 44.4
ZEPHYR-7B-BETA 32.3 57.5
VICUNA-7B-V1.5 29.4 37.7
VICUNA-13B-V1.5 33.8 23.1
BAICHUAN2-13B-CHAT 33.0 45.7
LLAMA2-7B-CHAT 16.7 24.9
LLAMA2-13B-CHAT 25.8 27.7

Table 3: End-to-end evaluation results on MultiWOZ
2.2, including the evaluation on DST with JGA and also
response generation with Success rate.

Specifically, all open-source models evaluated us- 463

ing our approach outperform ChatGPT’s results 464

achieved by (Hudeček and Dušek, 2023), except for 465

LLAMA2-7B-CHAT. In addition, the results show 466

that the fine-tuned model FNCTOD-LLAMA2- 467

13B retains its ability to generalize and generate 468

informative responses in a zero-shot TOD setting. 469

5.4 Ablation Studies 470

Impact of different numbers of in-context exam- 471

ples Our initial investigation focuses on the influ- 472

ence of varying the number of in-context examples 473

when conducting few-shot prompting with open- 474

source models, which were not originally trained 475

for function call generation. We assessed the perfor- 476

mance of various models with different numbers of 477

in-context examples, ranging from 0 to 5. We note 478

that using more than five examples might surpass 479

the context-window capacity (such as 4096 tokens) 480

for some models. The findings are illustrated in Fig- 481

ure 5. The results indicate that the models perform 482

significantly better when in-context examples are 483

utilized compared to zero-shot prompting. Further- 484

more, there is a consistent performance improve- 485

ment as the number of examples increases, across 486

most domains and models. This underscores the 487

crucial role of in-context examples when leverag- 488

ing open-source models for DST through function 489

calling, which is reasonable given that these models 490

were not fine-tuned to equip with the capability to 491

generate function calls in the required format solely 492

according to the function specification within the 493

system prompt. 494

Impact of function call decomposition In each 495

dialogue turn, the model is required to first identify 496

the appropriate function to call (function selection) 497

and then generate the corresponding arguments for 498

it (argument generation). We compare our two-step 499

7



Figure 5: Performance of open-source models with different numbers of in-context examples.

Attr. Hotel Rest. Taxi Train

ChatGPT (GPT-3.5)
w/o decomp. 59.64 32.24 61.39 74.87 49.91
w/ decomp. 67.15 37.56 60.12 74.43 67.29

FNCTOD-LLAMA2-13B
w/o decomp. 34.77 32.02 56.63 65.40 36.21
w/ decomp. 62.24 46.83 60.27 67.48 60.90

Table 4: Ablation studies on the function call generation
decomposition, where decomp. denotes decomposition.

approach with a non-decomposed method, where500

all supported functions were directly included in501

the prompt, and the model was tasked with generat-502

ing the entire function call with both function name503

and arguments, in one step. This comparison is con-504

ducted on ChatGPT and our fine-tuned FNCTOD-505

LLAMA2-13B, which supports zero-shot prompt-506

ing. It’s worth noting that the non-decomposed507

method is the default when using ChatGPT. The re-508

sults in Table 4 demonstrate that this decomposition509

consistently leads to performance improvements,510

highlighting the efficacy of our strategy.511

#Data Attr. Hotel Rest. Taxi Train Avg.

100 59.61 44.40 54.33 67.02 54.33 55.94
200 62.24 46.83 60.27 67.48 60.90 59.54
300 69.19 43.68 57.06 64.98 57.60 58.50
400 60.80 43.21 57.39 65.70 53.78 56.18

Table 5: Zero-shot DST performance of FNCTOD-
LLAMA2-13B with varying numbers of training data
per domain (36 domains in total).

Impact of training data sizes Our results indi- 512

cate that with as few as 200 samples per domain, to- 513

taling 7,200 dialogues across 36 domains, we were 514

able to fine-tune a LLAMA2-13B-CHAT model to 515

match the zero-shot DST performance of ChatGPT. 516

We explored the model’s performance with varying 517

numbers of samples, ranging from 100 to 400 per 518

domain. The results, depicted in Table 5, show that 519

optimal performance is achieved with 200 samples 520

per domain. We speculate that beyond this point, 521

the number of training samples leads to the model 522

over-fitting to domains in the training data and, 523

therefore, less effective at zero-shot generalization. 524

6 Conclusion 525

We introduce a new approach to tackle the challeng- 526

ing task of zero-shot DST with LLMs, enabling 527

them to handle both general conversations and 528

task-oriented dialogues in diverse domains with- 529

out the need for additional data collection. Our 530

experimental results on MultiWOZ demonstrate 531

that our approach not only delivers exceptional per- 532

formance in advanced ChatGPT models (setting a 533

new benchmark) but also across a range of moder- 534

ately sized open-source LLMs. Furthermore, we 535

demonstrate that we can fine-tune the open-source 536

model LLAMA-2-13B-CHAT using only 7,200 537

training samples from 36 diverse domains, result- 538

ing in FNCTOD-LLAMA2-13B, which achieves 539

function calling, zero-shot DST performance com- 540

parable to ChatGPT. 541

8



7 Limitations542

In this work, we propose a novel approach to solve543

zero-shot DST with LLMs. Our approach achieves544

outstanding performance with various LLMs, both545

modestly-sized open-source and advanced propri-546

etary LLMs, setting the new state-of-the-art. How-547

ever, it is important to recognize that the current548

accuracy may still not yet be high enough for the549

practical deployment of such zero-shot systems.550

We anticipate that with further advancements in551

the NLU and NLG capabilities of base LLMs, our552

approach could achieve even greater performance553

levels. In addition, while our approach can han-554

dle both the DST and response generation task in555

TOD, it is worth noting that due to the current556

lack of a more realistic evaluation setting for re-557

sponse generation in TOD, we used delexicalized558

responses for evaluation as this is widely used in559

prior work. This setting and associated metrics560

have some known shortfalls in terms of being able561

to game-the-metrics with nonnatural responses as562

well as presenting a data mismatch with how LLMs563

are trained. In the era of LLMs, we advocate for564

the development of more realistic evaluation ap-565

proaches for full-natural-language-response gener-566

ation in TOD.567
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A Appendix823

A.1 Evaluation Details824

We evaluated two versions of ChatGPT and six825

leading chat/instruction-tuned LLMs representing826

varying sizes and instruction-following and con-827

versational capabilities. The six evaluated open-828

source models include: ZEPHYR-7B-BETA (Tun-829

stall et al., 2023) is an instruction-tuned version830

of Mistral-7B (Jiang et al., 2023), which is the831

leading model among its size on the AlpacaE-832

val leaderboard (Li et al., 2023b). VICUNA-7B-833

V1.5 and VICUNA-13B-V1.5 (Chiang et al., 2023)834

are LLAMA-2 models fine-tuned on user conver-835

sations with ChatGPT. LLAMA2-7B-CHAT and836

LLAMA2-13B-CHAT are chat-tuned versions of837

LLAMA2 models with varying sizes (Touvron838

et al., 2023). BAICHUAN2-13B-CHAT is also a839

LLAMA2-13B model further fine-tuned on exten-840

sive corpus (Baichuan, 2023). we utilized their841

checkpoints available on Huggingface3. The spe-842

cific paths for these models are detailed in Table 8.843

For inference, the temperature was fixed as 0.3,844

top_p as 0.2, and max_tokens as 128. For each test845

case, we conducted a single inference run. All in-846

ferences were executed on a cluster equipped with847

eight 48G NVIDIA RTX A6000 GPUs.848

A.2 Training Details849

Training Data For constructing our fine-tuning850

dataset, we selected five high-quality, multi-turn851

TOD corpora, excluding MultiWOZ, as detailed in852

Table 9. Each dataset encompasses one or multiple853

domains. We excluded several domains with low-854

quality annotations, retaining a total of 36 domains.855

For our fine-tuning, we exclusively sampled data856

from the training sets of these datasets to constitute857

our training data.858

Hyperparameters We fine-tuned the LLaMA-2-859

13b-Chat checkpoint from Hugginface.4. We uti-860

lize Low Rank Approximation (LoRA) (Hu et al.,861

2021) and limited our fine-tuning to the parameters862

in the q_proj and v_proj modules. Further de-863

tails about the fine-tuning hyperparameters can be864

found in Table 6. The fine-tuning was conducted865

on 4 A6000 48GB GPUs.866

Hyperparameter Values
batch size 8
epochs 1
learning rate 0.0003
learning rate scheduler cosine
weight decay 0.01
cutoff_len 4096
lora_r 16
lora_alpha 16
lora_dropout 0.05
lora_target_modules q_proj, v_proj

Table 6: Hyperparameters for the model fine-tuning.

Model Accuracy

ChatGPT (GPT-3.5) 95.54
ChatGPT (GPT-4) 88.62
FNCTOD-LLAMA2-13B 91.68
ZEPHYR-7B-BETA 92.77
VICUNA-7B-V1.5 94.75
VICUNA-13B-V1.5 91.82
BAICHUAN2-13B-CHAT 92.50
LLAMA2-7B-CHAT 91.90
LLAMA2-13B-CHAT 89.34
LLAMA2-70B-CHAT 90.25

Table 7: The function/domain selection accuracy of
evaluated models within our approach.

A.3 More Results 867

A.3.1 Function Selection Accuracy 868

In our approach, we divide the function call gener- 869

ation process into two steps: (1) Function/domain 870

selection: The model selects a function/domain 871

to call from the list of all supported functions by 872

generating the function name. (2) Argument gener- 873

ation: The model generates the arguments for the 874

selected function. We present the results using the 875

predicted domains instead of oracle domains in Ta- 876

ble 2. Additionally, we provide the accuracy of the 877

function/domain prediction in Table 7. It is evident 878

that function/domain selection is a straightforward 879

task for all the evaluated models. 880

A.3.2 Ablation Studies 881

We conduct more investigation focused on effec- 882

tive prompt strategies, including the effective dia- 883

logue prompt format and methods for describing 884

supported functions. 885

Impact of the unified dialogue prompt We ini- 886

tiated our analysis into effective prompt strategies 887

3https://huggingface.co/models
4https://huggingface.co/meta-LLaMA/

LLaMA-2-13b-chat-hf
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Table 8: Evaluated LLMs in our experiments with their versions or Huggingface model paths.

Model Model versioning/path
GPT-3.5-Turbo gpt-3.5-turbo-1106
GPT-4 gpt-4-1106-preview
Zephyr-7B-Beta https://huggingface.co/HuggingFaceH4/zephyr-7b-beta
Vicuna-7B-v1.5 https://huggingface.co/lmsys/vicuna-7b-v1.5
Vicuna-13B-v1.5 https://huggingface.co/lmsys/vicuna-13b-v1.5
Baichuan2-13B-Chat https://huggingface.co/baichuan-inc/Baichuan2-13B-Chat
LLaMA2-7B-Chat https://huggingface.co/meta-llama/Llama-2-7b-chat-hf
LLaMA2-13B-Chat https://huggingface.co/meta-llama/Llama-2-13b-chat-hf

Dataset Domains #Domains

Schema-Guided (Rastogi et al., 2020) RentalCars_1, RentalCars_2, Buses_1, Buses_2, Events_1, Events_2, 26
Services_1, Services_2, Services_3, Media_1, RideSharing_1, RideSharing_2,
Travel_1, Hotels_1, Hotels_2, Hotels_3, Flights_1, Flights_2, Restaurants_1,
Calendar_1, Music_1, Music_2, Weather_1, Movies_1, Homes_1, Banks_1

CamRest676 (Wen et al., 2016b) Restaurant 1

MSR-E2E (Li et al., 2018) Restaurant, Movie, Taxi 3

TaskMaster (Byrne et al., 2019) pizza_ordering, movie_ticket, auto_repair, uber_lyft, coffee_ordering 5

WOZ (Mrkšić et al., 2016) Restaurant 1

Table 9: Overview of the multi-turn TOD corpora utilized for fine-tuning, comprising a total of 36 diverse domains.
This table details the datasets along with their specific domains and the number of domains included in each dataset.

Figure 6: Ablation studies on few-shot prompting with open-source models, regarding different function specification
types (json/text) and the unified dialogue format including or not including function calls in previous conversation
context (w/ and w/o prev).

for in-context prompting using open-source models.888

In our approach, we seamlessly integrated function889

calls into the assistant’s output, incorporating them890

within the conversation context rather than treating891

them as a separate task. To evaluate its impact,892

we compared scenarios where function calls were893

included or omitted from the conversation context.894

The results, depicted in Figure 6, emphasize the895

effectiveness of embedding function calls within896

the conversation context.897

Impact of function specification types In addi- 898

tion to directly including function specifications in 899

JSON within the prompt, we experimented with 900

translating the data into more human-readable nat- 901

ural language descriptions. Figure 6 presents a 902

comparison between using the JSON format di- 903

rectly (json) and converting it into natural language 904

descriptions (text). The results indicate that the 905

models perform similarly with both methods of 906

function specification. 907

13

https://huggingface.co/HuggingFaceH4/zephyr-7b-beta
https://huggingface.co/lmsys/vicuna-7b-v1.5
https://huggingface.co/lmsys/vicuna-13b-v1.5
https://huggingface.co/baichuan-inc/Baichuan2-13B-Chat
https://huggingface.co/meta-llama/Llama-2-7b-chat-hf
https://huggingface.co/meta-llama/Llama-2-13b-chat-hf


A.4 Prompts908

Conversation Context We adopted the specific909

chat format for each evaluated LLM used in their910

fine-tuning, regarding how the conversation is for-911

matted within the prompt.5912

System prompt In our evaluation, we utilized913

the following system prompt template:914

System prompt

You are a task-oriented assistant. You can use the
given functions to fetch further data to help the users.

<FUNCTIONS>
{Function Specifications}
</FUNCTIONS>

<EXAMPLES>
{Example Conversations}
</EXAMPLES>

915

The parts surrounded in brackets and highlighted916

in blue serve as placeholders and are replaced with917

specific function specifications and example con-918

versations related to that function/domain. The ex-919

ample part is only employed for few-shot prompt-920

ing with the models not fine-tuned for function-921

calling.922

Function Specifications For the function specifi-923

cation within the system prompt in the prompt, we924

adhere to ChatGPT’s format. To enhance model925

comprehension, we also experimented with trans-926

lating the JSON format into a natural language927

description to include in the system prompt. An928

example illustrating both the JSON format and its929

corresponding natural language description for a930

specific domain is depicted in Figure 7.931

Full Prompt Combining all components, an ex-932

ample of the full dialogue prompt is displayed in933

Figure 8. For clearer illustration, we adopt a more934

human-readable dialogue format not including the935

special tokens used in model-specific dialogue for-936

mats.937

5https://github.com/lm-sys/FastChat
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JSON

{
"name": "find_book_hotel",
"description": "hotel reservations and vacation stays. ",
"arguments": [

{
"name": "name",
"type": "string",
"description": "name of the hotel"

},
{

"name": "pricerange",
"type": "string",
"description": "price budget of the hotel",
"possible_values": ["expensive", "cheap", "moderate"]

},
……

]
}

Natural Language Description (Text)

Function name: find_book_hotel
Function description: hotel reservations and vacation stays. 
Function arguments:
- name (string): name of the hotel
- pricerange (string): price budget of the hotel (must be one of 

expensive, cheap, moderate)
- people (integer): number of people for the hotel booking (must 
be one of 1, 2, 3, 4, 5, 6, 7, 8)
- stay (integer): length of stay at the hotel (must be one of 1, 2, 3, 

4, 5, 6, 7, 8)
- stars (integer): star rating of the hotel (must be one of 0, 1, 2, 3, 

4, 5)
- internet (boolean): whether the hotel has internet (must be one 

of free, no, yes)
- area (string): area or place of the hotel (must be one of centre, 

east, north, south, west)
……

Figure 7: The JSON format (left) and its corresponding natural language description (right) utilized in our evaluation.
We take the hotel domain as an example.
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The Full Dialogue Prompt

You are a task-oriented assistant. You can use the given functions to fetch further data to help the users.

<FUNCTIONS>
<FUNCTION>
{

"name": "find_attraction",
"description": "find touristy stuff to do around you.
"arguments": [

{
"name": "area",
"type": "string",
"description": "area to search for attractions",
"possible_values": ["centre",  "east",  "north",  "south",  "west"]

},
{

"name": "name",
"type": "string",
"description": "name of the attraction"

},
……

]
}
</FUNCTION>
<FUNCTION>
{

"name": "find_book_hotel",
"description": "hotel reservations and vacation stays,
"arguments": [

{
"name": "name",
"type": "string",
"description": "name of the hotel"

},
{

"name": "pricerange",
"type": "string",
"description": "price budget of the hotel",
"possible_values": ["expensive",  "cheap",  "moderate”]

},
{

"name": "parking",
"type": "boolean",
"description": "whether the hotel has parking",
"possible_values": ["free",  "no",  "yes”]

},
……

]
}
</FUNCTION>
</FUNCTIONS>

To call a function with a JSON object of the following format: {"function": "function_name", "arguments": {"argument1": "argument_value", "argument2": "argument_value"}}

User: i would like information about museums in cambridge . 
Assistant: <function_call> {"function": "find_attraction", "arguments": {"type": "museum"}}  </function_call> there are 23 museums in cambridge . what part of town will you 
be in ?
User: can you tell me about museums in the centre of town ? 
Assistant: <function_call> {"function": "find_attraction", "arguments": {"type": "museum", "area": "centre"}}  </function_call> i have the castle galleries museum in the centre
of town . phone number is 01223307402 .
User: i also want to find the hotel called archway house . 
Assistant: <function_call> {"function": "find_book_hotel", "arguments": {"name": "archway house"}}  </function_call> it is located in the north , on 52 gilbert road , cb43pe . 
would you like to book a room ?
User:  yes , please book for 4 nights on friday for 4 people . 
Assistant: <function_call> {"function": "find_book_hotel", "arguments": {"name": "archway house", "area": "north", "people": "4", "day": "friday", "stay": "4"}}  
</function_call> all set , the reference number is 6s9gcfdo , can i help with anything else ?
User: that is all . thank you so much for your help . 
Assistant: have a great day ! goodbye !

Figure 8: The complete dialogue format employed for model fine-tuning with no demonstration examples. Key
components such as the function specifications in the system prompt, the function call , and the response in the
assistant’s output are highlighted for clarity. It’s important to note that for easier comprehension, we’ve adopted a
more human-readable dialogue format, and have simplified some function arguments for clearer visualization. In
practice, we use the specific chat format tailored to each evaluated model, and the LLaMA2-Chat format is applied
for fine-tuning the LLaMA2-Chat model.
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