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Abstract

Large language models (LLMs) have revo-001
lutionized the field of natural language pro-002
cessing, enabling remarkable progress in var-003
ious tasks. Different from objective tasks004
such as commonsense reasoning and arithmetic005
question-answering, the performance of LLMs006
on subjective tasks is still limited, where the007
perspective on the specific problem plays cru-008
cial roles for better interpreting the context and009
giving proper response. For example, in cer-010
tain scenarios, LLMs may perform better when011
answering from an expert role perspective, po-012
tentially eliciting their relevant domain knowl-013
edge. In contrast, in some scenarios, LLMs014
may provide more accurate responses when015
answering from a third-person standpoint, en-016
abling a more comprehensive understanding017
of the problem and potentially mitigating in-018
herent biases. In this paper, we propose Rea-019
soning through Perspective Transition (RPT),020
a method based on in-context learning that021
enables LLMs to dynamically select among022
direct, role, and third-person perspectives for023
the best way to solve corresponding subjective024
problem. Through extensive experiments on025
totally 12 subjective tasks by using both closed-026
source and open-source LLMs including GPT-027
4, GPT-3.5, Llama-3, and Qwen-2, our method028
outperforms widely used single fixed perspec-029
tive based methods such as chain-of-thought030
prompting and expert prompting, highlights the031
intricate ways that LLMs can adapt their per-032
spectives to provide nuanced and contextually033
appropriate responses for different problems.034

1 Introduction035

Large language models (LLMs) have exhibited substan-036
tial advancements (Brown et al., 2020; OpenAI, 2023,037
2022; Touvron et al., 2023; Jiang et al., 2023) in recent038
years, demonstrating remarkable performance across039
various tasks such as mathematical reasoning (Luo040
et al., 2023; Yang et al., 2023), code generation (Chen041

Identify whether the sentence  “her smile was a blinding
sun” is a paraphrase of the metaphoric sentence “her
smile was wonderful and fulfilling to see”.

While both sentences express admiration for her smile, 
the second sentence lacks the vivid imagery and specific
emotional intensity that the first sentence provides. Thus,
the second sentence is not an accurate paraphrase of
the first. The answer is False.

Chain-of-Thought Reasoning

Example 1

 Identify whether the following examples are intended to   
 be a joke (with dark humor) or not “I have a fish that can 
 breakdance! Only for 20 seconds though, and only once”.

The phrase is light-hearted and whimsical about a fish
that can breakdance, suggesting a humorous intent
rather than a dark theme. Therefore, it does not seem to
fit the category of dark humor. The answer is Not.

Chain-of-Thought Reasoning

Example 2

Figure 1: Two examples for showing challenges of solv-
ing subjective tasks using chain-of-thought prompting.
Refer to Appendix B.6 for more examples.

et al., 2021; Roziere et al., 2023), and commonsense 042
question answering (Talmor et al., 2019). Meanwhile, 043
research in the realm of subjective tasks remains rel- 044
atively nascent (Rottger et al., 2022; Kanclerz et al., 045
2023; Sun et al., 2023). Unlike objective tasks, which 046
are typically well-defined and directly solvable, subjec- 047
tive tasks such as metaphor recognition (Mohler et al., 048
2016) and dark humor detection (Meaney et al., 2021) 049
require an understanding of context, linguistic subtleties, 050
and varying individual perspectives. Although advanced 051
chain-of-thought (CoT) style methods have been widely 052
used to elicit the reasoning ability of LLMs (Wei et al., 053
2022; Kojima et al., 2022; Zhang et al., 2023; Yao et al., 054
2023), these approaches primarily focus on “how to 055
think deeper in its own perspective” (OpenAI, 2024; 056
DeepSeek-AI et al., 2025), while overlooking “from 057
which perspective to think”. 058

This leads to modern LLMs performing poorly on 059
subjective tasks challenging to be quantified or mea- 060
sured objectively (Jentzsch and Kersting, 2023; Wa- 061
chowiak and Gromann, 2023; Mao et al., 2024). More- 062
over, due to the nature of the subjective tasks, iden- 063
tifying a chain-of-thought pathway similar to that in 064
conventional reasoning tasks is difficult (Wang et al., 065
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From the conversation, we know that the second statement
is more like to be a joke (with dark humor).

Hey, I came across these two statements. They seem a
bit unusual. Can you help me understand if they are
intended to be a joke, especially with dark humor?

Sure, let's break it down. The first statement is a
straightforward statement. It's just a simple description of

what happens when you give someone a match. The
second statement iss a play on words, using 'warm' in a
literal sense (he'll be warm due to the fire) and also in a

figurative sense (he'll be warm for the rest of his life).

Jerry

Tom

So, this statement is more likely to be interpreted as a
dark joke because it implies a grim outcome, which is

not usually the intention when giving someone a match. 

Jerry

Let's think step by step.

Question
Identify whether the following examples are intended to be a joke (with dark humor). "Give a man a match, and he'll be warm for a few hours. Set a man on fire, and he will be warm for the rest of his life."

(a) Direct Perspective (b) Role Perspective (c) Third-Person Perspective

Step 1: Analyze the content of the examples. 
- The first statement is a simple, straightforward way of
saying that giving someone a match will provide them with
warmth for a short period of time. 
- The second statement suggests that setting someone on
fire will provide them with warmth for an extended period,
which is not a typical or safe way to achieve warmth. 
Step 2: Consider the tone and context. 
- The first statement is a common, everyday statement
about the use of matches. 
- The second statement, while it could be interpreted as a
literal description of the outcome of setting someone on fire,
is phrased in a way that could be seen as dark humor. 

Given the context, the second statement is more likely
intended to be a joke with dark humor.

You are a humorist with a keen sense of irony and a
deep understanding of the nuances of dark humor.
Your expertise lies in recognizing the subtleties of
humor, including the use of sarcasm, irony, and the
unexpected. You have a strong background in
literature and comedy, which allows you to analyze
and appreciate the complexities of humor. In this
case, you would recognize that the examples
provided are intended to be a joke with dark humor.

As a humorist with a keen sense of irony and a deep
understanding of the nuances of dark humor, the first
statement, "Give a man a match, and he'll be warm for
a few hours," is a straightforward statement. However,
the second statement, "Set a man on fire, and he will
be warm for the rest of his life," takes the situation to
an extreme and unexpected conclusion, which is a
hallmark of dark humor.

Question Model Answer Question Answer
Role

Model Model

Role BRole A
Question Answer

Figure 2: An example of solving dark humor detection task by different perspectives. (a) direct perspective: the
model give the answer according to its analysis (Kojima et al., 2022). (b) role perspective: the model gives the
answer by setting as a role related to the question (Xu et al., 2023). (c) third-person perspective: the model gives
the answer as a third-person based on a simulated dialogue (Wang et al., 2024c).

2024c). For instance, the generated reasoning pathways066
can even mislead the model to provide incorrect answers,067
as examples shown in Figure 1. Therefore, directly ex-068
ploring CoT prompting techniques may not be practical069
for subjective tasks, motivating us to propose a general070
method to enhance the ability of LLMs to solve various071
subjective tasks.072

Inspired by the theory of mind (Premack and073
Woodruff, 1978; Wellman et al., 2001), which refers to074
the ability to attribute mental states to oneself and others075
and to understand that these mental states can influence076
behavior, we leverage different perspectives to better077
address the aforementioned challenging subjective tasks078
rather than directly answering the questions based on the079
LLMs’ own direct perspective (e.g., zero-shot (Brown080
et al., 2020) or zero-shot-CoT reasoning (Kojima et al.,081
2022). As shown in Figure 2, we categorize reasoning082
methods of LLMs into three perspectives: 1) direct per-083
spective, which involves the model directly answering084
questions or tasks based on its internal understanding085
without considering external factors or alternative view-086
points; 2) role perspective, which focuses on assigning087
specific roles to the model, simulating different view-088
points or expertise within a given context or scenario;089
3) third-person perspective, which involves the model090
considering external viewpoints or perspectives beyond091
its own, similar to how a third party or observer might092
view a situation.093

Based on the intuition that LLMs perform optimally094
when their operational parameters align with confidence095
levels in specific contexts, we introduce Reasoning096
through Perspective Transition (RPT) method to dy-097
namically select suitable perspectives to solve specific098
problems. To enable dynamic perspective transitions in099
reasoning, we adopt in-context learning (Brown et al.,100
2020), providing templates for multi-perspective an-101
swers. The model then evaluates confidence levels (Li102

et al., 2024; de Vries and Thierens, 2024; Bank et al., 103
2019) and selects the perspective with the highest con- 104
fidence. This adaptability allows it to handle diverse 105
subjective tasks more effectively than static methods. 106

We conduct experiments on four LLMs (includ- 107
ing two closed-source models GPT-3.5 (OpenAI, 108
2022)/GPT-4 (OpenAI, 2023), and two open-source 109
models Llama-3 (Dubey et al., 2024)/Qwen-2 (Yang 110
et al., 2024) across 12 subjective tasks. Extensive exper- 111
imental results demonstrates that, compared to previous 112
methods based on a single perspective or some simple 113
ensemble-based methods, our approach can improve the 114
performance consistently. 115

2 Related Work 116

Subjective Tasks in NLP. Compared with objec- 117
tive tasks such as commonsense reasoning (Talmor 118
et al., 2019) and arithmetic question-answering (Cobbe 119
et al., 2021), research on LLMs in subjective tasks 120
(e.g., metaphor recognition and dark humor detection) 121
(Rottger et al., 2022; Kanclerz et al., 2023; Sun et al., 122
2023) is still underexplored. Different from objective 123
tasks that can often be clearly defined and solved, sub- 124
jective tasks involve the capability to perceive context, 125
language nuances, and emotions, which cannot be easily 126
quantified or objectively measured, thereby posing chal- 127
lenges for current LLMs (Jentzsch and Kersting, 2023; 128
Wachowiak and Gromann, 2023; Mao et al., 2024). For 129
example, as shown in results of BigBench(bench au- 130
thors, 2023), the zero-shot accuracy of PaLM-535B 131
(Chowdhery et al., 2023) model on metaphor recogni- 132
tion, dark humor detection, and sarcasm detection tasks 133
does not exceed 50%. 134
In-Context Learning of LLMs. As model parame- 135
ters increase, LLMs gain stronger in-context learning 136
(Brown et al., 2020), enhancing zero-shot and few-shot 137
reasoning without fine-tuning. Chain-of-thought (CoT) 138

2



Input Question 1

Input Question 2
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Perspective-
based

Instructions
Large Language Model
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Answer 1

Answer 2

Answer 3

Role
Perspective

Third-Person
Perspective

Direct
Perspective

Step 1: Exploring Diverse Perspectives. Step 2: Ranking Perspectives by Confidence.  Step 3: Selected
Perspective Reasoning.

Figure 3: An overview of RPT pipeline. For each input question, RPT explores the available perspectives and then
ranks them based on confidence. Accordingly, the input question is reasoned using the selected perspective.

prompting (Wei et al., 2022; Kojima et al., 2022) is139
widely used to elicit reasoning by adding explicit rea-140
soning steps, emphasizing “how to think deeper” (Ope-141
nAI, 2024; DeepSeek-AI et al., 2025) while neglecting142
“who should think.” However, recent research (Sprague143
et al., 2024) suggests that such reasoning pathways are144
primarily effective for mathematical and symbolic rea-145
soning. Our work also relies on in-context learning,146
however, we propose a method based on dynamic per-147
spective transition to elicit knowledge from the different148
perspective of LLMs, which does not rely on a single149
reasoning pathway and achieve better results on a wider150
range of subjective tasks. Our work also relates to LLM-151
based multi-agents (Xi et al., 2023; Wang et al., 2024a),152
aiming to enhance LLMs’ ability to understand con-153
text, analyze problems, and generate solutions beyond a154
single fixed perspective.155
Perspective Transition of LLMs. There are various156
ways to use LLMs currently that are based on differ-157
ent perspectives: 1) Direct prompting methods (Brown158
et al., 2020; Wei et al., 2022; Kojima et al., 2022) let the159
model to provide answers based on the factual knowl-160
edge or reasoning ability by LLMs themselves directly,161
without setting specific roles. 2) By assigning roles (Xu162
et al., 2023; Wang et al., 2024e; Wilf et al., 2024) such163
as experts and engaging in role-playing dialogue, the164
internal knowledge of LLMs on specific roles can be165
elicited. 3) By constructing scenarios through multi-166
agent cooperation (Wang et al., 2024f,b), debates (Du167
et al., 2024), or dialogues (Wang et al., 2024c), and168
then providing answers from a third-person perspec-169
tive by incorporating contextualized information by the170
constructed agents. The previous methods only con-171
sider a fixed perspective and validate the effectiveness172
in certain problems. In contrast, RPT is orthogonal to173
improvements such as deep long-chain CoT (DeepSeek-174
AI et al., 2025), enabling LLMs to adaptively select175
the most suitable perspective to solve various subjective176
tasks, which has not been studied in previous research.177

3 Method178

The overall pipeline of the proposed RPT is structured179
into three steps, as shown in Figure 3. Firstly, we input180

the task description and a specific question, prompting 181
the model to select the most appropriate perspective for 182
answering the question. Secondly, the model evaluates 183
and ranks these perspectives based on their confidence 184
levels in addressing the question. Thirdly, the model 185
adopts the perspective with the highest confidence to 186
formulate and deliver the definitive answer. 187

Formally, given a subjective task with a description 188
D and a specific question Q, our goal is to let the LLM 189
M solve the question Q. 190
Step 1: Exploring Diverse Available Perspectives. 191
We first let LLM M explore diverse perspectives P ac- 192
cording to the description D and question Q, promoting 193
more comprehensive reasoning. Specifically, we define: 194

P = {p1, p2, ..., pn} = M(D ⊕Q⊕ T1), (1) 195

where n (the number of perspectives) is usually 3, ⊕ 196
denotes concatenation operation. T1 is a prompt serv- 197
ing as a trigger sentence, for example, we can set T1 198
as “Firstly, analyzing the question from diverse perspec- 199
tives, and selecting some available perspectives based 200
on the question”. 201
Step 2: Ranking Perspectives by Confidence Level. 202
Then, based on the generated perspectives, we allow 203
the LLM M to rank them according to their confidence 204
levels C in solving the question. 205

P, C = M(D ⊕Q⊕ T2), (2) 206

where T2 is a prompt for ranking the confidence level of 207
all the available perspectives. For example, we can set 208
T2 as “Secondly, Ranking all the methods according to 209
the confidence level in solving the question. [Note: The 210
confidence indicates how likely you think your answer 211
is true.]”. 212
Step 3: Selected Perspective Reasoning. Finally, we 213
take the original task description D, question Q, and 214
the ranked confidence level perspective P as the input, 215
letting LLM M give the final response R: 216

R = M(D ⊕Q⊕ P ⊕ T3), (3) 217

where T3 is the last prompt leading to the final answer 218
which can be set as “Finally, Choosing the perspective 219
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Illustration of the Unified Prompting and Response

/* Input */
/* Perspective-based Instructions */

Here are some examples of perspectives you can choose:
Direct Perspective (answer the question directly).
.......
Role Perspective (assume you are some roles (e.g., expert)
and answer the question).
.......
Third-person Perspective (simulate some agents and dis-
cussions, then summarize and give the answer).(D)
.......
/* Input Question */

Metaphor Recognition: Identify whether the sentence
“Adam did not understand the root of the crisis” is a para-
phrase of the metaphoric sentence “Adam did not under-
stand the solution to the crisis” (Q)

Firstly, analyzing the question from diverse perspectives,
and selecting some available perspectives based on the
question. (T1)
Secondly, ranking all the perspectives according to the
confidence level in solving the question. [Note: The con-
fidence indicates how likely you think your answer is
true]. (T2)
Finally, choosing the method with the highest confidence
to solve the question, reason and give the final answer.
Select from True or False. (T3)

/* Response of M */
Perspective and Confidence: (P , C)
Third-person Perspective, 85%
Role Perspective, 70%
Direct Perspective, 60%

Selected Perspective Reasoning: (R)
Tom: Adam did not understand the root of the crisis.
Jerry: So, does that mean Adam did not understand the
solution to the crisis?
Tom: Not exactly. Understanding the root of the cri-
sis doesn’t necessarily mean understanding the solution.
Understanding the root is figuring out what causes the
problem, while a solution refers to ways of solving the
problem. They can be related but are not synonymous.
Answer: False

Table 1: The example of a metaphor recognition task,
a specific question, the unified prompt, and the corre-
sponding response.

with the highest confidence to solve the question, and220
give the final answer”.221
Combine All Steps through Unified Prompting. In222
practice, we find that the three aforementioned steps can223
be combined and accomplished through a single prompt224
T . In this way, our method only requires inference once225
through the LLM to obtain the answer to the question:226

T = T1 ⊕ T2 ⊕ T3,
P, C,R = M(D ⊕Q⊕ T ),

(4)227

where an example of the unified prompt and response is228
shown in Table 1.229

Dataset (names in short) Subjective Tasks #Train/Dev/Test

(Linguistic Rhetoric)
Metaphor (Mohler et al., 2016) Metaphor Understanding -/-/680
SNARKS (Khodak et al., 2018) Sarcasm Detection -/-/181
Humor (Hoffmann et al., 2022) Dark Humor Detection -/-/80

(Disambiguation QA)
Pronoun (Rudinger et al., 2018) Pronoun Resolution -/-/258
Anachronisms (Geva et al., 2021) Identifying Anachronisms -/-/230

(Stance Detection)
SEQ (Hendrycks et al., 2021) Simple Ethical Questions -/-/115
SemEval (Mohammad et al., 2016) Opinion Analysis 2,194/621/707

(Cultural-Related)
SocNorm (CH-Wang et al., 2023) Sociocultural Norm NLI 2,301/300/768
e-SocNorm (CH-Wang et al., 2023) Sociocultural Norm NLI 2,301/300/768
CALI (Huang and Yang, 2023) Culturally Aware NLI 1,757/−/440

(Traditional NLI)
Entailment (Srivastava et al., 2022) Analytic Entailment -/-/70
IPA (Williams et al., 2018) NLI in the International Phonetic Alphabet -/-/126

Table 2: Statistics and resources of datasets.

4 Experiments 230

4.1 Settings 231

Datasets. We evaluate the effectiveness of our method 232
on twelve subjective reasoning datasets, which can be 233
categorized into five types, as shown in Table 2. Notably, 234
for SemEval and cultural-related datasets which contain 235
training sets, we evaluate in both zero-shot and few-shot 236
settings. For the other tasks, we utilize corresponding 237
test sets from BigBench1 (Srivastava et al., 2022) and 238
only evaluate in zero-shot settings. 239
Baselines. We compare our method with 11 base- 240
lines including different single perspective methods and 241
ensemble-based methods as follows. 242

Single Direct Perspective. Directly Prompt (Brown 243
et al., 2020) directly use the question as input in zero- 244
shot or few-shot manners. ICL (Brown et al., 2020) 245
(in-context learning) uses examples and labels as few 246
input demonstrations. Few-shot-CoT (Wei et al., 2022) 247
uses manually created external reasoning pathways as 248
demonstrations. Zero-Shot-CoT (Kojima et al., 2022) 249
does not rely on demonstrations and elicits the reasoning 250
ability by using “Let’s think step by step.” as external in- 251
put. Self-Ask (Press et al., 2023) actively proposes and 252
solves subquestions before generating the final answer. 253

Single Role Perspective. ExpertPrompt (Xu et al., 254
2023) introduces the expert identities and customizes 255
information descriptions for LLMs before generating re- 256
sponses. Role-Play Prompting (Kong et al., 2024) also 257
lets models simulate complex human-like interactions 258
and behaviors for zero-shot reasoning. 259

Single Third-Person Perspective. SPP (Wang et al., 260
2024f) (solo performance prompting) proposes solo per- 261
formance prompting by involving multi-turn collabo- 262
ration with multi-persona. RiC (Wang et al., 2024c) 263
(reason in conversation) first lets model generating di- 264
alogues between simulated roles, and then summarize 265
conversations and give final answers according to the 266
additional information from conversations. 267

Ensemble-based Methods. Ensemble (Messuti et al., 268
2024; Agrawal et al., 2024) involves combining mul- 269
tiple model generation to enhance prediction accuracy 270
and robustness (refer to Appendix B.3). Reranking 271

1https://github.com/google/BIG-bench/
tree/main/bigbench/benchmark_tasks/
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Type Method
Linguistic Rhetoric Disambiguation QA Stance Detection Cultural-Related Traditional NLI

AVG.Metaphor SNARKS Humor Pronoun Anach. SEQ SemEval SocNorm e-SocNorm CALI Entail. IPA
(Acc.) (Acc.) (Acc.) (Acc.) (Acc.) (Acc.) (F1) (F1) (F1) (Acc.) (Acc.) (Acc.)

- Random 50.00 50.00 50.00 33.33 50.00 25.00 50.00 33.33 33.33 33.33 50.00 33.33 40.97
- Majority 61.62 53.59 50.00 30.23 50.00 10.43 0.00 0.00 0.00 38.09 57.14 38.89 32.50

(Llama-3-8b-instruct)
S1 Direct Prompt (Brown et al., 2020) 66.03 58.56 60.00 43.41 50.00 61.74 71.00 39.15 48.49 42.95 51.43 39.68 52.70
S1 Zero-Shot-CoT (Kojima et al., 2022) 67.06 70.72 63.75 46.90 61.74 73.04 72.45 40.07 52.84 47.95 54.29 44.44 57.94
S2 Role-Play Prompting (Kong et al., 2024) 65.00 64.09 65.00 45.35 53.91 72.17 73.26 51.36 56.44 46.82 51.54 43.65 57.38
S3 Reason in Conversation (Wang et al., 2024c) 76.32 69.72 58.75 48.06 52.17 80.00 74.71 48.15 64.05 48.86 58.57 50.79 60.85
E Ensemble (Agrawal et al., 2024) 68.09 64.64 50.00 37.60 69.57 82.61 77.00 44.60 58.72 54.77 57.14 53.97 59.89
E Reranking (Farinhas et al., 2024) 71.47 58.56 52.50 51.78 59.13 72.17 72.23 52.86 52.34 48.41 55.71 54.76 59.49
E CoT-SC (Wang et al., 2023) 65.88 48.07 66.25 45.74 61.30 78.26 76.01 55.86 59.64 47.73 52.86 61.90 59.96
D RPT (Ours) 81.76 60.22 65.00 53.49 72.17 89.57 77.44 53.52 61.72 51.59 58.57 44.44 64.12

(qwen-2-7b-instruct)
S1 Direct Prompt (Brown et al., 2020) 79.85 61.88 60.00 56.98 64.38 86.09 70.17 38.53 47.93 42.27 58.57 58.73 60.45
S1 Zero-Shot-CoT (Kojima et al., 2022) 83.09 64.03 63.75 54.65 63.48 79.13 73.36 43.99 47.79 46.59 62.86 62.70 62.12
S2 Role-Play Prompting (Kong et al., 2024) 78.97 65.75 56.25 52.25 60.87 86.96 72.25 46.77 51.21 49.77 64.29 57.14 61.87
S3 Reason in Conversation (Wang et al., 2024c) 80.59 69.61 60.00 60.47 63.91 87.83 75.06 49.57 56.40 53.18 64.29 60.32 65.10
E Ensemble (Agrawal et al., 2024) 86.03 74.59 62.50 54.65 63.48 88.70 72.66 46.08 58.02 53.64 71.43 66.67 66.54
E Reranking (Farinhas et al., 2024) 83.23 72.38 60.00 54.65 62.17 87.04 74.21 44.81 54.18 54.32 74.29 65.08 65.53
E CoT-SC (Wang et al., 2023) 86.32 79.56 47.50 66.28 70.00 92.17 75.29 44.44 61.90 54.32 50.00 56.35 65.34
D RPT (Ours) 84.41 69.61 65.00 63.95 68.70 94.78 76.58 51.02 68.29 52.27 67.14 61.90 68.64

(gpt-3.5-turbo-1106)
S1 Direct Prompt (Brown et al., 2020) 85.74 77.35 58.75 55.04 70.43 75.65 71.30 43.25 45.27 52.94 60.00 50.79 62.21
S1 Zero-Shot-CoT (Kojima et al., 2022) 86.47 78.45 57.50 60.47 64.78 72.17 73.79 44.68 51.53 52.75 58.57 55.56 63.06
S2 Role-Play Prompting (Kong et al., 2024) 82.64 77.40 57.25 60.39 71.74 78.39 71.10 47.61 49.13 55.68 61.43 57.14 64.16
S3 Reason in Conversation (Wang et al., 2024c) 87.94 82.32 71.25 62.79 72.61 81.74 74.27 56.02 59.98 57.27 62.86 57.14 68.85
E Ensemble (Agrawal et al., 2024) 84.26 76.80 66.25 59.61 72.17 86.26 70.32 48.25 56.51 52.95 64.29 65.08 66.90
E Reranking (Farinhas et al., 2024) 81.76 79.56 65.00 54.65 72.17 81.30 77.27 51.18 63.99 60.91 61.42 63.49 67.73
E CoT-SC (Wang et al., 2023) 84.85 86.74 67.50 47.29 74.35 92.17 81.18 59.35 65.53 59.09 87.14 75.40 73.38
D RPT (Ours) 91.76 87.29 70.00 65.12 73.48 99.13 81.43 59.81 77.57 61.13 88.57 80.00 77.94

(gpt-4-0613)
S1 Direct Prompt (Brown et al., 2020) 94.85 86.19 65.00 72.09 82.17 92.17 72.78 45.31 46.81 60.40 68.57 75.40 71.81
S1 Zero-Shot-CoT (Kojima et al., 2022) 95.88 87.29 66.25 69.38 80.00 93.91 75.47 48.74 47.45 60.90 75.71 73.02 72.83
S2 Role-Play Prompting (Kong et al., 2024) 93.97 82.87 63.75 67.05 80.87 96.52 73.71 52.31 54.51 58.86 77.14 73.81 72.95
S3 Reason in Conversation (Wang et al., 2024c) 95.29 92.27 67.50 75.58 86.96 95.65 76.34 58.27 61.12 61.13 87.14 80.95 78.18
E Ensemble (Agrawal et al., 2024) 95.44 88.95 65.00 61.63 81.74 98.26 75.57 58.33 66.78 63.18 87.14 78.57 76.72
E Reranking (Farinhas et al., 2024) 94.71 84.53 65.00 65.89 81.73 97.39 74.70 56.28 66.18 59.32 88.57 76.19 75.87
E CoT-SC (Wang et al., 2023) 96.00 84.53 73.75 73.26 83.04 99.13 72.52 53.26 66.23 62.95 57.14 83.33 75.43
D RPT (Ours) 95.29 92.82 67.50 75.97 87.39 97.39 78.53 61.78 75.87 63.64 88.57 84.92 80.81

Table 3: Zero-shot results. To demonstrate generalizability, we repeat each set of experiments separated by dashed
lines on four LLMs independently. Random represents the result of random prediction with uniform probability, and
Majority represents the result of predicting the label with the highest proportion. S1: single direct perspective, S2:
single role perspective, S3: single third-person perspective, E: ensemble-based method. D: dynamic perspective.
For each dataset, the best result is in bold and the second-best result is underlined.

(Farinhas et al., 2024; Kim et al., 2024) reorder different272
generation options based on requirements and select the273
optimal result. CoT-SC (Wang et al., 2023) improves274
performance by generating diverse chain-of-thought rea-275
soning paths and selecting the most self-consistent an-276
swer, thereby enhancing the robustness and reliability.277
Models. We evaluate our method on both closed-source278
models including GPT-4 (OpenAI, 2023) and GPT-279
3.5 (OpenAI, 2022), and open-source Llama-3 (Dubey280
et al., 2024) and Qwen-2 (Yang et al., 2024) mod-281
els. In particular, we use the released API versions282
of gpt-4-0613 and gpt-3.5-turbo-1106 by283
OpenAI, and open-source Llama-3-8b-instruct284
and qwen-2-7b-instructmodels released in Hug-285
gingface hub. We set the decoding temperature to 0 to286
ensure deterministic outputs and maintain the repro-287
ducibility of the responses generated by LLMs.288

4.2 Zero-shot Results289

In Table 3, we shows the experimental results of the290
baselines and our RPT method in zero-shot settings.291
From the experimental results, we can observe that:292
RPT method consistently outperforms the baselines293
in most settings. Due to its ability to rank perspec-294
tives and select different perspectives to suit various295
subjective scenarios, our method achieves an average296
improvement of 3.27 points on all subjective tasks using297

the open-source model Llama-3 compared to the best- 298
performing baseline. Similarly, on the closed-source 299
GPT-3.5 model, our method achieves an average im- 300
provement of 4.56 points. Since subjective tasks vary 301
widely, RPT achieves optimal performance through dy- 302
namic selection. For instance, on the Metaphor dataset, 303
which requires complex contextual subjective under- 304
standing, our method, using Llama-3, outperforms the 305
RiC method, which focuses on dialogue understanding, 306
by 5.44 points. 307

Compared to baseline methods, our RPT method 308
exhibits greater robustness. Although baselines in- 309
troduce different perspectives to adapt to subjective 310
tasks, they are typically effective only in specific do- 311
mains. For example, using Llama-3, the Zero-Shot-CoT 312
baseline achieves good performance on the Linguis- 313
tic Rhetoric task, reaching the highest 70.72 accuracy 314
on the SNARKS dataset, but performs poorly on tasks 315
requiring complex contexts and cultural backgrounds, 316
such as stance detection and culturally related datasets. 317
For example, it only achieves 40.07 F1 score on Soc- 318
Norm, the lowest among all baselines. Conversely, 319
the RiC baseline, which employs role-playing for di- 320
alogue simulation, performs well in culturally relevant 321
scenarios, achieving the highest F1 score of 64.05 on 322
the e-SocNorm dataset, but struggles in the Linguistic 323
Rhetoric task. Overall, different baselines that simu- 324
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Type Method SemEval SocNorm e-SocNorm CALI AVG.

(Llama-3-8b-instruct)
S1 ICL (Brown et al., 2020) 70.71 47.82 57.73 47.27 55.88
S1 Few-Shot-CoT (Brown et al., 2020) 76.45 48.37 57.77 48.41 57.75
S1 Self-Ask (Press et al., 2023) 76.46 49.52 53.34 48.64 56.99
S2 ExpertPrompt (Xu et al., 2023) 75.08 47.46 64.85 45.00 58.10
S3 SPP (Wang et al., 2024f) 74.91 40.55 56.15 50.68 55.57
S3 RiC (Wang et al., 2024c) 77.48 52.54 66.60 50.23 61.71
E Ensemble (Agrawal et al., 2024) 76.23 45.53 67.31 51.14 60.05
E Reranking (Farinhas et al., 2024) 71.79 42.80 64.89 50.68 57.54
E CoT-SC (Wang et al., 2023) 79.33 40.92 75.80 51.59 61.91
D RPT (Ours) 80.02 54.21 70.05 51.59 63.97

(qwen-2-7b-instruct)
S1 ICL (Brown et al., 2020) 70.83 35.97 54.52 52.27 53.40
S1 Few-Shot-CoT (Brown et al., 2020) 71.16 52.01 63.51 53.41 60.02
S1 Self-Ask (Press et al., 2023) 74.09 47.89 56.28 52.05 57.58
S2 ExpertPrompt (Xu et al., 2023) 72.65 54.56 62.70 52.27 60.55
S3 SPP (Wang et al., 2024f) 72.76 47.89 57.91 54.59 58.29
S3 RiC (Wang et al., 2024c) 76.37 55.69 68.12 55.91 64.02
E Ensemble (Agrawal et al., 2024) 75.94 29.18 44.25 57.73 51.78
E Reranking (Farinhas et al., 2024) 71.96 51.32 67.37 52.73 60.85
E CoT-SC (Wang et al., 2023) 72.55 30.93 54.25 58.64 54.09
D RPT (Ours) 74.23 59.73 72.52 56.82 65.83

(gpt-3.5-turbo-1106)
S1 ICL (Brown et al., 2020) 72.02 52.95 55.60 54.77 58.84
S1 Few-Shot-CoT (Brown et al., 2020) 72.06 53.44 61.35 54.55 60.35
S1 Self-Ask (Press et al., 2023) 73.04 53.94 57.81 57.27 60.52
S2 ExpertPrompt (Xu et al., 2023) 75.22 46.08 65.29 55.45 60.51
S3 SPP (Wang et al., 2024f) 72.74 51.92 62.01 55.91 60.65
S3 RiC (Wang et al., 2024c) 78.21 57.70 72.78 60.00 67.17
E Ensemble (Agrawal et al., 2024) 77.33 57.42 66.52 58.72 65.00
E Reranking (Farinhas et al., 2024) 68.73 50.90 74.45 54.32 62.10
E CoT-SC (Wang et al., 2023) 74.56 58.25 73.83 59.09 66.43
D RPT (Ours) 80.78 62.70 74.60 60.00 69.52

(gpt-4-0613)
S1 ICL (Brown et al., 2020) 73.72 54.71 61.41 62.50 63.09
S1 Few-Shot-CoT (Brown et al., 2020) 76.59 64.08 67.88 64.77 68.33
S1 Self-Ask (Press et al., 2023) 73.52 56.74 64.62 65.45 65.08
S2 ExpertPrompt (Xu et al., 2023) 77.65 56.84 68.72 59.77 65.75
S3 SPP (Wang et al., 2024f) 78.72 57.74 65.04 54.32 63.96
S3 RiC (Wang et al., 2024c) 80.01 66.59 74.45 65.68 71.68
E Ensemble (Agrawal et al., 2024) 68.95 63.95 67.88 64.77 66.39
E Reranking (Farinhas et al., 2024) 66.61 60.52 72.45 62.05 65.41
E CoT-SC (Wang et al., 2023) 69.85 63.37 75.37 57.05 66.41
D RPT (Ours) 80.11 66.79 79.89 66.59 73.35

Table 4: Main results of baselines and our RPT method
in few-shot settings. S1: single direct perspective, S2:
single role perspective, S3: single third-person perspec-
tive, E: ensemble-based method. D: dynamic perspec-
tive. We select the same 3-shot demonstrations from the
training sets to each method for fair comparison.

late distinct perspectives excel in specific domains but325
exhibit poor generalizability. In contrast, our method326
demonstrates consistent improvements across various327
subjective tasks, making it more robust.328

Introducing more diverse perspectives into LLM329
and switching dynamically among them improves330
subjective reasoning performance. The RPT method331
achieves ensemble through exploring diverse perspec-332
tives and ranking perspectives by confidence level. In333
various settings, baselines that utilize multiple perspec-334
tives (e.g., RiC) outperform those that employ a single335
perspective (e.g., CoT), with scores of 60.85 vs. 58.77336
on Llama-3 and 65.10 vs. 62.12 on Qwen. RPT takes337
this further by proposing dynamic perspective shifts,338
which offer high generalization and scalability, result-339
ing in optimal performance through dynamic ensemble340
of all the baselines mentioned above.341

Subjective reasoning is highly challenging and per-342
forms better on powerful LLMs capable of deep rea-343
soning. RPT almost always achieves the best perfor-344
mance on powerful models capable of deep reasoning,345
such as GPT-3.5 and GPT-4, while being more unsta-346
ble on weaker open-source models. This suggests that347
rather than merely enhancing the ability to think from348
its own perspective, considering different perspectives349
can further improve LLM performance, especially for350
well-trained LLMs capable of long-chain deep reason-351
ing. The performance gap between close-source models352
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Figure 4: The impact of different perspectives on the
RPT method. DP: direct perspective, RP: role perspec-
tive, TP: third-person perspective.

and open-source models narrows when using the RPT 353
method, given that LLMs still possess the knowledge 354
required for subjective reasoning and not been effec- 355
tively elicited during training. RPT selects the method 356
best suited to the model’s strengths, effectively eliciting 357
LLM capabilities in subjective tasks, and compensating 358
for the lack of subjective task data during LLM training. 359

4.3 Few-shot Results 360

In Table 4, we present the 3-shot results (refer to Sec- 361
tion 5.3 for other settings). Similar to the zero-shot 362
results, RPT method achieves the best average perfor- 363
mance across different models. For instance, on Llama- 364
3, RPT surpasses CoT-SC, the best-performing baseline, 365
by 2.06 points. 366

A possible explanation is that providing a few exam- 367
ples in the prompt generally benefits LLM performance 368
by providing context. However, subjective tasks are not 369
well-defined and directly solvable, leading to signifi- 370
cant differences between examples. As a result, LLMs 371
exhibit varying confidence across examples, limiting 372
the performance gains from examples and sometimes 373
introducing noise or bias. For instance, using 3-shot 374
examples in the RiC baseline lead to an average perfor- 375
mance drop of 6.50 points on GPT-4. In contrast, RPT 376
choose among perspectives and evaluates confidence for 377
each input and method, providing finer-grained super- 378
vision signals and resulting in an average performance 379
gain of 1.67 points. 380

5 Analyses and Discussion 381

5.1 Ablation Study 382

As shown in Figure 4, we further investigate the im- 383
pact of every perspective on the RPT method. The full 384
RPT method achieves the best performance across all 385
datasets. From the results of the ablation study, we can 386
observe the following: 387

Removing any single perspective results in an average 388
performance drop of 1.32–2.53 points, indicating that 389
direct perspective, role perspective, and third-person 390
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Figure 5: The relationship between the performance and prediction lengths of the 3-shot experiments on GPT-4.
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Figure 7: The performance of baselines and our RPT
method by using different numbers of demonstrations
(d = 1, 2, 3, 4) in few-shot settings.

perspective each have unique and irreplaceable con-391
tributions to subjective reasoning tasks. Specifically,392
removing the third-person component has the greatest393
impact, followed by role perspective and direct perspec-394
tive, suggesting that the flexibility of switching between395
perspectives benefits overall performance.396

Removing any two perspectives results in an even397
greater average performance drop of 5.15-6.48 points,398
and removing all perspectives (i.e., performing simple399
reasoning) leads to the highest performance drop of400
7.60 points. As the number of perspectives removed401
increases, the range of dynamic switching decreases,402
causing a corresponding decline in RPT performance.403
This highlights the crucial role of switching between404
different perspectives in the RPT method.405

In summary, all perspectives involved in RPT and the406
ability to flexibly switch between them are essential for407
achieving optimal performance. Thus, every compo-408
nent of our method is effective. The detailed ablation409
experiment results are presented in Appendix A.410

5.2 Analysis on Performance-Inference Cost411

Unlike methods such as ensemble and oversampling,412
which multiply inference costs, RPT aims to improve413
performance while reducing inference costs.414

To estimate the inference cost, we follow Wang et al.415
(2024c) by representing the inference cost by the length416
of the response during the reasoning process before pro-417
ducing the final answer. In Figure 5, using the 3-shot418
GPT-4 as an example as detailed in Appendix B.4, we419

plot the length-performance relationship for RPT and 420
the baselines. It can be observed that compared to most 421
baselines, RPT achieves the best performance with a 422
smaller inference cost, demonstrating the efficiency of 423
the dynamic perspective selection approach. As shown 424
in Figure 6, we compare the inference cost of the RPT 425
method with its variants that only allow the use of one 426
or two perspectives. The results indicate that the RPT 427
method incurs a cost similar to that of the variants al- 428
lowing only one or two perspectives in most datasets, 429
without increasing the inference length, and thus the ad- 430
ditional cost is minimal. This is because RPT performs 431
method selection and perspective switching, avoiding 432
the substantial inference cost caused by ensembling 433
multiple perspectives. 434

5.3 Analysis on the Number of Shots 435

As shown in Figure 7, we specify the number of shots 436
and study the performance difference compared to the 437
original RPT on SemEval. We observe that performance 438
is lower when fewer shots are selected, as the model is 439
unfamiliar with the task and method. As the number 440
of shots increases, performance improves. However, in 441
some circumstances when the number of shots reaches 442
three or more, performance declines. 443

On one hand, LLMs exhibit greater flexibility when 444
autonomously evaluating confidence and planning the 445
number of shots during reasoning, allowing them to 446
adapt to unique subjective tasks. On the other hand, 447
providing too many examples may lead to increasing 448
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Instruction:
Question: What is the attitude toward “Donald Trump” in the tweet “Get the truth from Trump! @realDonaldTrump #SemST” ?
Options: (A) FAVOR (B) AGAINST (C) NEUTRAL

Chain-of-Thought
(CoT)

Reasoning in Conversation
(RiC)

Role-playing
(Roles)

Reasoning through  
Perspective Transition 
(RPT, Ours)

Model Predictions:

CoT

Roles

RiC

RPT 
(Ours)

The scenario here could be someone asking for more transparency or truthful information from Donald 
Trump it is not expressing a view against or in favor of him directly, however it does show a certain level 
of skepticism or needs for validation about the truthfulness of Mr. Trump. Therefore, it is not simply favor
or against him, but rather calling for transparency… it's potentially speaking in opposition or against. 
Answer and Confidence (0-100): B, 55%

The phrase 'Get the truth from Trump!' can be interpreted in two ways. It might indicate that the person 
trusts Donald Trump to provide the truth, signaling a FAVOR sentiment. On the other hand, it could also be 
a call-to-action urging Trump to be truthful, which might suggest skepticism or critique. … 
Answer and Confidence (0-100): A, 80%

The sentence is a call to action for getting the truth from Trump, but this does not inherently indicate favor
or against. However, demanding truth usually indicates a level of skepticism or disbelief, which usually 
tends towards negative sentiment. 
Answer and Confidence (0-100): B, 65%

Answer:
Against

Answer:
Favor

Answer:
Favor

Selected Perspective Analysis: 
As an expert in political science, it seems very apparent that the text 
is promoting Donald Trump as a source of truth. The exclamation 
mark signifies excitement or advocacy, further demonstrating a 
positive association or attitude towards Trump. 

Answer:
Against

Perspectives with Confidence Level:  
Direct Persp. 
Role Persp. 
3rd-person Persp. 

0 50 100

Figure 8: Case of SemEval task. We use GPT-4 to analyze attitudes toward Donald Trump. Our RPT method
effectively guides the model in selecting appropriate perspectives for stance detection.

the inference cost, raising the risk of over-fitting, and449
challenging the instruction-following ability of LLMs.450
Overall, under the majority of settings for each dataset,451
RPT achieves the best performance, demonstrating its452
generalization ability and versatility (See Appendix B.8453
for full results and analysis).454

5.4 Case Study455

In Figure 8, we showcase an example from the SemEval456
stance detection dataset to highlight the effectiveness of457
the RPT method in subjective reasoning tasks. Unlike458
baselines such as CoT and Role-playing, which some-459
times emphasize skepticism or negative sentiment with-460
out fully accounting for context, RPT evaluates multiple461
perspectives, including direct and third-person analyses.462
For example, CoT and RiC interpret the phrase “Get the463
truth from Trump!” as reflecting skepticism or disbe-464
lief, leading to an “AGAINST” prediction. In contrast,465
RPT dynamically selects the most confident perspec-466
tive, reasoning that the exclamation mark and phrase467
suggest advocacy or favor toward Trump. This abil-468
ity to transition between and rank perspectives makes469
RPT more adaptable and effective in subjective reason-470
ing tasks compared to single-perspective baselines (See471
Appendix B.2 for more cases).472

5.5 Analysis on Keyword Statistics473

As shown in Figure 9, to further investigate the charac-474
teristics of different perspectives in the RPT pipeline475
during reasoning, we conduct a keyword frequency anal-476
ysis for the three perspectives in the RPT pipeline. After477
removing stopwords and irrelevant prompt words, we478
can observe the following reasoning characteristics for479
each perspective: the direct perspective tends to perform480
straightforward reasoning; the role perspective leans to-481

Direct Perspective
ICL, CoT, Self-Ask...

RPT

Role Perspective
ExpertPrompt, Role-Play....

Third-Person Perspective
SPP, RiC...

Direct Perspective

RPT

Role Perspective Third-person Perspective

Figure 9: Keyword statistics of different perspectives in
the RPT pipeline.

wards adopting different expert roles and contexts; and 482
the third perspective excels in discussions and dialogues. 483
The uniqueness of each perspective underscores the ne- 484
cessity of RPT’s dynamic perspective selection. 485

6 Conclusion 486

In this paper, we introduce RPT, a novel method that 487
achieves multi-perspective reasoning and integration by 488
exploring diverse perspectives and ranking them based 489
on confidence. Comprehensive experiments conducted 490
on GPT-4, GPT-3.5, Llama-3, and Qwen-2 demonstrate 491
that RPT effectively integrates various perspectives, en- 492
hancing the subjective task-solving capabilities of LLMs 493
without significantly increasing inference costs. This 494
work highlights how LLMs can better handle the flu- 495
idity of subjective reasoning, even in the absence of 496
nuanced understanding of perspectives or personal bi- 497
ases. Future research directions include incorporating 498
more reasoning perspectives, refining adaptive perspec- 499
tive taxonomies, and expanding applications. 500
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Limitations501

First, in designing the RPT pipeline, we categorize per-502
spectives into three types based on related works. Al-503
though RPT and many inference paradigms involved504
in the baselines are orthogonal and combinable, this505
taxonomy could still be further refined, for example, by506
adopting alternative categorization methods or employ-507
ing a more fine-grained division. Second, RPT directly508
selects perspectives rather than methods. We consider509
perspectives as a meta-method, meaning that RPT can510
be combined with other methods to achieve better per-511
formance. Thirdly, RPT operates within a single round512
of dialogue, without accounting for multi-turn conversa-513
tions or result feedback. In the future, exploring multi-514
turn dialogue or multi-agent perspective writing could515
be a promising direction.516

Ethics Statement517

This paper uses widely available datasets, including518
stance detection, sarcasm detection, and cultural com-519
parison, along with LLM-generated responses, solely520
to validate the proposed method without reflecting any521
stance or bias from the authors.522
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A Details of Ablation Study 954

As shown in Table 5, we present the complete and de- 955
tailed results of the ablation experiments. By removing 956
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one, two, and all three perspectives, we demonstrate the957
effectiveness of RPT. Based on the number of perspec-958
tives removed, we divide the ablation experiments into959
three groups. It can be seen that all the perspectives960
involved in RPT are beneficial. Meanwhile, restrict-961
ing the range of perspective selection also results in962
performance degradation.963

Method SemEval SocNorm e-SocNorm CALI AVG.

RPT (Ours) 81.43 59.81 77.57 61.13 69.99

(removing 1 perspective)
w/o DP ↓ 0.83 ↓ 1.85 ↓ 1.44 ↓ 1.14 ↓ 1.32
w/o RP ↓ 1.24 ↓ 3.35 ↓ 1.71 ↓ 1.82 ↓ 2.03
w/o TP ↓ 1.44 ↓ 3.75 ↓ 1.88 ↓ 3.05 ↓ 2.53

(removing 2 perspectives)
w/o DP&RP ↓ 2.14 ↓ 8.41 ↓ 5.05 ↓ 5.00 ↓ 5.15
w/o DP&TP ↓ 2.04 ↓ 7.35 ↓ 7.88 ↓ 5.14 ↓ 5.60
w/o RP&TP ↓ 2.78 ↓ 8.82 ↓ 9.27 ↓ 5.05 ↓ 6.48

(removing 3 perspectives)
w/o DP&RP&TP ↓ 3.93 ↓ 9.36 ↓ 9.76 ↓ 7.37 ↓ 7.60

Table 5: Detailed results of ablation study of our pro-
posed RPT method with GPT-3.5 in zero-shot settings.
DP: Direct perspective. RP: Role Perspective. TP:
Third-Person Perspectives.

B More Analysis964

RPT ranks different perspectives based on confidence965
levels without relying on external information. In this966
section, using the zero-shot GPT-3.5 experiment as an967
example, we force the LLM to select the perspective968
with the second highest confidence, the lowest confi-969
dence, and a randomly chosen perspective during RPT970
inference.971

As shown in Table 6, the lower the confidence of972
the selected perspective, the poorer the performance973
of LLM. When randomly selecting perspectives, the974
performance of the LLM is also worse than that of the975
perspective with the highest confidence. This shows that976
ranked perspectives based on confidence levels are ef-977
fective, explaining the underlying mechanism by which978
RPT improves performance.979

B.1 Analysis on the Correlation between980
Confidence and Accuracy981

In RPT, we use LLM itself to judge the confidence of982
perspectives for a given input, allowing the model to983
rank and switch among perspectives accordingly. As984
shown in Figure 10, using the GPT-3.5 model as an985
example, we analyze the relationship between predicted986
confidence and the actual accuracy. We can observe987
that when confidence exceeds the threshold of approx-988
imately 70%, the accuracy of the chosen perspective989
is significantly higher. This indicates that LLMs are990
capable of ranking the confidence of perspective for a991
specific input based on confidence levels.992

Using GPT-3.5 as an example, we report in Figure 11993
the average confidence for each dataset. Figure 12994
shows the human evaluation consistency when estimat-995
ing the confidence. We find that when evaluating confi-996
dence, the estimation of the LLM are highly correlated997
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Figure 10: Analysis on the correlation between confi-
dence and accuracy.
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Figure 11: The averaged confidence level by our RPT
method in different datasets.
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Figure 12: Human evaluation consistency on confi-
dence.

with those of human experts, indicating that the LLM 998
has the ability to evaluate confidence and select perspec- 999
tives. 1000

Moreover, RPT generally performs better within high- 1001
confidence perspectives, indicating that confidence- 1002
based perspective ranking is efficient when choosing 1003
among perspectives. In Figure 13, we present the pro- 1004
portion of different perspectives used on each dataset, 1005
showing that different datasets have different perspec- 1006
tive biases. This suggests that, compared to a single 1007
perspective, PRT offers perspective flexibility, which 1008
helps RPT achieve optimal performance. 1009
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Type Method
Linguistic Rhetoric Disambiguation QA Stance Detection Cultural-Related Traditional NLI

AVG.Metaphor SNARKS Humor Pronoun Anach. SEQ SemEval SocNorm e-SocNorm CALI Entail. IPA
(Acc.) (Acc.) (Acc.) (Acc.) (Acc.) (Acc.) (F1) (F1) (F1) (Acc.) (Acc.) (Acc.)

D RPT (Ours) 91.76 87.29 70.00 65.12 73.48 99.13 81.43 59.81 77.57 61.13 88.57 80.00 77.94

D RPT (second) 83.82 81.77 56.59 56.20 72.61 98.26 80.61 43.52 61.53 51.36 77.14 64.29 68.98
D RPT (lowest) 79.12 79.01 37.98 38.76 69.13 96.52 78.89 38.03 51.54 48.64 57.14 56.35 60.93
D RPT (random) 85.88 80.11 53.49 58.91 70.43 97.39 80.56 45.15 67.99 54.09 67.14 67.46 69.05

Table 6: Analysis on confidence-based perspective selection. RPT (random) represents the result of random
prediction with uniform probability, RPT (second) represents selecting the perspective with the second highest
confidence, and RPT (lowest) means choosing the most unconfident perspective.

Figure 13: The proportion of selected perspectives for
different input questions in each dataset.

B.2 More Cases of RPT1010

In Figure 15 and Figure 14, we present several examples1011
from a culturally related NLI task SocNorm and a stance1012
detection dataset SemEval. Take the second case in1013
SemEval task as an example, baseline methods captures1014
strong negative emotions in the input through words like1015
“joke”, “fool” and “betray” and makes judgments about1016
the speaker’s attitude toward Trump based on these cues,1017
overlooking the potential underlying implications of the1018
text. However, RPT evaluates and selectes the third-1019
person perspective, providing the correct analysis by1020
simulating some agents and discussions, illustrating the1021
effectiveness of the RPT in subjective reasoning tasks.1022

B.3 Comparison with Ensemble-based Methods1023

Instead of oversampling responses and simply making1024
a selection using model confidence, the core idea of1025
RPT is that LLMs can leverage their internal priors1026
and the given prompt to directly select the perspective1027
with the highest posterior accuracy. Unlike conventional1028
ensembling approaches, RPT assigns a single optimal1029
perspective to each query without attempting inferenc-1030
ing on multiple perspectives per instance before making1031
a decision. This means that:1032

• RPT does not ensemble multiple responses.1033

• RPT does not significantly increase the generation 1034
window like ensembling does. 1035

• RPT does not rely on oversampling responses be- 1036
fore selection. 1037

Instead, RPT possesses the following features: 1038

• RPT selects a single perspective after a brief inter- 1039
nal deliberation based on the input prompt and then 1040
conducts inference solely from that perspective. 1041

• The computational cost of RPT is comparable to 1042
using a single perspective. 1043

• Despite its simplicity, RPT achieves performance 1044
comparable to or better than ensemble methods. 1045

For example, given k candidate perspectives, an en- 1046
semble method incurs a response length/inference cost 1047
of k× cost, with a performance of p. In contrast, RPT 1048
has a response length/inference cost of approximately 1049
1× cost, while achieving performance ≥ p. We believe 1050
that LLMs’ internal priors can be leveraged to preemp- 1051
tively plan and evaluate reasoning chains across differ- 1052
ent perspectives, allowing them to anticipate ensemble 1053
outcomes before actually performing ensembling, thus 1054
eliminating unnecessary computational overhead. This 1055
potential has not been explored before. Analogous to 1056
Mixture of Experts (MoE), RPT can be regarded as a 1057
form of “Mixture of Perspectives”, where exactly one 1058
perspective is activated per inference. Thus, we believe 1059
that RPT is a highly novel approach. 1060

Therefore, instead of simply selecting perspective, 1061
we propose the dynamic process of shifting between dif- 1062
ferent perspectives when handling various tasks, rather 1063
than merely selecting a single perspective. It highlights 1064
the following two aspects: 1065

• Dynamism: The model autonomously transitions 1066
from one perspective to another, rather than mak- 1067
ing a static selection. This process is an inherent 1068
decision made by the model itself. 1069

• Variability: In practice, this transition occurs 1070
through mechanisms such as Chain-of-Thought 1071
(CoT), role-playing, multi-agent discussions, and 1072
other discourse-based approaches, facilitating per- 1073
spective shifts. Compared to perspective selection, 1074
we emphasize the dynamic and evolving nature of 1075
this process. 1076
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Instruction: 

Does the sentence "Getting married is the first step in settling down and starting a family." entail, contradict, or has no relation to 

the Chinese norm "It is not a good idea to marry someone who only wants to marry for the sake of marriage."?

Please answer between "Entailment", "Contradiction" or "No Relation" and explain your decision.

Model Predictions:

Chain-of-Thought 

(CoT)

Reasoning in Conversation 

(RiC)

Role-playing 

(Roles)

Reasoning through  

Perspective Transition 

(RPT, Ours)

CoT

Roles

RiC

RPT 

(Ours)

The keyword in the US norm is 'love' and in the Chinese norm is 'dislike'. The former encourages posi-tive 

feelings towards the family. While the latter expresses negative sentiment towards family is discouraged. 

Both advise maintaining a positive relationship with the family…However, it’s unclear if loving your 

family (the US) means you must express disapproval of your family in an appropriate way as suggested by 

the Chinese...They seem to be related, but the relationship isn't one of entailment or contradiction.

Both norms deal with the notion of familial relationships and expectations within their cultural contexts.

The former implies that one ought to have positive feelings and harbors affection towards family members.

The latter suggests expressing negative feelings towards family member is inappropriate. This doesn't mean 

the individual cannot harbor negative feelings ... they reflect different aspects of familial expressing …

The U.S. norm is about the expectation of having love for one's family, implying positive feelings and lik-

ing all family members. The Chinese norm talks about it being inappropriate to express disliking you own 

sister - implies a negative feeling but discourages expressing it. Neither contradicts the other as both re-

commend keeping a harmonious familial relationship. The US one doesn’t exactly entail the Chinese one.

Model Predictions:

CoT

Roles

RiC

RPT 
(Ours)

The US norm suggests marriage as a significant step towards settling down and family formation, while 

the Chinese norm warns against marrying solely for marriage. These two norms address different aspects 

of marriage and family life, one focusing on the positive outcomes of marriage and the other on the 

motivations for marriage. They are of no relation.

The US norm focuses on marriage as a significant life milestone for settling down and starting a family, 

while the Chinese norm emphasizes the importance of marrying for genuine reasons, not just for 

marriage. These two norms discuss different aspects of marriage - one on the benefits and expectations of 

marriage, and the other on the motivations for marriage. Thus, they are not related.

The US norm focuses on marriage as a significant life milestone for settling down and starting a family, 

while the Chinese norm emphasizes the importance of marrying for genuine reasons, not just for 

marriage. These two norms discuss different aspects of marriage, one highlighting its role in personal life 

stages and the other focusing on the motivation behind marriage, indicating a "no relation”.

Answer:

No Relation

Answer:

No Relation

Answer:

Contradict

Perspectives with Confidence Level:  

Direct Persp. 

Role Persp. 

3rd-person Persp. 

Selected Perspective Analysis: From a Direct Perspective, implied in the US 

norm is the belief that one should have positive feelings towards their family, 
which does not contradict the Chinese norm against expressing dislike for a 
family member. Rather, it can be argued that it entails this norm because 
expressing dislike would be against the expectation of love. Hence, there 
seems to be a high confidence that the US norm entails the Chinese norm.

Answer:

No Relation

Answer:

No Relation

Answer:

No Relation

Answer:

Contradict

Answer:

No Relation

60 80 100

Perspectives with Confidence Level:  

Direct Persp. 

Role Persp. 

3rd-person Persp. 

Selected Perspective Analysis: Direct Perspective: The US norm focuses on 
marriage as a significant life milestone for settling down and starting a family. 
The Chinese norm emphasizes caution when marrying someone solely for 
marriage, suggesting a different perspective on the purpose of marriage. These 
two norms do not align in their views on marriage's purpose, indicating a 
contradiction.60 80 100

Figure 14: Cases of SocNorm task. We provide results of two widely used models, GPT-4 and Qwen-2. In each of
the cases, our proposed method successfully spots the actual meaning behind these norms and leads to the correct
answer.
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Instruction:
Question: What is the attitude toward “Donald Trump” in the tweet “Get the truth from Trump! @realDonaldTrump #SemST” ?
Options: (A) FAVOR (B) AGAINST (C) NEUTRAL

Chain-of-Thought
(CoT)

Reasoning in Conversation
(RiC)

Role-playing
(Roles)

Reasoning through  
Perspective Transition 
(RPT, Ours)

Model Predictions:

CoT

Roles

RiC

RPT 
(Ours)

The scenario here could be someone asking for more transparency or truthful information from Donald 
Trump it is not expressing a view against or in favor of him directly, however it does show a certain level 
of skepticism or needs for validation about the truthfulness of Mr. Trump. Therefore, it is not simply favor
or against him, but rather calling for transparency… it's potentially speaking in opposition or against. 
Answer and Confidence (0-100): B, 55%

The phrase 'Get the truth from Trump!' can be interpreted in two ways. It might indicate that the person 
trusts Donald Trump to provide the truth, signaling a FAVOR sentiment. On the other hand, it could also be 
a call-to-action urging Trump to be truthful, which might suggest skepticism or critique. … 
Answer and Confidence (0-100): A, 80%

The sentence is a call to action for getting the truth from Trump, but this does not inherently indicate favor
or against. However, demanding truth usually indicates a level of skepticism or disbelief, which usually 
tends towards negative sentiment. 
Answer and Confidence (0-100): B, 65%

Answer:
Against

Answer:
Favor

Answer:
Favor

Selected Perspective Analysis: 
As an expert in political science, it seems very apparent that the text 
is promoting Donald Trump as a source of truth. The exclamation 
mark signifies excitement or advocacy, further demonstrating a 
positive association or attitude towards Trump. 

Answer:
Against

Perspectives with Confidence Level:  
Direct Persp. 
Role Persp. 
3rd-person Persp. 

0 50 100

Instruction:
Question: What is the attitude toward “Donald Trump” in the tweet “@Greta trump a joke? Ur guest is a fool. Better a joke than 
traitor RINOs. It‘s trump or no one for me. Reps betrayed us. #SemST” ?
Options: (A) FAVOR (B) AGAINST (C) NEUTRAL
Model Predictions:

CoT

Roles

RiC

RPT 
(Ours)

The sentence contains several phrases that express negative opinions towards the target 'Donald Trump'. 
The phrases 'a joke', 'a fool’, … all indicate a strong negative attitude. The phrase 'Better a joke than traitor 
RINOs' further emphasizes the negative view ... The hashtag '#SemST' could be interpreted as a form of 
support, but the overall tone of the sentence is clearly negative. Answer and Confidence (0-100): (B), 75%

The sentence contains several derogatory terms directed towards Greta, implying the speaker's strong 
disapproval. The phrase "Better a joke than traitor RINOs" suggests a preference for someone who is seen 
as entertaining over those considered disloyal. The statement "It's trump or no one for me" clearly indicates 
a strong support for Donald Trump. ... Answer and Confidence (0-100): (B), 85%

The sentence contains several derogatory terms and expressions directed against Greta, implying a nega-
tive attitude towards her. However, the focus is on the target 'Donald Trump.' The user states a preference 
for 'Trump or no one,' suggesting strong support for him. The phrase 'Better a joke than traitor RINOs' also 
indicates a positive attitude towards Trump, contrasting him favorably with others. …  Therefore, the at-
titude towards Donald Trump is positive or favorable. Answer and Confidence (0-100): (A), 95%

Answer:
Favor

Answer:
Against

Answer:
Favor

Selected Perspective Analysis: 
This tweet sentence "…" directly expresses an opinion towards 
Donald Trump. The words "better a joke than traitor" and "It's trump 
or no one for me" indicate a strong positive stance towards Trump, 
suggesting the speaker prefers Trump even if he's seen as a joke 
compared to others who might be considered traitors or RINOs.

Answer:
Against

Perspectives with Confidence Level:  
Direct Persp. 
Role Persp. 
3rd-person Persp. 

0 50 100

Instruction:
Question: What is the attitude toward “Donald Trump” in the tweet “ Really respect @realDonaldTrump for giving up 
#TheApprentice to make way for his #campaign #AmericaNeedsThis #GodBlessedAmerica #SemST” ?
Options: (A) FAVOR (B) AGAINST (C) NEUTRAL
Model Predictions:

CoT

Roles

RiC

RPT 
(Ours)

The keywords extracted from the question are "respect", "give up", "make way", "campaign", "America", 
and "GodBlessedAmerica". Constructing scenarios, we can imagine a conversation where someone is 
expressing admiration for Donald Trump's decision to leave The Apprentice to focus on his presidential 
campaign. The tone is positive and supportive. Reasoning via scenarios, it is likely that the attitude towards 
Donald Trump is FAVOR. Answer and Confidence: A, 90%

The sentence expresses admiration and respect towards Donald Trump, using phrases like "Really respect" 
and "#GodBlessedAmerica” ... The fact that he gave up "The Apprentice" to focus on his campaign also 
implies that the speaker views this as a noble decision. Answer and Confidence (0-100): B, 20%

The sentence uses words like "Really respect" and "#GodBlessedAmerica" which convey a positive tone. 
The sentence also mentions @realDonaldTrump, …. "#AmericaNeedsThis" and "#SemST" also suggest a 
positive and supportive attitude towards Trump's campaign. Answer and Confidence (0-100): B, 20%

Answer:
Against

Answer:
Against

Answer:
Favor

Selected Perspective Analysis: 
From the Third-person Perspective, we can analyze the sentence by 
simulating some agents and discussions. For example: 

This conversation suggests that the sentence expresses a positive attitude 
towards Donald Trump, implying that he is a patriotic leader.

Answer:
Favor

Perspectives with Confidence Level:  

Direct Persp. 
Role Persp. 
3rd-person Persp. 

0 50 100

I really respect @realDonaldTrump for giving up 
#TheApprentice to make way for his #campaign

Why do you respect him for that? 
Because it shows he's willing to put his country firstSarah Amy

Figure 15: Cases of SemEval task. We provide detailed responses of three models, GPT-4, Qwen-2, and Llama-
3, regarding the attitude towards Donald Trump. Our method prompts models to successfully selects suitable
perspectives to solve stance detection problems.
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Figure 16: The performance of baselines and our RPT method by using different numbers of demonstrations
(d = 1, 2, 3, 4) in few-shot settings.

B.4 Details on Shot Numbers1077

In Section 5.3, we provide experimental results across1078
multiple shot settings, demonstrating that the 3-shot set-1079
ting yields the best performance. Moreover, the datasets1080
used in this study primarily consist of binary or ternary1081
classification tasks. Conventionally, 3-shot is a com-1082
mon setting for practical inference. Additionally, both1083
the baseline and our proposed method achieve the best1084
overall performance under this setting, making it a rea-1085
sonable choice for our primary study on inference cost.1086
Therefore, we choose 3-shot setting to conduct analysis1087
on performance-inference cost experiments.1088

B.5 Estimation of Inference Cost1089

The purpose of Section 5.2 is to examine the trade-off1090
between inference cost and performance when using1091
different methods with LLMs. Counting the number1092
of output tokens is the most common approach for es-1093
timating inference time, as LLMs process input tokens1094
in parallel with relatively low overhead, whereas output1095
generation is auto-regressive and thus dominates infer-1096
ence latency and cost. For common LLMs, the cost of1097
input tokens is lower than output tokens. Including both1098
input and output tokens in the performance-cost scatter1099

plot would introduce bias and deviate from standard 1100
practices in the LLM community. 1101

Therefore, we chose to plot a two-dimensional scatter 1102
plot of output token count versus performance. Intro- 1103
ducing a third variable would unnecessarily complicate 1104
the experiment and make it more difficult to draw clear 1105
conclusions. 1106

B.6 More Examples on Subjective Tasks 1107

As shown in the experiment results, our experiments 1108
reveal that for subjective tasks, Zero-shot-CoT does not 1109
exhibit a significant advantage over Direct Prompting on 1110
GPT-3.5 and GPT-4-0613, and even performs slightly 1111
worse on Qwen2-7B-Instruct (Direct Prompt: 62.70, 1112
Zero-shot-CoT: 61.42), as detailed in Table 3. This 1113
suggests that unlike objective tasks, subjective tasks may 1114
not allow for a universally applicable reasoning pathway. 1115
This observation aligns with findings by Wang et al. 1116
(2024d), which systematically studies the performance 1117
of LLMs on subjective tasks. 1118

Example 1: 1119

• Question: Identify whether the sentence “her 1120
smile was a blinding sun” is a paraphrase of the 1121
metaphoric sentence “her smile was wonderful and 1122
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fulfilling to see”.1123

• Chain-of-Thought Reasoning: While both sen-1124
tences express admiration for her smile, the sec-1125
ond sentence lacks the vivid imagery and specific1126
emotional intensity that the first sentence provides.1127
Thus, the second sentence is not an accurate para-1128
phrase of the first. The answer is False.1129

Example 2:1130

• Question: Identify whether the following examples1131
are intended to be a joke (with dark humor) or not1132
“I have a fish that can breakdance! Only for 201133
seconds though, and only once”.1134

• Chain-of-Thought Reasoning: The phrase is light-1135
hearted and whimsical about a fish that can break-1136
dance, suggesting a humorous intent rather than a1137
dark theme. Therefore, it does not seem to fit the1138
category of dark humor. The answer is Not.1139

Example 3:1140

• Question: The sentence “Joseph is very kind” is a1141
paraphrase of the metaphoric sentence “Joseph has1142
the heart of a lion”.1143

• RiC Reasoning: The second sentence suggests that1144
Joseph possesses qualities associated with a lion,1145
while the first sentence only mentions kindness.1146
The answer is False.1147

B.7 Discussion on Overconfidence and1148
Underconfidence1149

Regarding the inherent overconfidence and undercon-1150
fidence phenomena in LLMs, previous research (Yin1151
et al., 2023) and our experiments (as shown in Figure 4)1152
indicate that the higher the confidence of an LLM’s1153
response, the more likely it is to be correct. We have fur-1154
ther investigated the impact of different confidence lev-1155
els on data selection (as shown in Table 6) by explicitly1156
providing confidence scores for different perspectives1157
and selecting perspectives based on these confidence1158
levels.1159

Our experiments also show that automatically select-1160
ing the perspective with the highest confidence achieves1161
an average performance of 77.94, significantly outper-1162
forming other baseline methods. In contrast, selecting1163
the second-highest confidence perspective results in an1164
average performance of 68.98, which is similar to ran-1165
dom selection (69.05). The lowest-confidence selec-1166
tion, however, performs notably worse, with an average1167
performance of only 60.93, indicating that choosing1168
perspectives with the lowest confidence leads to poor1169
outcomes.1170

In Figure 12, by comparing human evaluation scores1171
with LLM-generated confidence scores after normaliza-1172
tion, we find that LLMs’ confidence predictions are gen-1173
erally accurate. As shown in Figure 10, a per-instance1174
comparison demonstrates a high correlation between1175

LLM-predicted confidence and actual accuracy. In fu- 1176
ture research, providing additional supervision signals 1177
to models based on dataset characteristics and input 1178
prompt designs may further mitigate overconfidence 1179
and underconfidence issues. 1180

B.8 Full Results of Analysis on the Number of 1181
Shots 1182

The full results of analysis on the number of shots is 1183
shown in Figure 16. The results are consistent across 1184
the four datasets. It can also be observed that com- 1185
pared to zero-shot settings, few-shot settings are not 1186
always helpful, which is consistent with the findings 1187
by DeepSeek-AI et al. (2025). The following factors 1188
may contribute to the observed trends: 1189

• As shown in Figure 7, increasing the number of 1190
shots does not always enhance LLM performance. 1191
While providing a few examples can help the 1192
model handle unfamiliar tasks and follow instruc- 1193
tions, excessive shots can lead to diminishing re- 1194
turns or performance degradation. We chose the 1195
3-shot setting because most datasets consist of bi- 1196
nary or ternary classification tasks. 1197

• The length of the input prompt can impact LLM 1198
inference. Excessive in-context examples may dis- 1199
tract the model, reducing its ability to follow in- 1200
structions precisely, which can negatively impact 1201
performance. 1202

• The added examples may introduce noise, affect- 1203
ing reasoning performance. For instance, gpt-3.5- 1204
turbo-1106 tends to overfit the provided cases, of- 1205
ten favoring the answer from the last example pre- 1206
sented in the prompt. 1207

• The inherent openness and uncertainty of subjec- 1208
tive tasks may contribute to this phenomenon. Sub- 1209
jective task responses are often ambiguous, and in 1210
few-shot settings, methods like Ensemble, Rerank- 1211
ing, and CoT-SC may be influenced by the pro- 1212
vided examples, potentially introducing biases and 1213
limiting generalization. In contrast, zero-shot per- 1214
formance relies on pre-trained knowledge, making 1215
it more stable. Ensemble methods are suscepti- 1216
ble to errors from individual models, reranking 1217
depends on the quality of initial generations, and 1218
CoT-SC may reduce reasoning diversity, diminish- 1219
ing its advantage in maintaining consistency. 1220
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