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Abstract

The Johnson-Lindenstrauss (JL) lemma is a cornerstone of dimensionality reduc-
tion in Euclidean space, but its applicability to non-Euclidean data has remained
limited. This paper extends the JL. lemma beyond Euclidean geometry to handle
general dissimilarity matrices that are prevalent in real-world applications. We
present two complementary approaches: First, we show the JL transform can be
applied to vectors in pseudo-Euclidean space with signature (p, ¢), providing theo-
retical guarantees that depend on the ratio of the (p, ¢) norm and Euclidean norm of
two vectors, measuring the deviation from Euclidean geometry. Second, we prove
that any symmetric hollow dissimilarity matrix can be represented as a matrix of
generalized power distances, with an additional parameter representing the uncer-
tainty level within the data. In this representation, applying the JL transform yields
multiplicative approximation with a controlled additive error term proportional to
the deviation from Euclidean geometry. Our theoretical results provide fine-grained
performance analysis based on the degree to which the input data deviates from
Euclidean geometry, making practical and meaningful reduction in dimensionality
accessible to a wider class of data. We validate our approaches on both synthetic
and real-world datasets, demonstrating the effectiveness of extending the JL lemma
to non-Euclidean settings.

1 Introduction

The Johnson-Lindenstrauss (JL) lemma [1]] stands as a cornerstone result in dimensionality reduction.
It states that random linear projection can reduce the dimensionality of datasets in Euclidean space,
while approximately preserving pairwise distances. Formally,

Proposition 1.1 (Johnson-Lindenstrauss Lemma). For any set of n points 1, s, . . . T, in R and
e € (0,1), there exists amap f : R? — R™, where m = O(logn/e?) such that for any i, j € [n],

(=)l — xjll2 < [If (i) = Fzg)ll2 < (L +&)llws — 42 Q)

In modern algorithm design, the JL lemma is widely used as a key component or pre-processing
step for high-dimensional data analysis. In addition to effectiveness, another crucial reason for its
significant impact is that the JL lemma can be achieved by random linear maps, which are data-
independent and easy to implement. Johnson-Lindenstrauss Lemma has found numerous applications
in machine learning, from the most immediate applications in approximating all pairs distances (when
the input data is high-dimensional), to approximate nearest neighbor search [2]], approximate linear
regression [3]], clustering [4} 5,16} [7]], functional analysis [8]] and compressed sensing [9].

Note that two conditions must be met to apply the JL lemma: (1) the data points lie in high-
dimensional Euclidean space, and (2) the coordinates of all points are available. However, many
real-world applications do not satisfy these two conditions. First, the dissimilarity measures used in
modern data analysis are often non-Euclidean and sometimes even non-metric. Common examples
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include Minkowski distance, cosine similarity, Hamming distance, Jaccard index, Mahalanobis
distance, Chebyshev distance, and Kullback-Leibler (KL) divergence, etc. Psychological studies have
long observed that human similarity judgments do not conform to metric properties [10]. Second,
high-dimensional coordinates may be unavailable or costly to obtain, whereas pairwise dissimilarities
are easier to access. In recommendation systems, for instance, computing user or item embeddings
can be expensive, while estimating pairwise dissimilarities (e.g. from co-click or co-purchase data) is
relatively efficient. To date, our understanding of the JL. lemma deviating from these two classical
conditions mainly revolves around ¢, metrics and lower bound results.

In this paper, we study how to apply the Johnson-Lindenstrauss transform (a.k.a. random linear
projection) in non-Euclidean, non-metric settings. We provide theoretical analysis on the performance
of the JL transform in these settings and show experiments with both synthetic and real-world data.

Our setting. We consider the input as a dissimilarity matrix D of size n x n where D;; is the
dissimilarity between item ¢ and j. We make only two assumptions for the dissimilarity measure:
symmetric (D;; = Dj;) and reflexive (D;; = 0). Note that we do not require the triangle inequality
to be satisfied, therefore the dissimilarity can be non-metric. In short, the input is a symmetric hollow
dissimilarity matrix, and the expected output is a low-dimensional embedding of the original dataset
that approximately preserves pairwise distances.

The major challenge we encounter in this setting is two-fold. The first is to obtain good coordinates
from a generic input dissimilarity matrix to represent the data, before we can even apply the JL.
transform. Second, we need a geometric characterization of the non-Euclidean non-metric setting, to
show how different our setting stands from Euclidean geometry, which the JL. Lemma is based on.

Before we explain our results, we first mention existing lower bounds for dimension reduction in
non-Euclidean settings. JL Lemma considers Euclidean spaces only. Naturally, one asks whether
such a result is possible for other spaces. There are several non-trivial dimension reduction results
for ¢, norm [[11] and ¢, norm [12]]. However, the target embedding dimension for ¢;, £, and nuclear
norm is necessarily polynomial in n for constant distortion [[13}14}[15]. These lower bounds remind
us that a worst-case guarantee on low distortion and logarithmic target dimension is not possible.
Rather, our results provide error analysis which depends on parameters characterizing how the input
data deviates from Euclidean geometry. In other words, we have fine-grained performance analysis.

Our Contributions. We present two approaches to recover coordinates that fit into the non-Euclidean
non-metric setting. For both approaches, we generalize the Euclidean norm /5 to a new form to
capture the input data geometry, together with certain geometric parameters indicating how far it
deviates from Euclidean geometry. We give error analysis on the dissimilarity distortion, which may
involve an additive term whose magnitude is proportional to the geometric parameters.

At the heart of our first approach is the observation that any symmetric hollow matrix can be written as
the distance matrix of vectors in pseudo-Euclidean space [16, |17, [18]. Here the distance between two
vectors = (1, T2, ...x,) and y = (y1, Y2, ..-Yn ) is captured by a bilinear form of signature (p, q),

which is defined as (z,9)pq = > by TiYi — f;rgﬂ x;y;. The squared (p, q)-distance between x
and y is ||z — y|2 , = (x — y,2 — y). When p = n,q = 0, it is the squared Euclidean norm. We

will give a more detailed introduction later. At this point, it suffices to interpret the parameter p
resembling and ¢ negating the Euclidean space. Our first result shows the generalization of the JL
lemma to the pseudo-Euclidean geometry.

Theorem 1.2 (Fine-grained JL lemma, informal Version of Theorem 2.3). Given any symmetric
hollow dissimilarity matrix D of size n, we are able to obtain embeddings X in the pseudo-Euclidean
space. For any € € (0,1), there exists a JL transform to X with target dimension O(logn/e?), such
that any pairwise dissimilarity D;; is preserved with at most 1 & € - C;; multiplicative factor, where
C,j is the ratio of the squared Euclidean distance and squared (p, q) distance.

Our second result takes a different route. We prove that a symmetric hollow matrix is also a matrix
of generalized power distances. Given two points x and y with respective radius r, and r,, the
generalized power distance is defined as ||z — y||% — (rz + 7y)?, where ||z — y||% denotes the
Euclidean norm. This is the squared length of the tangent line segments of two balls centered at x, y
with radii r,, r,. Again, at this point, it suffices to interpret r,,r, as a measure of deviation from
Euclidean space, with both a geometric meaning and a statistical interpretation of distance between
points with uncertainties.



We show that any input symmetric hollow matrix D of size n can be written as the generalized
power distance matrix of n points {p;} with the same radius r = \/|e,|/2, where e,, is the smallest
eigenvalue of the Gram matrix of D. This linear algebra result may be of independent interest. Only
when D is a Euclidean distance matrix, all eigenvalues are non-negative and » = 0. Our second
result follows from applying the JL transform on the ball centers (i.e. {p;}). We obtain a (1 £ ¢)
multiplicative approximation of the generalized power distance with an additive error of 4e72.

Theorem 1.3 (Power-distance JL Lemma, informal Version of Theorem[3.3). Given any symmetric
hollow dissimilarity matrix D of size n and € € (0,1), there exists a JL transform with target
dimension m = O(log n/e?), such that any pairwise distance D;j is preserved with at most 1 & €

multiplicative factor and an 4er?® additive factor, where v = \/|e,|/2 with e,, as the smallest
eigenvalue of the Gram matrix of D.

To complement Theorem [I.3] we are able to extend the techniques in [19] and give a lower bound of
Q(logn/e?) on the target dimension to achieve the multiplicative and additive factors as mentioned.
Note that m = 2(log n/e?) matches the JL lemma lower bound.

Experiments. We implement both methods of JL transform with respect to the above results and
evaluate their performances on 10 datasets. We observe that the experiment results corroborate with
our theoretical results, and outperform classical JL transform consistently on non-Euclidean datasts.
Our codes are on the Anonymous Githutﬂ

1.1 Related Work

Random Linear Projection and JL. Lemma A nice survey on JL transform can be found in [20].
There was a series of work [21} 22} 23] [24] that studied whether the bound on the target embedding
dimension in JL lemma is tight, starting from the original JL paper [1]], and the optimality of JL. lemma
for Euclidean dimension reduction is finally established even among non-linear embeddings [[19} 25].
In terms of algorithms, there have been developments of variants of random projections that are more
friendly for implementations [26} 27, 28| 29, 130]. Empirical study of JL Lemma can be found in [31].

Last, Benjamini and Makarychev [32] considered dimension reduction using the Poincaré half-space
model of hyperbolic space H™ where each point is represented by (z, z) with z € R”~! and height
2 € RT. They considered using JL random projection f on the Euclidean part and obtain (f(z), 2)
with f(x) in Euclidean space of dimension O(logn/c?), achieving 1 + ¢ distortion.

Data-dependent dimension reduction. A number of dimension reduction techniques that are also
popular in practice include Multidimensional scaling (MDS) [33] and Principal Component Analysis
(PCA) [34]. These methods are data-dependent and choose linear projections based on the input data.
There has also been recent work trying to apply these methods on non-Euclidean data, for example
PCA in hyperbolic or spherical geometry [35} 136} 37, [38]]. Manifold learning (such as Isomap [39]]
and LLE [40Q]) considers input data points that come from a low-dimensional manifold, recovers the
distances between points along the manifold and applies existing dimension reduction methods. A
recent work called Non-Euclidean MDS [18]] considers dimension reduction of pseudo-Euclidean
settings and minimizes the loss called STRESS (the sum of squared difference of pairwise embedding
distances to the input dissimilarities). It does not provide error analysis or guarantees for individual
dissimilarity distortion.

2 Johnson-Lindenstrauss Lemma in Pseudo-Euclidean space

2.1 Pseudo-Euclidean space of signature (p, q)

We consider the d-dimensional vector space R? equipped with a (p, q) bilinear form (,) where
p + g = d. For simplicity, we use RP:¢ to denote R? with the (p, ) bilinear form (, ). Consider two
d-dimensional (column) vectors u,v € RP?, with u = (u1,us, ...up1q) and v = (v, V2, ...Up4q),
we define the bilinear norm as:

P p+q
(u,v) = E UV — E W;V;
i=1 i=p+1
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Equivalently, we can write (u,v) = u” Av with A as a d x d diagonal matri;ﬂ with the first p diagonal
elements as 1 and the remaining diagonal elements as —1. For a vector w, its scalar square is (u, u).
For two vectors u, v their interval square is obtained by (u — v, u — v).

Consider a given symmetric dissimilarity matrix D € R™*", where D;; refers to the dissimilarity
measure of element ¢ and element 5. We assume that D is hallow, D;; = 0, and symmetric,
D;; = Dj;. The following proposition shows that a set of vectors in the Pseudo-Euclidean space of
signature (p, ¢) can be obtained via D.

Proposition 2.1. For any hollow symmetric matrix D, there is a symmetric bilinear form (, ), , for
integers p, q and n vectors x1, . .., %, such that D;j = (x; — xj,2; — ;).

We now explain how to achieve this. With an input D, we first gerform centralization to obtain the
Gram matrix B = Gram(D) = —CDC/2, where C' = I — +1,1] is the centering matrix and
1,, is a vector of ones. Since —C'DC'/2 is a symmetric matrix, its eigenvalues are real, denoted as
A1 > Ay > -+ > A,. We take p as the number of non-negative eigenvalues and ¢ to be the number

of negative eigenvalues. p + ¢ = n. Further, suppose U € R™*" is the orthogonal vectors, we have
B =—-CDC/2 =UDiag(\, -+, \p)UT

Now we can recover the coordinates of the n elements as n-dimensional vectors. Specifically X is a
matrix of dimension n x n with the columns representing the coordinate vectors of the n points.

X:(xla"'vxn):Diag(\/|>‘13"'7\/|>‘TLD’UT

This way, we have B = —CDC/2 = XTAX, with A as an n x n diagonal matrix with the first
p diagonal elements as either 1 (or 0) if the corresponding eigenvalue is positive (or 0), and the
remaining diagonal elements as —1. Equivalently, we have

Dij = (.131 — xj)TA(aci — xj) = <$1 — L5, T — $j>.
That is, the dissimilarity D;; is precisely the (p, ¢) interval square of z;, x;.

If the input dissimilarity matrix D is the squared Euclidean distance matrix of n points, the Gram
matrix is positive semi-definite and the above procedure would recover the Euclidean coordinates {z; }.
This is referred to as the classical Multidimensional scaling (MDS) [33]]. If the input dissimilarity
matrix D generalizes beyond the squared Euclidean distance matrix but remains a hallow symmetric
matrix, we can still recover the coordinates so that they produce the entries in D using a general (p, q)
bilinear form. Notice that the above procedure generates coordinate vectors in dimension 7.

The (p, q)-space has deep connections to spacetime and special relativity theory. Specifically, the
Lorentzian n-space is the vector space R™ with the n-dimensional Lorentzian inner product, where
the squared norm of a vector u = (ug, u1,- - ,u,_1) has the form |u| = —ud + u? + -+ +u2_;.
Thus the Loerentizan space has signature (n — 1, 1). Four-dimensional Lorentzian space is called
the Minkowski space and forms the basis of special relativity. Furthermore, the collection of vectors
in R"*! with Lorentzian inner product of —1 has imaginary Lorentzian length and is precisely the
hyperboloid model of the hyperbolic n-space H™ [41]].

2.2 Johnson-Lindenstrauss Lemma in (p, ¢)-space

We start with some notation. For a vector v = (v1, vz, ,Uptq) € R, we will use [|v]2 , to
denote the "(p, g)-norm" (v, v) and ||v||% to denote the squared Euclidean norm of v. Further, we
denote v = (vi,v3---v,) € R? and v'? = (vp41,vp42,++ ,Upsq) € RL Then |J0]2, =
Jo®2, — 6@ ]2, and [[o]% = [v® 2, + o2,

First, we will prove a Johnson-Lindenstrauss style dimension reduction by applying the JL-lemma on
the p part and ¢ part respectively. The proofs in this section can be found in Appendix [B]

Lemma 2.2. For any set of n points x1,xa,...2Z, in RP9 and ¢ € (0,1), there exists a map
fRPC 5 REC where pf ¢/ = O(logn/e?) such that for any i, j € [n),

pa — ellwi = zjllE < f (o) = Flap)lly g < i —25ll5 4 +ellzi — 5% @

*In general, for the bilinear form A, there can also be additional » dimensions with zero as diagonal elements,
in addition to p elements of 1 and ¢ elements of —1. In that case p + q + r = d. In our writing we skipped r as
they do not contribute to the similarity values for ease of exposition.

i — 1




Essentially for (p, ¢)-space we can still have a similar JL-lemma, which, compared with the standard
JL-lemma Eq (1), we do not have the 1 + ¢ multiplicative error but rather an additive error to
the squared Euclidean norm. This gives us an immediate JL-style result when ||z; — ;|2 , and

||z; — x]|% are a constant factor of each other. Formally, we have the following statement.
Theorem 2.3. For any set of n points x1,22,...x, in RP% and ¢ € (0, 1), there exists a map
fiRPa — RPYY ywhere p/, ¢ = O(logn/e?) such that for any i, j € [n],

(1—e-Cij)llwi - ‘r]”p,q < ||f(xi) - (%)Hp g 2 <(A+e-Cy)llzi — x]”p @ 3

lzi—z; |3

where C;j = lor—e 2

A few remarks are in place. First, one can apply any JL-style algorithm for the p and ¢ parts, for
example, by using the fast JL algorithm. Suppose f,, is implemented by a random matrix M, and
fq is implemented by a random matrix My ,. Then f is implemented by a matrix M of dimension
(P +¢') x (p+ ¢) with M, and M, at the diagonal and zero elsewhere, f(z) = Mz. Second,
random projection for the (p, ¢) space setting provides an error-bound guarantee for a pair of points
that gracefully degrades as the (p, ¢) norm deviates from the Euclidean norm. Below we show a few
natural situations where the (p, ¢) norm and Euclidean norm are indeed bounded.

Lemma 2.4. Let v € RP9. [f each coordinate of v is selected from the same distribution, f with
2 2 c1
||E < CHUHp,q lfq < C+1p or

lvlE < =Cllvll3 4 lfp < GryaforC > 1.

Corollary 2.5. A random vector v cChosen uniformly over the unit sphere SPT1~1 has with high
probability, ||[v||3, < Cllv|2 , ifqg < C—f&p.

Now we put together all of the previous results into a single statement on a set of random points in
(p, q) space.
Theorem 2.6. Let X C RP? be a randomly selected point set of size n, with ¢ < g—ﬁp for a

constant C. For all u,v € X has distribution equal to uniformly choosing a vector on

’ ||u H
SP+a=1 Then, with high probability, there exists a map f : RP4 — R4 pf ¢ = O(Cl+2g())
such that for any i, j € [n),

(L= Ollzi = z5ll5.4 < If (i) = flz)l g < L+l —5l5 - )

3 Johnson-Lindenstrauss Lemma for Generalized Power Distances

3.1 Generalized Power Distance

Given two balls centered at p, ¢ € RY, with radii Tp, Tq, We define the generalized power distance as:

Pow((p, 1), (¢,79)) = llp — allz — (rp +74)% )

This power distance measures the distance of the internal tangents between two disjoint circles (the
tangent line that keeps two circles on different sides. See the middle picture in Figure[T)). Note that
there is another second generalized power distance between two circles centered at p; of radius r;
given by |[p1 — pa||% — (r1 — 72)?, which measures the distance of the external tangents between the
circles (the tangent line that keeps two circles on the same side).

Geometric Interpretation. In elementary plane geometry, the power of a point is a real number that
reflects the relative distance of a given point from a given circle, introduced by Jakob Steiner in 1826.
The power of a point p with respect to a circle with center ¢ and radius r is defined as ||p — ¢||> — 2.
This value is positive when p is outside the circle, and by Pythagorean theorem it is squared tangential
distance |pt| where ¢ is a tangent point of p to the circle. When p is inside the circle, the power is
negative, and precisely the negative of squared distance |ps| where s is a point on the circle with

Apsq to be a right triangle with Zspq as 90 degree.

The generalized power distance considers the distance between two circles and reduces to the classical
power distance if one of the circles is a point. Furthermore, two circles are disjoint if and only if their
generalized power distance is positive. In this case, their generalized power distance is equal to the
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Figure 1: Left: power distance from a point p to a ball at g of radius r,; Middle: power distance between two
balls at points p, ¢ with radius 7, and 4 respectively; Right: Casey’s Theorem.

square of the distance between the two tangent points on the common internal tangent line between
the two circles (with the two circles on different sides). See Figure [I] for examples. The generalized
power distance can be called power distance of weighted points with r,, as the weight of p.

There are several interesting properties of the generalized power distance. First, the Casey’s the-
orem [42, 43] still holds for generalized power distance. That is, if four circles in the plane are
tangent to the fifth circle, then the generalized power distances P;;, i, j € {1,2, 3,4}, between them
satisfy the Ptolemy identity Py Psy + Po3 Py = P13 Po4. This Ptolemy identity plays a key role
in applications of the generalized power distances. Indeed, the Ptolemy identity and the associated
Ptolemy inequality Pjo P34 + Po3 Py > P13 Po4 have been used in optimization and approximation
for prune search space and optimize geometric networks, for approximate distance estimate, circle
fitting and cyclic polygon detection; in distance geometry for ensuring distance constraints for sensor
networks [44] and molecule reconstruction [45]]. In metric geometry [46], a metric space is called
Ptolemaic space if Ptolemy inequality holds for any quadriple points. It is well known that Euclidean
space and any inner-product spaces are Ptolemaic and a normed vector space is Ptolemaic if and
only if the norm comes from an inner product [47,48]. Furthermore, a Riemannian manifold is a
Ptolemaic space if and only if its sectional curvature is non-positive [49]]. It shows that Ptolemy
inequalities can be used for studying curvature properties of metric spaces. Recall that a length space
(X, d) is Gromov J-hyperbolic if it satisfies Gromov’s Four-Point Condition: for any z,y, z,w € X,
d(z, z) + d(y,w) < max{d(z,y) + d(z,w),d(z,w) + d(y,z)} + 26. The Ptolemy inequality is
another four-point condition on metric spaces for investigating curvature of general spaces [50].

Any Symmetric Dissimilarities are Power Distances. Now, we show that any symmetric hollow
dissimilarity matrix can be written as the matrix of power distances between n weighted points.

Lemma 3.1. Given any n X n symmetric hollow dissimilarity matrix, D, we can rewrite D =
E+4r3(I—-J ) where r € RY, E is a Euclidean distance matrix, I is an n X n identity matrix,
J = 1,1,,. More specifically E is a Euclidean distance matrix if and only ier2 > |en| where ey, is
the least eigenvalue of Gram(D).

2

)

From Theorem 3.1} suppose E is an Euclidean distance matrix where the (i, j) element is ||p; — p;|
with n points {p;}. Then D is the matrix of generalized power distances {(p;, )}, i.e., with the
(i,7) element as ||p; — p;||% — 4r*. Here all the weighted points have radius 7 which can be seen
as a measure of how far the input matrix D is away from being Euclidean. When D is a Euclidean
distance matrix, the Gram matrix Gram(D) is positive semi-definite and the smallest eigenvalue is
en = 0. Thus » = 0 and the generalized power distance reduces to the squared Euclidean distance.
When D is no longer a Euclidean distance matrix, Gram(D) necessarily have negative eigenvalues,
i.e., e, < 0. This makes 7 to be non-trivial.

Statistical Interpretation The generalized power distance also has a statistical interpretation using
the silhouette coefficient [S1]], which measures how similar two clusters are. Consider two clusters
X, Y, the silhouette value of a point z € X is the average distance from x to points in Y minus
the average distance from x to other points in X. The silhouette coefficient of the two clusters
X,Y is the average of the silhouette coefficient of all points in X, Y. In Appendi we show
that the silhouette coefficient of two Gaussian distributions X = N (g, 05),Y = N (jy, 0y) is
SCw(X,Y) = ||ptz — pty||? — (02 4 ). Notice that this is precisely the generalized power distance
of weighted points (g, 05) and (), oy).

Therefore, Theorem [3.1|suggests that any input dissimilarity matrix D that is hollow and symmetric is
actually the silhouette coefficients of n Gaussian distributions centered at {p; } with variance r which
is given by Theorem [3.1] Note that this statistical interpretation resonates with prior literature [52} [53]]



which identified that one major source of data in non-Euclidean geometry is due to measurement
noises and uncertainties.

3.2 Johnson-Lindenstrauss Lemma for Power Distance

Lemma 3.2. Given n weighted points (p;,r;) with p; € RY, there exists a map f : R? — R™, where

m = O(logn/e?) such that for any i # j € [n],
(1 &) Pow((pi, 4), (py,75)) — €(ri +15)* < Pow((f(p),72), ((p5),75)) (©)
< (1+ ) Pow((pi,m2), (pj. 75)) +e(ri +15)% (D)

With Lemma 3.1]and Lemma 3.2] we immediately have the following.

Theorem 3.3. Given any n x n symmetric hollow dissimilarity matrix, D, with power distance
representation by {(p;, )} where r = +/|en|/2 and ey, is the smallest eigenvalue of Gram(D) =
—%C’DC with C = 1 — J/n and J is an all 1 matrix, there exists a map [ : R" — R™, where
m = O(logn/e?) such that for any i # j € [n],
(1 - 5) POW((pi7 T)v (pjv T)) - €4T2 < POW((f(p,)7 T)v (f(p])’ T))
< (1+4¢)Pow((pi,7), (p;, 7)) + edr?.

Last, we remark that the error bounds in Lemma also imply a 1 + ¢ distortion for dimension
reduction on the Euclidean distances of the centers (as in the JL Lemmal[I]). Therefore, the lower
bound on the target dimension being Q(log n/c?) for a dimension reduction algorithm satisfying the

error bounds in Lemma [3.2]for generalized power distances holds, by the same argument in the proof
of dimension optimality of standard JL-lemma [19].

4 Algorithms for Non-Euclidean Johnson-Lindenstrauss Transforms

The algorithms used for the experiments are presented as follows. In both cases we assume an input
dissimilarity matrix D which is symmetric (D;; = D;;) and hollow (D;; = 0).

Pseudo-Euclidean JL Transform

1. Find the orthogonal decomposition of the dissimilarity matrix D = OAO” where A is a
diagonal matrix of the eigenvalues.

2. Let A be the (p, q) signature, i.e. A = sign(A)
3. Compute the the embedding into RP? by finding VAV .

4. For each point z in the embedding, split it into () and 2(9). Use standard JL transform
to project into R?" and RY respectively where p’ and ¢’ are the specified target dimension.

5. Return the projected points (z*"), () along with their (p', ¢') signature.

Power distance JL Transform
1. Find the orthogonal decomposition of the dissimilarity matrix OAOT
2. Compute e,,, the smallest eigenvalue of Gram(D). Set r = \/[e,[/2.
3. Add 472(J — 1) to D to obtain the new Euclidean distance matrix, E.
4

. Recover the Euclidean coordinates X’ such that E;; = ||} — 2||*. Perform standard JL
transform on X' to target dimension m.

5. Return the projected points along with their radii 7.

Computational efficiency. Since both methods start with a dissimilarity matrix we necessarily need
to recover the ‘coordinates’ first. This can be done by running the singular value decomposition



(SVD) on the Gram matrix in O(n?) time. There are several possible ways to speed up this step in
practice — by using landmark MDS for example. Another approach, motivated by the generalized
power distance formulation, is to consider appending a proper term 472 to the input matrix D and
later use the power distance with the recovered coordinates. If it happens that the coordinates are to
be learned from a representation learning module, we can skip this part and directly apply dimension
reduction. When applying standard JL transform we use random projection of Gaussian vectors. One
can use any JL transform for example [26}, 127, 28}, |29} 130] for this purpose.

5 Experiments

In this section, we present experimental results of the proposed JL transforms in non-Euclidean
settings with only a dissimilarity matrix as input. First, we validate our theoretical results by showing
the approximation error on datasets that are highly non-Euclidean. Next, we evaluate the algorithms
on real-world datasets, with the classical JL transform as a baseline. Finally, we test the proposed JL
transforms on a downstream task, k-means clustering, to show its potential wide applications.

Datasets. We use two synthetic datasets that are made non-Euclidean: Random-simplex and
Euclidean-ball. At a high level, for the Random-simplex, given a dataset of size n, each point is
constructed such that its first n — 1 coordinates form a simplex, while the final coordinate dominates
the pairwise distances. This design induces a large negative eigenvalue in the Gram matrix. The
Euclidean-ball dataset, inspired by Delft’s balls [53]], consists of n balls with varying radii. The
distance between two balls is defined as the minimal distance between any two points on their surfaces,
resulting in dissimilarities that violate the triangle inequality. For real-world data, We consider three
categories: genomics, image and graph data. The genomics data includes three cancer-related datasets
from the Curated Microarray Database (CuMiDa) [54]. Following the practice in prior work [18],
we obtain dissimilarities with entropic affinity. We also test two celebrated image datasets: MNIST
and CIFAR-10, each with 1000 images randomly sampled. We use the measures mentioned in [S5]]
to calculate the dissimilarities. The graph datasets are selected from the SNAP project [56]]. The
pairwise distances are shortest path distances. The basic statistics of all datasets are shown in Table [T}
We defer more details in Appendix

Dataset Simplex Ball | Brain Breast Renal | MNIST CIFARIO | Email Facebook Mooc

Size 1000 1000 | 130 151 143 1000 1000 986 4039 7047
#{\ <0} 900 887 53 59 57 454 399 465 1566 268
Metric X X X X X v v v v v

Table 1: Non-Euclidean/Non-metric Datasets used in experiments

5.1 Validation of Theoretical Results

Pseudo-Euclidean JL Transform. We start with demonstrating the multiplicative factor of pseudo-
Euclidean projection indeed falls into the range of (1 + ¢ - C;), as a corroboration of Theorem
Throughout, we set ¢ = 0.5 and the constant in the target dimension O(logn/c?)) as 2. Figure
verifies the approximation ratio on the Simplex and Brain datasets. We observe that most pairwise
dissimilarities behave as claimed. For the Brain dataset, even the bar range is very small we still
have all green points. There are minor exceptions indicated by the red points in the Simplex dataset.
However, first observe that they are still very close to the error bars. Further, we did not optimize
the constant factor in O(logn/e?)). In fact, if we double the target dimension (from 80 to 160), the
percentage of violations drops significantly from 12.01% to 4.62% for the Simplex dataset. We defer
the plots of other datasets to Appendix [C]

Power Distance JL Transform. To validate Theorem we show the residual additive error
of the power distance JL transform. By ’residual’ we refer to the absolute difference between the
dissimilarities given by the JL transform and the (1 & ¢) approximation of the true dissimilarities.
This term should be smaller than 4e72. As shown in Figure 3} all sampled points appear below the red
line, which is taken as 4e(7/100)2, a much tighter upper bound. Recall that a larger  indicates more
deviation from Euclidean geometry, the fact that the residual error is small shows the effectiveness of
our JL transform. We defer the plots of other datasets to Appendix [C|



Psuedo-Euclidean JL Projection Results with Upper and Lower Bounds for simplex Dataset Psuedo-Euclidean JL Projection Results with Upper and Lower Bounds for Brain Dataset
° @ Within bounds @ Within bounds.

@ Approximation range @ Approximation range
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Figure 2: The left is for Simplex dataset and right for the Brain dataset. Green points indicate the approximation
ratio is within the range and red the opposite. The error bars match the upper and lower bounds given by
(1 £e&-Cij). We sample 20 pairs of dissimilarities for presentation.

Power Distance JL Projection Residual Additive Error for CIFAR-10 Dataset
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Power Distance JL Projection Residual Additive Error for MNIST Dataset
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Figure 3: The left is for MNIST and right for CIFAR-10 dataset. We sampled 100 pairs of dissimilarities and
adopt /100 for presentation. Using the original » makes the red line at roughly y = 40000, which is very loose.

5.2 Performance of JL Transforms

Performance on Relative Error. We compare two proposed JL transforms with the classical JL
transform on all datasets and report the relative error, which is defined as the maximum among

%%Pm for all (4, ) pairs. ﬁij is the dissimilarity matrix obtained from any JL transform. It is a

J
suitable metric because all three algorithms have different theoretical guarantees, but the end goal
is always preserving pairwise dissimilarities. In Table 2] we show the worst-case (defined above)
average and median relative error. A smaller value indicates better performance.

We observe JL-PE performs the best for genomics data and JL-power performs the best for the rest,
on both metrics. The significant improvement implies when the JL transform matches with geometry,
we can expect really good results. The image datasets report inf for JL because different images are
projected to the same point. In a few cases JI-PE has slightly worse relative error than JL, but note
that this might be the outcome of really large factor C, which the performance of JL-PE is based on.

Method Simplex  Ball Brain Breast Renal | MNIST CIFARIO | Email Facebook MOOC

JL Max 6.47e5 597e5 | 1.02e12  7.09¢10 3.42el2 inf inf 3.85e4 1.18e6 2.94e5
JL-PE Max 1.11e6  5.31e5 | 8,21e4 26220  2.37e4 | 8.47e5 2.24e6 | 3.24e6  2.51e7 1.35¢7
JL-Power Max 109.18  12.102 | 3.11e7  1.92e6  1.17e8 85.76 55.74 781.45 82.74 24.22
JL Ave 442.65 4378 | 1.11e9  9.86e7  1.50e9 inf inf 15.64 12.62 39.83
JL-PE Ave 47.59 23.71 8.16 1.15 6.60 15.93 18.24 13.79 52.52 63.44
JL-Power Ave 13.52 1.002 | 3.73e4  3.12e3  5.57¢4 1.47 1.61 1.60 1.32 2.04
JL Median 6.36 6.68 | 2.69¢12 1.95ell 1.18e12 1.78 2.29 7.00 5.08 6.13
JL-PE Median 2.57 2.78 | 1284.06 174.74 3160.58 2.11 2.04 2.06 5.83 6.03
JL-Power Median 12.79 1.00 1.01e7  8.20e6  7.57¢7 1.30 1.35 1.35 1.16 1.99

Table 2: Max and Average Relative Error of All Datasets on Three JL Transforms.



Performance on Downstream %k-Means Clustering. We now evaluate if the propsoed JL transforms
consistently perform well on downstream tasks. The setup is straightforward: we first apply JL
transform to reduce the dimension of the original data, then we compare k-Means clustering cost
obtained from the processed data with the original optimal clustering cost.

Dataset  #Clusters (k) Original JL JL-pq JL-power
Brain 5 3.92x 107%  728.00 3.13 33.26
Breast 4 0.03 827.69  28.93 12.53
Email 42 5614 22634 21244 20764

Facebook 15 20499 284142 91644 303203

Table 3: Performance of Three JL Transforms with k-Means Clustering.

Table [3] demonstrates that both of the proposed JL transforms outperforms the classical JL, with
only one exception on Facebook where JL-power is slightly worse than JL. This observation shows
better effectiveness of the proposed JL transforms in downstream tasks. However, similar as above,
the relative performance varies between JL-pq and JL-power. This raises a key direction for future
research: formalize the conditions under which a specific JL transform is most suitable.

6 Discussions

The Pseudo-Euclidean space we study shares conceptual foundations with recent advances in similar-
ity learning. Notably, [S7] proposed neural similarity learning (NSL) which uses bilinear matrices to
generalize inner product similarity in convolutional neural networks through both static and dynamic
approaches. The bilinear form structures also appear in modern neural architectures [58]]. In the
scaled dot-product attention mechanism used in transformers, the attention score between two tokens
is computed as a bilinear form: score(q, k) = ¢q' Wk, where ¢ and k are query and key vectors
and W is a learned weight matrix. This mechanism effectively learns a similarity function over
the token space, which aligns with our use of bilinear forms to represent pairwise dissimilarities in
non-Euclidean geometry.

Future Direction. A promising future direction is to integrate the mathematical formulation in
this paper using both the pseudo-Euclidean representation and the generalized power distance
representation with current machine learning pipelines for representation and similarity learning.
Recently there has been increasing interest in representation learning in non-Euclidean spaces, e.g.,
learning modules in hyperbolic [59} 160,61} 162, 163|164, |65]], spherical or mixed-curvature product
manifolds (Cartesian products of hyperbolic, hyperspherical and Euclidean manifolds) [35/166,167, [68]
or general manifolds [69]]. Many of the prior work assume (piecewise) constant curvature in the
embedded space and our setting includes these spaces and beyond. One limitation of current work is
we are not able to build a theoretical connection between two proposed representations, or conditions
that one outperforms the other. Further, we are not aware of any lower bound result complementing
the fine-grained JL guarantee from the pseudo-Euclidean representation.

Conclusion. We explore Johnson-Lindenstrauss Transform in the non-Euclidean setting with dissimi-
larity matrix as the input. Via two different approaches, pseudo-Euclidean geometry and generalized
power distance, we show two theoretical results with similar flavor to the classical JL lemma. The
first gives a fine-grained error analysis and the second has an extra additive error term, both having
parameters indicating the deviation from Euclidean geometry. The experiment results corroborate
with our theoretical results, and demonstrate the superior performance of two proposed approaches
for Jl-type dimension reduction with non-Euclidean data.
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* The answer NA means that the abstract and introduction do not include the claims
made in the paper.
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* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: All datasets and parameters for evaluation are included in the paper or Ap-
pendix.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

* If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
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(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: All data source and code are made available either in the paper or supplemental
materials.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: All data and parameters for experiments were included in the paper.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance
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Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: The reported error is straightforward, either multiplicative or additive factors.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provide the information in the appendix experiment section.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: We reviewed the code of ethics and the work in this paper conforms to the
code.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
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10.

11.

12.

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We discussed the potential benefit of using the dimension reduction technique
proposed in this paper for speeding up machine learning for non-Euclidean data.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: N/A
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: N/A
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13.

14.

15.

Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: N/A
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: N/A
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
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Justification: N/A
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: N/A
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Relation of Generalized Power Distance to Silhouette Coefficient

The silhouette coefficient [S1] is a measure of how similar an object is to its own cluster compared
to other clusters. The silhouette coefficient ranges from -1 to 1, where a high value indicates that
the object is well matched to its own cluster and poorly matched to neighboring clusters. If most
objects have a high value, then the clustering configuration is appropriate. If many points have a low
or negative value, then the clustering configuration may have too many or too few clusters.

For simplicity, let us consider two clusters of finite points X, Y C R™ with |X| = |Y| = n. The
classical silhouette coefficient (in two clusters) can be defined as follows: For each point z € X,
define “inner distance” a(x) as the average distance between x and all other points in the same cluster,
and “cross distance” b(z) as the average distance between z and all points in the other cluster Y.
That is:

a(@)=— > da) ®)
n r'eX,x'#x
1

be) == > d(z,y) ©
yey

Then, the silhouette coefficient for a point x € X is defined as:
b(x) —
sy — @) —alx)
Norm(a(z),b(x))

and the silhouette coefficient for the cluster X is defined as the average of the silhouette coefficients
for all points in the cluster:

reX
Here the denominator Norm is a normalizing function which is usually chosen to be
Norm(a(z),b(x)) = max{a(z),b(z)} for the classical silhouette coefficient to make sure the
range lies in [—1, +1]. The silhouette coefficient can be used to measure the quality of a cluster.
For the overall clustering, the average silhouette coefficient scores over all clusters can be used to
measure the quality of the whole clustering results [70].

Now we are interested in using a similar idea to study the dissimilarity (divergence) between two
probability distributions, say two Gaussian distributions X = N (g, 04),Y = N(uy,0,). We
can naturally view the two distributions as two clusters. Here we are interested in the “silhouette
coefficient score” of the whole clustering.

To better analyze the “silhouette coefficient score” between two Gaussian distributions, we consider
an unnormalized version of the silhouette coefficient. For any z € X, let

a(z) = Bpox [z — ||,
b(x) = Eyoy[lle — yl?],
s(X) =Eyox[b(z) — - alx)],

where ¢ > 1 is a constant parameter used as a trade-off balance between inner distance and cross
distance. Now we can define an (unnormalized) silhouette score between two Gaussian distributions
X and ) as:

SC(X,9) £ [5(X) + s(V)]
= S e b(e) — c-a(e)] + Eyylbly) — ¢ aly)]
= Ev e [I2 = 91 — & Eowrmalle — 2'1P) + Eyyoplly — /1))

2
Based on properties of Gaussian distributions, we could calculate:

SCX,Y) = e = myl* = (¢ = 1)(0F + 07).

In general, we could consider a silhouette score between two Gaussian distributions composed with
two parts balanced with each other:
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1. Some distance DISp(X, ) measures the similarity between the two distributions.
2. Some negative terms A represent the variances of the two distributions themselves.

Here we consider the following construction of a silhouette score between two Gaussian distributions
we are interested in: Let A[X] = E, x|z — 2%

SCw(X,Y) £ DISE, (X,Y) — (A[X] + AD) (10)
= |ltte — pyl* + (02 — 0)* — 2(02 + 03) (11)
= lltte — pyll* = (02 + 0y)? (12)

where DIS}, is the squared 2-Wasserstein distance. This construction is interesting because it is
consistent with our construction of generalized power distance, which brings up a potential statistical
interpretation.

Normalized Silhouette Score One could also define a normalized version of the Silhouette Score.
In general, it could be defined as:

— DISp(X,Y) — C - (A[X] + A])
SC(x,Y) & 13
() = Sorm(DIS; (X, 3, C - (AX] T+ ADT) (13)
with some normalizer function Norm().
For example, we could define the normalized version SC'y as:
|4t — /’L’UHQ (0z+0 )
SCw(X,)) 4 Y (14)
W) P @t o)

The range of SCyy is [—1, 1]. Intuitively, it can be used to measure how well two Gaussian distri-
butions are separated. When these two Gaussian distributions have very close centers or very large
variances, the normalized silhouette score is close to —1, which means sampling from these two
distributions has a low chance of being well separated. It becomes —1 when they are identical X = ).
When these two distributions are far away or variances are very small, the normalized silhouette
score is close to 1, which means sampling from these two distributions enjoys a high chance of being
well separated. It becomes +1 when these two distributions are delta distributions on distinct center
points. Zero represents borderline cases. We set it to be —1 for y,, = p,, and 0, = o, = 0.

B Missing Proofs in Section 2] and Section [3]

B.1 Proofs in Section[2]

Proof of Lemma We apply the standard Johnson-Lindenstrauss lemma to the collection of points
{xl(-p )} and {mgq)} separately. By Eq (1) there are two random projection f, : R? — R? and
fq RT— RY with p’, ¢ = O(logn/e?) such that for anyi £7,

1 -z —PN% < £, — foa)E < (1 +smﬂp =%
(1)l — )% < £, (2l?) — fo (@)% < 1+ )l — 2|2,

Now we can bound the (p’, ¢’)-norm of the vector under projection f which produces f(x;) =
(fp(zi), fq(x;)) of dimension p’ + ¢'.

1 (@) = FEZ o = @)% — [ fale)]%
<(1+e)lzf” — 2% - 1 - e)llzi” — 2\
= ||z — x; |2, + ellwi — 251

The other direction is similar. O

Proof of Lemma[2.4, Consider the variables |[v]|%,/(p + ¢) and |[v[2 ,/(p + q). Let p = E(X?)
where X is a random variable with distribution f. Taking p + ¢ — oo and using Central Limit
Theorem implies that ||v||%/(p + ¢) and Hv|| o/ P+ q) wil] converge to their means which are

and §+qu respectively. Plugging in ¢ < C_Hp and p < C+1 L4 give us what we want. O
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Proof of Theorem@ We may first write the uniform distribution over the sphere as ¥ =

Yy Yptq - lu—vlle
(\/HXZH Ve \/Z"” 5 Yf) where each Y; = N(0, 1). Then the distribution of Taols
W © ZP‘H] Y2

+
f:l Yi2 - f §+1 Y2

Now Zp ta Y;? is just a chi-squared random variable with p + ¢ degrees of freedom. A common
known concentratlon inequality is:
PO € (1£8)(p+q)) = 1 - 2e~ 5 (3045
On the other hand, Y-7_, ¥;? = 37" 7 | ¥;? has mean p — q and we have the following concentration
inequality:
P+Q(1527%53)

P(x* € (p—q) £25(p + q)) >1—2 2 (2

since P Y2 € (14 6)(p + q) implies Zp Zf+§+1 € (p—q) £25(p+ q). The
greatest error ratio clearly is bounded by ¢ = C 1 1p and at:
(1+0)p+e) p-q ,_  2COA+H/C+1 1 §+2C
(p—q)—20(p+q)p+gq 2p/(C +1) —46pC/(C +1)C 1-25C
p+q 2
Y; 6+26C . p+q _pta(ls? 140
PP( Z = 6(1 T 50, ) 212 (36°—359%)
Z —p+1 p—4a
€/2
Now let5 = m
p+q 2
Y;
P( Z v g € ( Py 5 | 9o 0r+a)@/C?) 5 1 _ 0(n~2)
Z —p+1 2 p—aq

The last inequality comes from the fact that our target dimension is O(C? log(n)/€e?), so we can
make the assumption p + ¢ > O(C?1log(n)/€?). From a union bound, then we have with high

probability, ”“_”qu < C(1 4+ §) Then, we can use Theoremwith input ¢ = ¢/(2C') which

fu—v]]
gives us the error bound:

€

If(zs) = fFa)lZ g <z — 252, + IIxi—lel% (15)
< lws — 2512 +%C( )Ilan 2, (16)

2 € e 2
= lai — 230 + (5 + Fllwi = 2113, 17)
<A+ ez — a4, (18)
(19)
O

B.2 Proofs in Section[3

Proof of Lemma[3.]] We begin by finding the Gram Matrix of E = D — 4r2(I — J). Recall that the
centering matrix C' = [ — % The Gram matrix of E is

1 1 1 1
—icEc = —50(0 —4r%(I - J))C = —501)0 +2r2C(I — J)C = —§CDC +2r2C.

Here we use the fact that C(I — J) = C and C? = C. Further, C = I — < is symmetric and
positive semi-definite. C' has a single eigenvalue of 0 with 1,, as its eigenvector. We see that
Gram(D) = —%C’DC and C' share that eigenvalue and eigenvector. The rest of the eigenvalues of
C are 1. Then, the eigenvalues of Gram(FE) are exactly 2r2 added to the eigenvalues of Gram(D).
Thus, it is clear all of its eigenvalues are greater than or equal to zero as long as 212 > |e,,|. O

24



Proof of Lemma[3.2] We apply the standard Johnson-Lindenstrauss Lemma on the centers of the
power distance representation {p; } with a random projection f : R¢ — R™. By Eq (1) we have

Pow((f(pi), ), (f(ps),r3)) = 1f (pi) = f(i)|% — (ri +75)?
< (1 +o)llpi — pilly — (ri +75)?
= (14 ¢) Pow((pi,7), (pj, 7)) +e(ri + 7).

The other direction is similar. ]

C Additional Experimental Results

C.1 Details of Data Sets

SNAP dataset. We tested our methods on a diverse collection of real-world network datasets
sourced from the Stanford Network Analysis Project (SNAP) [56]. These datasets span various
domains and exhibit a wide range of structural properties, helping to validate the robustness and
generalizability of our findings.

* Email-Eu-core (Email) [71]: Email exchanges within a European research institution.
* MOOC-actions MOQOC) [72]: User actions on a Massive Open Online Course platform.
* Facebook-ego-networks (Facebook) [73]]: Ego-networks of Facebook users.

We only used the graph structures and ignored the edge weights and directions. That means all graphs
are treated as unweighted and undirected.

Synthetic datasets for examples. We also manually generated two datasets to demonstrate when
projecting in Pseudo-Euclidean space is better than projecting with power distances and vice versa.
In the first dataset, we had a single very large negative eigenvalue and the rest all positive eigenvalues
in the diagonal matrix of the orthogonal decomposition of the distance matrix. In this situation, power
distances of the points would have large radii and the error would be large while Pseudo-Euclidean
projection would be on a signature of (p, 1), so the error bound would be much smaller. In the second
dataset, we had the ratio of positive eigenvalues to negative eigenvalues was a constant fraction, and
the negative eigenvalues were all small. In this way, Pseudo-Euclidean projection would have a large
error bound while power distance projection would have very small radii and a small error bound.

Other datasets. We randomly select 1000 images from MNIST and CIFAR-10. The distance
measure between two images are computed by the k-neareast neighbor (i.e. Isomap) with £ = 10. The
distance measure of genomics dataset is Entopic Affinity, introduced in prior works and commonly
used for this datasets. The details of implementation can be found in our Github Repo.

C.2 Details of Implementation

All experiments are done with a Macbook Pro with Apple M2 Chip of 16GB memory. The algorithms
are fairly efficient and we did not encounter issues on computational resources.

The JL Transforms have only one parameter €, and we set that to be 0.5 throughout the paper. The
constant used in the big O notation of O(logn/e?) is 2. Another caveat is, our setting does not give
access to data coordinates, therefore after obtaining coordinates from the JL transform, we use the

original dissimilarity measure to reconstruct D. If the original measure is inexplicit or unknown, we
use Euclidean distance. We only use the data coordinates for the classical JL.

C.3 More Illustrations

The illustrations here extend the experiments to verify Theorem[2.3]and Theorem 3.3

25



Power Distance JL Projection Residual Additive Error for simplex Dataset le10 Power Distance JL Projection Residual Additive Error for ball Dataset
10

100
0.8
. 80 .
13 13
o ' 06
2 2
3 o — y=depstrn2 B — y=depstrn2
2 @ Sampled values 2 @ Sampled values
3 Toa
g a0 E
& &
02
20
0 0.0
3 20 w0 60 o 100 0 2 w0 ) ) 100
Sampled pairs Sampled pairs
(a) Residual error on simplex (b) Residual error on ball
Power Distance JL Projection Residual Additive Error for email Dataset 1e6 Power Distance JL Projection Residual Additive Error for facebook Dataset
30
50000
25
5 40000 5
g 220
s s
£ 30000 —— y =deps*r"2 ] —— y = deps*r2
2 @ Sampled values 215 @ Sampled values
2 20000 H
& §10
10000 05
o 0.0
0 20 40 60 80 100 0 20 40 80 100
Sampled pairs Sampled pairs
(¢) Residual error on email (d) Residual error on facebook
Figure 4: Illustrations of Power Distance JL Transform Residual Error
Psuedo-Euclidean JL Projection Results with Upper and Lower Bounds for email Dataset Psuedo-Euclidean JL Projection Results with Upper and Lower Bounds for facebook Dataset
@ Within bounds @ Within bounds
@ Outside bounds @ Outside bounds
@ Approximation range @ Approximation range
H < >
H ® H
H ? H
Sampled pairs. Sampled pairs.
(a) Approximation factor for email (b) Approximation factor for facebook
Psuedo-Euclidean JL Projection Results with Upper and Lower Bounds for mnist Dataset Psuedo-Euclidean JL Projection Results with Upper and Lower Bounds for cifarl0 Dataset
© Wit bounds
@ Outside bounds
@ Approximation range
>
3 3 »
H H
g [ g
£ £
g g
3 3
@ within bounds
@ Outside bounds
& Approximation range
Semped pars Semped pars
(¢) Approximation factor for MNIST (d) Approximation factor for CIFAR-10

Figure 5: Illustrations of Pseudo Euclidean JL Transform Multiplicative Error
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