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Abstract

Online propaganda poses a severe threat to001
the integrity of societies. However, existing002
datasets for detecting online propaganda have003
a key limitation: they were annotated using004
weak labels that can be noisy and even incor-005
rect. To address this limitation, our work makes006
the following contributions: (1) We present007
HQP: a novel dataset (N = 30,000) for de-008
tecting online propaganda with high-quality009
labels. To the best of our knowledge, HQP010
is the first dataset for detecting online propa-011
ganda that was created through human anno-012
tation. (2) We show empirically that state-of-013
the-art language models fail in detecting on-014
line propaganda when trained with weak labels015
(AUC: 64.03). In contrast, state-of-the-art lan-016
guage models can accurately detect online pro-017
paganda when trained with our high-quality la-018
bels (AUC: 92.25), which is an improvement of019
∼44%. (3) We show that prompt-based learn-020
ing using a small sample of high-quality la-021
bels can still achieve a reasonable performance022
(AUC: 80.27) while significantly reducing the023
cost of labeling. (4) We extend HQP to HQP+024
to test how well propaganda across different025
contexts can be detected. Crucially, our work026
highlights the importance of high-quality labels027
for sensitive NLP tasks such as propaganda de-028
tection.029

Disclaimer: Our work contains potentially offensive language030

and manipulative content. Reader’s discretion is advised.031

1 Introduction032

Propaganda is used to influence, persuade, or ma-033

nipulate public opinions (Smith, 2022). Nowadays,034

propaganda is widely shared on social media as a035

practice of modern warfare (e.g., in the ongoing036

Russo-Ukrainian war) and thus poses a significant037

threat to the integrity of societies (Kowalski, 2022).038

Existing NLP works for propaganda detection039

(e.g., Rashkin et al., 2017; Barrón-Cedeño et al.,040

2019; Da San Martino et al., 2019; Wang et al.,041

HQP Propaganda No propaganda Overall

R { Num. of posts (N ) 4,610 25,390 30,000
Avg. post length (in chars) 238.71 216.90 220.25
Num. of unique authors 3,910 20,140 23,317

HQP+ Propaganda No propaganda Overall

R { Num. of posts (N ) 4,610 25,390 30,000
Avg. post length (in chars) 238.71 216.90 220.25
Num. of unique authors 3,910 20,140 23,317

M { Num. of posts (N ) 337 663 1,000
Avg. post length (in chars) 231.63 225.23 227.38
Num. of unique authors 290 559 789

U { Num. of posts (N ) 256 744 1,000
Avg. post length (in chars) 231.65 229.35 229.94
Num. of unique authors 198 609 769

Table 1: Summary statistics. HQP contains R Russian
propaganda. HQP+ extends it with M anti-Muslim
propaganda in India, and U anti-Uyghur propaganda.

2020; Vijayaraghavan and Vosoughi, 2022) rely 042

upon datasets that were exclusively annotated using 043

weak labels and were, therefore, not validated by 044

humans. Because of this, labels can be noisy and 045

even incorrect. We later provide empirical support 046

for this claim and show that the overlap between 047

weak labels and human annotations is only ∼41%. 048

To fill this gap, we develop HQP: a novel 049

dataset with high-quality labels for detecting online 050

propaganda. HQP consists of N = 30,000 posts 051

in English from the Russo-Ukrainian war (Table 1). 052

We use human annotation and validation to gener- 053

ate high-quality labels. We then leverage state-of- 054

the-art, pre-trained language models (PLMs), i.e., 055

BERT, RoBERTa, and BERTweet, to benchmark 056

the performance in detecting online propaganda 057

using weak labels vs. our high-quality labels. We 058

find that high-quality labels are crucial for detect- 059

ing online propaganda. We further acknowledge 060

that human annotation also incurs labeling costs, 061

and, to address this, we extend our work to few- 062

shot learning (i.e., prompt-based learning). We fur- 063

ther introduce HQP+ (N+ = 32,000), an extended 064

version of HQP that adds two additional contexts: 065

anti-Muslim (1,000 posts) and anti-Uyghur propa- 066

ganda (1,000 posts). 067
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Our main contributions are as follows:1068

1. We construct HQP, a novel dataset with high-069

quality labels for online propaganda detection070

using human-annotated labels.071

2. We show that PLMs for detecting online pro-072

paganda using high-quality labels outperform073

PLMs using weak labels by a large margin.074

3. We adapt few-shot learning for online propa-075

ganda detection by prompting PLMs.076

4. We extend HQP to HQP+ to test the ability077

of cross-context propaganda detection.078

2 Related Work079

Detecting harmful content: Prior literature in080

NLP has aimed to detect a broad spectrum of harm-081

ful content such as hate speech (e.g., Badjatiya082

et al., 2017; Mathew et al., 2021; Pavlopoulos et al.,083

2022), rumors (e.g., Zhou et al., 2019; Bian et al.,084

2020; Xia et al., 2020; Wei et al., 2021), and fake085

news (e.g., Zellers et al., 2019; Liu et al., 2020; Lu086

and Li, 2020; Jin et al., 2022). Further, claim detec-087

tion has been studied, for example, in the context088

of the Russo-Ukrainian war (La Gatta et al., 2023).089

Overall, literature for detecting harmful content090

makes widespread use of datasets that were cre-091

ated through human annotations (e.g., Founta et al.,092

2018; Thorne et al., 2018; Mathew et al., 2021),093

but not for online propaganda.094

Detecting propaganda content: Previous095

works for propaganda detection can be loosely096

grouped by the underlying content, namely (1) offi-097

cial news and (2) social media.098

(1) News. To detect propaganda in official news,099

existing works leverage datasets that originate from100

propagandistic and non-propagandistic news out-101

lets (Rashkin et al., 2017; Barrón-Cedeño et al.,102

2019; Da San Martino et al., 2019, 2020; Solopova103

et al., 2023), yet these datasets are not tailored to104

online content from social media. As a case in105

point, Wang et al. (2020) found challenges in the106

capability of machine learning to transfer propa-107

ganda detection between news and online content.108

(2) Social media. To detect propaganda in social109

media, existing works create datasets from online110

platforms such as Twitter/X. For example, source-111

based datasets (e.g., Wang et al., 2020; Guo and112

1Code and data are available via https://anonymous.
4open.science/r/HiQualProp-68F9/ (link anonymized to
preserve blind review).

Vosoughi, 2022) combine a random sample of posts 113

(for the non-propagandistic class) with a sample of 114

posts from propagandistic sources (for the propa- 115

gandistic class). However, source-based datasets 116

rely on the source and not on the content for annota- 117

tion. TWEETSPIN (Vijayaraghavan and Vosoughi, 118

2022) collects posts that are annotated with weak la- 119

bels along different types of propaganda techniques 120

by mining accusations in the replies to each post. 121

Notably, all existing datasets for detecting online 122

propaganda were created through weak annotation 123

(see Table 2). To this end, labels can oftentimes be 124

noisy or even incorrect. We fill this gap by devel- 125

oping a human-annotated dataset with high-quality 126

labels for online propaganda detection. 127

Few-shot learning in NLP: Generally, con- 128

structing large-scale datasets with high-quality la- 129

bels in NLP is costly. Hence, there is a growing in- 130

terest in few-shot learning. Common methods typ- 131

ically leverage prompting, where the downstream 132

task is reformulated to resemble the masked lan- 133

guage modeling task the PLM was trained on (e.g., 134

Radford et al., 2019; Brown et al., 2020; Gao et al., 135

2021; Schick and Schütze, 2021; Liu et al., 2023). 136

Prompting has been highly successful in few-shot 137

learning, e.g., for rumor detection (Lin et al., 2023) 138

or humor detection (Li et al., 2023). However, 139

to the best of our knowledge, no work has so far 140

adapted few-shot learning to detect propaganda. 141

3 Dataset Construction 142

We construct a human-annotated dataset of English 143

social media content with propaganda (HQP). For 144

this, we construct a corpus of posts with Russian 145

propaganda from the 2022 invasion of Ukraine. We 146

collect posts from February 2021 until October 147

2022, i.e., our timeframe starts one year before the 148

invasion due to the widespread opinion that the 149

invasion was planned far in advance.2 We inten- 150

tionally choose the Russo-Ukrainian war due to its 151

significance for global politics (Kowalski, 2022) 152

and the size of the propaganda campaign (Geissler 153

et al., 2023). 154

Our methodology for constructing HQP (and 155

HQP+) follows best practices for human annota- 156

tion (Song et al., 2020). Specifically, we follow 157

a three-step process: (1) data collection, (2) sam- 158

pling, and (3) human annotation. 159

2https://www.nytimes.com/2021/04/09/world/
europe/russia-ukraine-war-troops-intervention.
html

2
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Dataset Domain Level Human ann. Model Few-shot

Rashkin et al. (2017) News Document ✗ LSTM ✗
Barrón-Cedeño et al. (2019) News Document ✗ Maximum entropy classifier ✗
Da San Martino et al. (2019) News Fragment ✓ Multi-granularity network ✗
Solopova et al. (2023) News Document ✗ BERT ✗

Wang et al. (2020) (“TWE”) Social media Short-text ✗ LSTM ✗
Vijayaraghavan and Vosoughi (2022) (“TWEETSPIN”) Social media Short-text ✗ Multi-view transformer ✗

HQP (ours) Social media Short-text ✓ BERT, RoBERTa, BERTweet ✓

Table 2: Overview of existing datasets for propaganda detection aimed at (i) news and (ii) online content.
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Figure 1: Data collection of candidate posts for HQP.

3.1 Data Collection160

Social media content with propaganda is rare in161

comparison to non-propaganda (i.e., well below162

0.1%). Therefore, simply collecting a random sub-163

set of posts will contain only very few samples164

from the positive class (i.e., propaganda). Instead,165

we follow the methodology in Founta et al. (2018)166

and perform a stratified search. Thereby, we sep-167

arately generate candidates for the positive class168

(D+) and for the negative class (D−) as shown in169

Figure 1. In D− we collect context-related samples170

that discuss topics related to the Russo-Ukrainian171

war but are likely not propaganda. Thereby, we cre-172

ate a challenging setting in which we can evaluate173

how accurately propaganda and non-propaganda174

can be discriminated.175

(i) Candidate search for positive class (D+):176

Analogous to Vijayaraghavan and Vosoughi (2022),177

we expect that propaganda on Twitter/X is often178

called out in replies or quotes (e.g., some users de-179

bunk propaganda). We thus access the Twitter His-180

torical API and perform a keyword-based search.181

Specifically, we crawl replies and quotes that con-182

tain phrases (keywords) that may accuse the orig-183

inal post of propaganda, such as (“russian” ∧184

“propaganda”) or (“war” ∧ “propaganda”). The185

full list is in Table A.1 in the supplements.186

We create the list of search keywords through187

an iterative process: (1) In each iteration, the cur- 188

rent list of keywords is used to filter for English- 189

language replies and quotes from Twitter/X. (2) We 190

then manually scan the most frequent words (in- 191

cluding bi- and tri-grams) for phrases that can po- 192

tentially qualify as propaganda accusations. (3) We 193

add these to our list of keywords. We repeat the 194

process for three iterations and use the final list 195

of search keywords to retrieve our set of replies 196

and quotes. Afterward, we crawl the correspond- 197

ing source posts, which resulted in ∼2.5 million 198

candidates for D+. 199

(ii) Candidate search for negative class (D−): 200

To collect candidates for the negative class, we 201

crawl a random sample of 2.5 million posts that 202

discuss the Russo-Ukrainian war but that have not 203

necessarily been identified as propaganda through 204

users. For this, we use a similar iterative proce- 205

dure to generate a keyword list as for the positive 206

class. However, we now perform a keyword search 207

only for source posts (but not for replies or quotes). 208

Example keywords are (“russia” ∧ “war”) and 209

(“ukraine” ∧ “war”). The complete list of search 210

keywords is in Table A.4 in the supplements. 211

Postprocessing: We postprocess the candidates 212

for both the positive class (D+) and the negative 213

class (D−). Specifically, we filter out duplicates, 214

non-English posts, and very short posts (i.e., fewer 215

than 5 words). The resulting union of both postpro- 216

cessed candidate sets contains |D+|+ |D−| ≈ 3.2 217

million samples. 218

Unlike Vijayaraghavan and Vosoughi (2022), we 219

do not perform weak labeling by simply assigning 220

a label to a post depending on whether it is in D+ 221

or D−, respectively. Instead, we generate high- 222

quality labels through human annotation. This is 223

motivated by our observation that many samples in 224

D+ cover the Russo-Ukrainian war but do not qual- 225

ify as propaganda. Hence, weak labeling would 226

lead to many false positives. 227

3.2 Boosted Sampling 228

We collect N = 30,000 posts from the postpro- 229

cessed union of D+ and D− for human annotation. 230
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We adopt boosted sampling (Founta et al., 2018)231

as we observe that the majority of samples from232

the previous step cover “normal” content and do233

not necessarily qualify as propaganda. We want234

a sufficient proportion of positive class labels in235

our dataset, since, otherwise, the dataset will not236

be useful for the research community. To address237

the class imbalance, we use weighted sampling.238

For this, we generate weights wi for each post as239

the inverse term frequency of potential propaganda240

phrases (e.g., “nobody talks about”), that is,241

wi =
ni∑M
j=1 nj

, (1)242

where ni is the number of occurrences of propa-243

ganda phrases and M = |D+|+ |D−|. We use the244

list of 189 potential propaganda phrases from Vija-245

yaraghavan and Vosoughi (2022). As a result, our246

boosted sampling approach will increase the likeli-247

hood that actual propaganda content (true positives)248

is later annotated (rather than false positives).249

3.3 Human Annotation250

To annotate our data, we recruit human work-251

ers from Prolific (https://www.prolific.co/).252

Workers are pre-selected according to strict criteria:253

residency in the UK/US, English as a first language;254

enrollment in an undergraduate, graduate, or doc-255

toral degree; a minimum approval rate of 95%; and256

at least 500 completed submissions on Prolific. The257

annotation instructions and considerations on the258

selected criteria are in Appendix B.259

Workers are asked to annotate two labels for each260

post. The first is a binary label (BL) to classify pro-261

pagandistic vs. non-propagandistic content. The262

second is a propaganda-stance label (PSL) aimed263

at capturing the context-related stance behind pro-264

pagandistic posts. Therefore, if a post is annotated265

as propagandistic, the worker is asked to select266

one of four context-related propaganda stances that267

are represented in this post (thus giving PSL). The268

four propaganda stances were carefully chosen af-269

ter manually studying a sample of 2,000 posts and270

discussing different options with an expert team271

of propaganda researchers. Specifically, for PSL,272

workers have to decide whether the propagandistic273

post has a stance (1) against the main opposition274

(e.g., against Ukraine), (2) pro own stance (e.g.,275

pro Russian government), (3) against other opposi-276

tions (e.g., against Western countries), or (4) other.277

Hence, only propagandistic posts (BL = 1) receive278

one of the four stances. In Table 3, we list five279

example posts and their corresponding labels, i.e., 280

BL and PSL. 281

Our annotation follows a batch procedure accord- 282

ing to best practices (Song et al., 2020), i.e., a pool 283

of workers annotates a subset of the data to avoid 284

fatigue. We thus split the dataset (N = 30.000) 285

into 300 batches with 100 posts each. Each batch 286

is annotated by two workers. Beforehand, we man- 287

ually annotate 10 posts of each batch with respect 288

to BL to measure the quality of the annotations:3 289

If (a) a worker incorrectly labeled more than 20% 290

of the internally annotated posts or (b) the inter- 291

annotator agreement between both workers has a 292

Cohen’s kappa (Cohen, 1960) ≤ 0.4, we discard 293

the annotation and repeat the annotation for the 294

batch. Overall, we had to discard and redo 7.5% of 295

the batch annotations. 296

When annotators disagreed on BL for individual 297

posts, we resolve the conflicts as follows: the BL is 298

then re-annotated by randomly assigning it to one 299

of the top 25 annotators. If there is disagreement on 300

the PSL after resolving the disagreement on the BL, 301

the final PSL is decided by the author team. The lat- 302

ter was the case for only 2.6% of the posts. Overall, 303

the agreement with the internally annotated posts 304

amounts to 91.92% and the inter-annotator agree- 305

ment (Cohen’s kappa (Cohen, 1960)) is 0.71 for 306

BL and 0.62 for PSL. Altogether, this corroborates 307

the reliability of our multi-annotator, multi-batch 308

annotation procedure. Table 3 lists five example 309

tweets and their corresponding labels, i.e., BL and 310

PSL. 311

3.4 Data Enrichment 312

Propaganda techniques: We also provide weak 313

labels for the 18 propaganda techniques defined 314

by Da San Martino et al. (2019). For weak label- 315

ing, we use the approach in (Vijayaraghavan and 316

Vosoughi, 2022) and assign weak labels according 317

to their mapping of propaganda phrases to propa- 318

ganda techniques. The distribution of propaganda 319

techniques is shown in Appendix E. 320

Linguistic dimensions: We further provide the lin- 321

guistic dimensions (e.g., negative and positive emo- 322

tions) of each post using the LIWC2015 dictionary 323

(Pennebaker et al., 2015). We refer to Appendix F 324

for an analysis of the linguistic dimensions. 325

Author meta information: We further crawled 326

additional meta information about authors (e.g., 327

number of followers); see Appendix I. We report 328

3The internally annotated tweets only serve as quality
checks and do not determine the final labels.
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Posts BL PSL

“STOP RUSSIAN AGGRESSION AGAINST #UKRAINE . @USER CLOSE THE SKY OVER UKRAINE ! EXCLUDE RUSSIA FROM THE
@USER SECURITY COUNCIL ! #StopPutin #StopRussia HTTPURL”

False —

“The Textile Worker microdistrict in Donetsk came under fire ! The Ukraine nazis dealt another blow to
the residential quarter At least four civilians were killed on the spot . #UkraineRussiaWar #UkraineNazis
#ZelenskyWarCriminal @USER @USER HTTPURL”

True Against main
opposition

“The denazification of Ukraine continues . In Kherson , employees of the Russian Guard detained two
accomplices of the Nazis . During the operation , the National Guard officers detained several leaders of
neo-Nazi formations and accomplices of the SBU . HTTPURL HTTPURL”

True Pro own
stance

“Western ‘leaders’ continue with their irrational drive toward WWIII . NATO is a criminal enterprise , an
instrument of white power threat to global humanity . Join anti-NATO protests around the world . HTTPURL”

True Against other
oppositions

“Chinese and Indian citizens must leave Ukraine because Ukraine is run by the Nazi / Zionist fascists since
the coup d’etat of 2014 .”

True Other

Table 3: Example posts in our HQP dataset. BL is a binary label for whether a post is propaganda or not. PSL is the
propaganda-stance label.

summary statistics for meta information about au-329

thors in Table I.1 and Table I.2.330

3.5 HQP+331

We also provide an extended version called HQP+332

(N+ = 32,000) where we include broad cover-333

age of different propaganda contexts. Thereby,334

we provide an additional dataset to detect context-335

independent patterns of propaganda. We addi-336

tionally include (1) anti-Muslim propaganda in In-337

dia (1,000 posts) and (2) anti-Uyghur propaganda338

(1,000 posts). Our choice is informed by prior339

social media research (Oxford Internet Institute,340

2023). Both contexts have diverse origins and are341

considered salient propaganda contexts in current342

media studies (Oxford Internet Institute, 2023).343

Our annotation follows the same procedure as344

for HQP: based on boosted sampling and human345

annotation (i.e., multi-annotator and multi-batch346

approach) we generate high-quality labels. As the347

topics differ, we use different keywords to obtain348

candidate posts for each class of the two new events.349

We again refer to Appendix A.2 for the full list of350

keywords. Appendix C lists exemplary posts for351

the two new contexts in HQP+.352

4 Methods353

In our experiments, we follow state-of-the-art meth-354

ods from the literature (see Sec. 2) to ensure the355

comparability of our results. To this end, we use356

a binary classification task (propaganda = 1, oth-357

erwise = 0). Results are reported as the average358

performance over five separate runs. In each run,359

we divide the dataset into train (70%), val (10%),360

and test (20%) using a stratified shuffle split.361

4.1 Fine-Tuning PLMs362

PLMs: We use the following PLMs for our ex-363

periments: BERT-large (Devlin et al., 2019),364

RoBERTa-large (Liu et al., 2019), and BERTweet- 365

large (Nguyen et al., 2020). The latter uses the pre- 366

training procedure from RoBERTa but is tailored 367

to English Twitter posts to better handle social me- 368

dia content. We report implementation details in 369

Appendix G.4 370

Baselines: We compare the fine-tuning procedure 371

on our high-quality labels vs. baselines with weak 372

labels. All evaluations are based on separate test 373

splits of HQP with human verification. 374

•TWE: We fine-tune on weak labels of the public 375

TWE dataset (Wang et al., 2020) as a baseline for 376

source-based datasets. 377

•TWEETSPIN: The TWEETSPIN dataset with 378

weak labels (Vijayaraghavan and Vosoughi, 2022) 379

is not public, and we thus replicate the data collec- 380

tion procedure (N = 3,223,867). 381

•HQP-weak: As an ablation study, we construct 382

a dataset with weak labels based on our data col- 383

lection procedure from HQP. Specifically, we map 384

from our classification into D+ and D−. We gen- 385

erate N = |HQP| samples so that the size is com- 386

parable to HQP. This allows us to later isolate the 387

effect of the dataset size from the role of weak vs 388

high-quality labels.5 389

4.2 Prompt-Based Learning 390

For few-shot learning, we leverage state-of-the-art 391

prompt-based learning (Liu et al., 2023; Gao et al., 392

2021), which requires only a small set of labeled 393

samples and thus reduces annotation costs. Specif- 394

ically, we use a three-step procedure: (i) finding 395

the best template, (ii) finding the best verbalizer, 396

and (iii) prompt-based fine-tuning. More informa- 397

4We also evaluated the performance of fine-tuning PLMs
when incorporating author meta information. Implementation
details and results are reported in Appendix I.

5We also experimented with a variant of the dataset where
we used weak labeling for all ∼3.2 million samples but found
comparable results.
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tion on prompt-based learning and implementation398

details are provided in Appendix H.399

(i) Automatic template generation: Here, we400

use the LM-BFF procedure from Gao et al. (2021).401

We randomly sample k′ positive and k′ negative402

examples for training and validation, which thus403

requires k = 4 × k′ samples overall. We use the404

seq2seq PLM T5 (Raffel et al., 2020) to generate405

template candidates. Given the training example406

and an initial verbalizer6, T5 then generates a can-407

didate template by filling in the missing spans. We408

use beam search to generate a set of 100 candidate409

templates. Afterward, we fine-tune each template410

using the training examples and the downstream411

PLM. Finally, the best-performing template is cho-412

sen based on the performance on the val set.413

(ii) Automatic verbalizer generation: We use414

the method from Gao et al. (2021) to generate415

the verbalizer (i.e., to map predictions to our la-416

bel classes). For each class, we construct a set of417

100 candidate tokens based on the conditional like-418

lihood of the downstream PLM to fill the [MASK]419

token using the best-performing template from step420

(i). These candidates are fine-tuned and re-ranked421

to find the best candidate for each class with regard422

to the performance on the val set.423

(iii) Prompt-based fine-tuning: We use the best424

template from step (i) and the best verbalizer from425

step (ii) to form our prompt. We fine-tune the down-426

stream PLM with this prompt to create the final427

model for propaganda detection. We refer to the428

above model as LM-BFF.7429

4.3 Extension of LM-BFF to Auxiliary-Task430

Prompting431

We extend the above LM-BFF procedure for in-432

ductive learning and use both the BL and the PSL433

labels during prompting. The rationale behind this434

is three-fold: (1) We use information about the435

propaganda stance and thus richer labels, which436

may improve performance. (2) Propaganda can be437

highly diverse, and, through the use of more gran-438

ular labels, we can better capture heterogeneity.439

(3) The overall sample size remains low with only440

a minor increase in labeling costs. This is benefi-441

cial in practice when newly emerging propaganda442

6This initial verbalizer is only used to generate template
candidates. We discard the initial verbalizer for the automatic
verbalizer generation in step (ii).

7We also evaluate a set of baselines for our prompt-based
learning in Appendix H.4. However, the results were not better
than those reported in Section 5.3.

narratives must be detected and there are thus only 443

a few available samples. 444

To leverage both BL and PSL labels, we develop 445

a custom architecture for auxiliary-task prompting, 446

which we refer to as LM-BFF-AT. Specifically, we 447

apply steps (i) to (iii) for our two labels BL and PSL, 448

separately. This results in two different fine-tuned 449

versions of the downstream PLM with different 450

templates and verbalizers. To classify a given input 451

text, we fuse verbalizer probabilities for each label 452

into a classification head, which computes the final 453

prediction. For the classification heads, we train an 454

elastic net and a feed-forward neural network with 455

one hidden layer on top of the verbalizer probabili- 456

ties. The val set is used for hyper-parameter tuning. 457

Hyper-parameter grids for the classification heads 458

are reported in Appendix H.2. Note that our LM- 459

BFF-AT approach uses two labels but can easily be 460

generalized to n labels.8 461

5 Experiments 462

5.1 Weak Labels ̸= High-Quality Labels 463

RQ1: What is the discrepancy between weak label- 464

ing vs. human annotation? 465

No propaganda Propaganda

High-quality labels

N
o 

pr
op

ag
an

da
Pr

op
ag

an
da

W
ea

k 
la

be
ls

 34.83% 25.07%

65.17% 74.93%

Figure 2: Contingency table
comparing weak vs. high-
quality labels.

We find a substan- 466

tial discrepancy be- 467

tween the weak la- 468

bels (from HQP- 469

weak) and our high- 470

quality labels (from 471

human annotation). 472

The overall agree- 473

ment is only 41.0% 474

as the majority of 475

labels differ (Fig- 476

ure 2). Hence, weak 477

labels are noisy and often incorrect, therefore, mo- 478

tivating our use of high-quality labels from human 479

annotation. 480

5.2 Propaganda Detection when using Weak 481

vs. High-Quality Labels 482

RQ2: How well can state-of-the-art PLMs detect 483

online propaganda when trained with weak labels 484

vs. high-quality labels? 485

Table 4 compares the performance of state-of-the- 486

art PLMs in detecting online propaganda when 487

trained with weak labels vs. high-quality labels. 488

8We also evaluated the performance of LM-BFF-AT when
additionally incorporating author and pinned-post features.
Implementation details and results are in Appendix I.
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Precision Recall F1 AUC

Training data BERT RoBERTa BERTweet BERT RoBERTa BERTweet BERT RoBERTa BERTweet BERT RoBERTa BERTweet

TWE (Wang et al., 2020) 14.86
(0.65)

14.67
(0.51)

14.75
(0.20)

46.04
(3.01)

45.71
(2.47)

53.47
(6.13)

22.46
(0.99)

22.20
(0.83)

23.08
(0.52)

47.93
(1.58)

48.63
(1.67)

47.22
(0.81)

TWEETSPIN (Vijayaragha-
van and Vosoughi, 2022)

23.08
(1.51)

23.18
(1.11)

23.33
(1.25)

60.09
(1.87)

59.65
(1.48)

59.25
(1.85)

33.32
(1.54)

33.38
(1.36)

33.46
(1.46)

64.03
(1.05)

63.50
(1.06)

63.85
(1.41)

HQP-weak (weak labels on
our HQP)

16.42
(0.17)

16.39
(0.31)

16.16
(0.18)

69.24
(1.38)

69.94
(3.03)

68.22
(2.64)

26.55
(0.30)

26.56
(0.61)

26.13
(0.43)

56.71
(0.99)

56.79
(2.07)

56.64
(0.76)

HQP (ours) 61.52
(5.77)

66.68
(2.30)

68.86
(2.37)

64.65
(3.83)

70.80
(2.85)

70.65
(2.52)

62.77
(1.92)

68.64
(1.80)

69.70
(1.31)

88.21
(0.62)

91.76
(0.62)

92.25
(0.80)

Stated: mean (SD).

Table 4: Results of propaganda detection for different PLMs fine-tuned on weak vs. high-quality labels.

For this, we vary the choice of the underlying PLM489

(BERT, RoBERTa, BERTweet) and the data used490

for fine-tuning (TWE, TWEETSPIN, HQP). We491

make the following observations: (1) The different492

PLMs reach a similar performance, which corrob-493

orates the robustness and reliability of our results.494

Recall that we intentionally chose state-of-the-art495

PLMs to allow for comparability when bench-496

marking the role of weak vs. high-quality labels.497

(2) Weak labels from the TWE dataset (Wang et al.,498

2020) lead to an AUC similar to a random guess,499

while weak labels from the TWEETSPIN dataset500

reach an AUC of 64.03. (3) We use HQP-weak501

for an ablation study where we use the weak labels502

from our classification into D+ and D− for train-503

ing. We find an AUC of 56.79. (4) PLMs trained504

with high-quality labels perform best with an AUC505

of 92.25 (for BERTweet). Thereby, we achieve an506

improvement in AUC over best-performing weak507

labels (TWEETSPIN) of ∼44%. In sum, the per-508

formance gain must be exclusively attributed to509

the informativeness of high-quality labels (and not510

other characteristics of the dataset).9511

We further inspect weak vs. high-quality labels512

visually. For this, we plot the representation of513

the [CLS] tokens from HQP using t-SNE (van der514

Maaten and Hinton, 2008). As seen in Figure 3,515

the representations learned with high-quality la-516

bels (right plot) are more discriminatory for the517

true labels than those learned on weak labels (here:518

TWEETSPIN; left plot).519

5.3 Performance of Few-Shot Learning520

RQ3: How much can few-shot learning reduce521

labeling costs for detecting online propaganda?522

9Note that the recall improvement with our high-quality la-
bels is relatively small, while we register a strong improvement
in precision. In fact, for weak labels, the fine-tuned models
tend to predict the propaganda class too often, which leads
to a large number of false positives. In practice, this incurs
substantial downstream costs during fact-checking (Naumzik
and Feuerriegel, 2022) or may infringe free speech rights.

20 15 10 5 0 5 10 15 20
10

5

0

5

10

High-quality label
0
1

Weak label
0
1

20 10 0 10 20
4

3

2

1

0

1

2

3

High-quality label
0
1

Weak label
0
1

Figure 3: t-SNE visualization showing the representa-
tions of the [CLS] tokens for BERTweet fine-tuned on
TWEETSPIN labels (left) and HQP (right).

To reduce the costs of labeling, we use few-short 523

learning (see Figure 4). Here, we vary the overall 524

number of labeled samples (k = 4 × k′). We 525

compare the performance of prompt-based learning 526

with LM-BFF (using only BL) vs. LM-BFF-AT 527

(using BL and PSL). 528

Figure 4 compares the performance across the 529

different values for k′ and the prompt-based learn- 530

ing methods. Generally, a larger k′ tends to im- 531

prove the performance. For example, for k′ = 128 532

and LM-BFF, we register a mean F1-score of 43.03 533

and a mean AUC of 79.74. As expected, this is 534

lower than for fine-tuned PLMs but it is a promis- 535

ing finding since only 2.13% of the labeled exam- 536

ples are used for training and validation. Using 537

LM-BFF-AT with an elastic net as the classifica- 538

tion head consistently improves the performance of 539

prompt-based learning across all k′. For k′ = 128, 540

we achieve a 2.8% improvement in the F1-score 541

(44.22) and a 0.7% improvement in AUC (80.27). 542

On average, over all k′, the improvement amounts 543

to 1.25% for the F1-score and 0.51% for the AUC. 544

Generally, the variant with an elastic net tends to be 545

better than the variant with a neural network, likely 546

due to the small size of the training sample.10 547

10We report evaluations of the auxiliary task (i.e., prompt-
based learning for PSL) in Appendix H.3.
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Figure 4: Results for prompt-based learning for LM-
BFF vs. LM-BFF-AT (left: F1, right: AUC, top: ab-
solute performance, bottom: %-improvement over LM-
BFF). EN (NN) refers to the elastic net (neural net)
classification head. k′ refers to the number of examples
sampled from each class for both training and validation.
Error bars denote the standard errors across 5 runs.

5.4 Propaganda Detection across Different548

Contexts549

RQ4: What is the cross-context performance in550

detecting propaganda?551

Table 5 compares the performance of PLMs for de-552

tecting propaganda across contexts. We fine-tune553

the PLMs on HQP+, which includes the contexts554

of R Russian propaganda (N = 30,000), M anti-555

Muslim propaganda in India (N = 1,000), and556

U anti-Uyghur propaganda (N = 1,000). Over-557

all, we find that the performance is largely robust558

across contexts. The performance of detecting pro-559

paganda in the two additional contexts is consider-560

ably high. This is especially surprising when keep-561

ing in mind that both events individually only ac-562

count for around ∼3% of the entire HQP+ dataset.563

6 Discussion 564

We introduce HQP: the first dataset for online pro- 565

paganda detection with human annotations. Our 566

experiments have direct implications for the NLP 567

community. 568

• Implication 1: When identifying propaganda, 569

there is a substantial discrepancy between weak 570

labeling and human annotations. This pinpoints 571

weaknesses in existing datasets for online propa- 572

ganda detection (Wang et al., 2020; Vijayaraghavan 573

and Vosoughi, 2022), since these make exclusive 574

use of weak labeling. To this end, our work high- 575

lights the importance of human feedback for sensi- 576

tive NLP tasks such as propaganda detection. 577

• Implication 2: High-quality labels are crucial 578

to detect online propaganda. Our experiments are 579

intentionally based on state-of-the-art PLMs to en- 580

sure the reliability and comparability of our results. 581

Generally, PLMs fail to detect propaganda when 582

fine-tuned with weak labels. In contrast, there is 583

a large improvement (∼44%) when using high- 584

quality labels. 585

• Implication 3: Few-shot learning can be an effec- 586

tive remedy to reduce the cost of human annotation 587

of propaganda. To the best of our knowledge, our 588

work is the first to adapt few-shot learning (via 589

prompt-based learning) to propaganda detection. 590

Interestingly, our performance is similar to that 591

in related NLP tasks such as, e.g., detecting ru- 592

mors (Lin et al., 2023) and humor (Li et al., 2023). 593

Despite the challenging nature of our task, the per- 594

formance of few-shot learning is promising. For 595

example, only k = 64 (k′ = 16) high-quality an- 596

notated samples are needed to outperform propa- 597

ganda detection with weak labels. For k = 512 598

(k′ = 128), we already achieve an improvement 599

over weak labels of 24.54%. 600

Precision Recall F1 AUC

Context BERT RoBERTa BERTweet BERT RoBERTa BERTweet BERT RoBERTa BERTweet BERT RoBERTa BERTweet

R
63.02
(2.89)

66.03
(2.58)

65.75
(4.79)

61.61
(2.85)

68.60
(0.9)

70.42
(2.97)

62.21
(1.03)

67.26
(1.06)

67.83
(1.37)

87.31
(0.65)

91.48
(0.69)

91.77
(0.51)

M
55.31
(8.93)

62.18
(13.54)

62.72
(6.64)

61.16
(17.69)

53.9
(17.87)

48.83
(9.18)

56.25
(5.62)

54.23
(9.15)

54.07
(4.02)

74.07
(5.83)

75.72
(3.56)

78.05
(1.79)

U
69.55
(7.81)

76.24
(7.16)

78.67
(5.37)

55.99
(5.65)

51.37
(5.51)

56.51
(9.51)

61.76
(4.62)

61.13
(4.68)

65.26
(6.55)

78.12
(3.93)

79.96
(2.76)

82.47
(3.1)

Overall
62.56
(3.0)

65.8
(2.23)

65.94
(4.44)

61.29
(3.32)

66.78
(1.28)

68.25
(3.31)

61.81
(1.19)

66.27
(1.35)

66.9
(0.93)

86.86
(0.49)

90.67
(0.9)

91.15
(0.47)

Stated: mean (SD).

Table 5: Results of propaganda detection for different PLMs fine-tuned on HQP+. We show the performance of
PLMs in detecting propaganda across three contexts (i.e., R Russian propaganda, M anti-Muslim propaganda in
India, and U anti-Uyghur propaganda).
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7 Limitations601

As with other works, ours is not free of limitation.602

First, there is no universal rule to identify propa-603

ganda. Hence, the perception may vary across indi-604

viduals. We address this by having our dataset an-605

notated through multiple raters and showing raters606

a task description that includes a widely accepted607

definition of propaganda (see Smith, 2022). Sec-608

ond, we are further aware that PLMs may embed bi-609

ases that are populated in downstream tasks. Hence,610

we call for careful use when deploying our meth-611

ods in practice. Third, narratives that fall under612

the scope of propaganda may change over time.613

Hence, we recommend that both the dataset con-614

struction and the PLM fine-tuning is repeated reg-615

ularly. To this end, we provide a cost-effective616

approach through few-shot learning.617

8 Ethics Statement618

Our dataset will benefit research on improving619

social media integrity. The construction of our620

dataset follows best-practice for ethical research621

(Rivers and Lewis, 2014). The dataset construc-622

tion and usage were approved as ethically un-623

problematic by the ethics commission of [univer-624

sity name anonymized] ([ethics approval number625

anonymized]). In particular, our dataset contains626

only publicly available information. The privacy627

policy of Twitter/X warns users that their content628

can be viewed by the general public. Further, we re-629

spect the privacy of users and only report aggregate630

results throughout our paper. Although we believe631

the intended use of this work is largely positive,632

there exists potential for misuse (e.g., by propa-633

ganda campaigns to run adversarial attacks and634

develop techniques to avoid detection). To this end,635

we call for meaningful research by the NLP com-636

munity to further improve social media integrity.637

Finally, we encourage careful use of our dataset,638

as it contains potentially offensive language and639

manipulative content, which lies in the nature of640

the task.641

HQP (and HQP+) was annotated using Prolific.642

The workers were paid 11.40 USD per hour, which643

is above the federal minimum wage.644
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A Dataset Construction844

A.1 HQP+845

HQP+ is an extended dataset where we include846

broad coverage of different propaganda themes.847

To this end, we additionally include (1) M anti-848

Muslim propaganda in India and (2) U anti-849

Uyghur propaganda. Our choice is informed by850

prior social media research (Oxford Internet In-851

stitute, 2023). Both events have diverse origins852

and are considered as salient propaganda topics853

in current media studies (Oxford Internet Institute,854

2023).855

For both M and U propaganda, we collected856

and annotated 1,000 posts. Hence, the final dataset857

comprises overall N+ = 32,000 posts. Our aim is858

to provide a dataset based on which PLMs. can be859

fine-tuned to detect general patterns of propaganda860

Our annotation follows the same procedure as861

in Section 3: based on boosted sampling and hu-862

man annotation (i.e., multi-annotator and multi-863

batch approach) we generate high-quality labels.864

As the topics differ, we use different keywords to865

obtain candidate posts for each class of the two new866

events. We refer to Appendix A.2 for a full list of867

keywords.868

A.2 Keywords for Dataset Construction869

Table A.1 ( R ), Table A.2 ( M ), and Table A.3870

( U ) list the keywords used in our dataset con-871

struction process to obtain candidate posts for the872

positive class (D+) via accusations in replies. Ta-873

ble A.4 ( R ), Table A.5 ( M ), and Table A.6 ( U )874

show the keywords that are used to collect can-875

didate posts for the negative class (D−). Gener-876

ally, keywords relevant to the positive class should877

mostly be terms that express accusations of pro-878

paganda, while keywords relevant to the negative879

class should be mostly terms that refer to general880

activities of the war. The keywords in both lists881

contain further results from our construction proce-882

dure in that we list the iteration in which they were883

added to the list.884

Keywords (D+) Iteration

russia(n) ∧ propaganda 1
russia(n) ∧ propagandist 1
kremlin ∧ propaganda 2
kremlin ∧ propagandist 2
putinist(s) 2
putinism 2
russia(n) ∧ lie(s) 3
war ∧ propaganda 3
war ∧ lie(s) 3
putin ∧ propaganda 3
putin ∧ propagandist 3
russia(n) ∧ fake news 3

Table A.1: R List of keywords used to get propaganda
accusations in the context of Russian propaganda and
the corresponding iteration they were added to the key-
word list. The ∧-operator indicates that both keywords
have to appear.

Keywords (D+) Iteration

anti(-)muslim ∧ propaganda 1
anti(-)muslim ∧ hate 1
india(n) ∧ propagandist 2
india(n) ∧ propaganda 2
india(n) ∧ lie(s) 3
hindutva ∧ propaganda 3
hindutva ∧ lie(s) 3
hindutva ∧ hate 3
hindutva ∧ conspiracy 3

Table A.2: M List of keywords used to get propaganda
accusations in the context of anti-Muslim propaganda in
India and the corresponding iteration they were added
to the keyword list. The ∧-operator indicates that both
keywords have to appear.

Keywords (D+) Iteration

anti(-)uyghur ∧ propaganda 1
anti(-)uyghur ∧ hate 1
covid19 ∧ propaganda 1
covid19 ∧ conspiracy 1
china ∧ propagandist 2
china ∧ propaganda 2
chinese ∧ propagandist 2
chinese ∧ propaganda 2
china ∧ lie(s) 3
chinese ∧ lie(s) 3
beijing ∧ propaganda 3
beijing ∧ lie(s) 3
beijing ∧ hate 3
beijing ∧ conspiracy 3

Table A.3: U List of keywords used to get propaganda
accusations in the context of anti-Uyghur propaganda
and the corresponding iteration they were added to the
keyword list. The ∧-operator indicates that both key-
words have to appear.
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Keywords (D−) Iteration

russia ∧ war 1
ukraine ∧ war 1
#istandwithrussia 1
#istandwithputin 1
russian ∧ war 2
ukrainian ∧ war 2
#russianukrainianwar 2
#ukrainerussiawar 2
#standwithrussia 2
#standwithputin 2
#russia 2
#russiaukraine 2
#ukraine 2
putin ∧ war 3
#putin 3
#lavrov 3
#zakharova 3
#nato 3
#donbass 3
#mariupol 3

Table A.4: R List of keywords used to get war-related
posts in the context of Russian propaganda and the cor-
responding iteration they were added to the keyword
list. The ∧-operator indicates that both keywords have
to appear.

Keywords (D−) Iteration

india ∧ bulli 1
india ∧ sulli 1
#lovejihaad 1
#coronajihaad 1
muslim ∧ india 2
islam ∧ india 2
#lovejihad 2
#coronajihad 2
#coronaterrorism 2
#coronabombstablighi 2
#islamindia 3
#muslimindia 3
#romeojihaad 3
#romeojihad 3

Table A.5: M List of keywords used to get related posts
in the context of anti-Muslim propaganda in India and
the corresponding iteration they were added to the key-
word list. The ∧-operator indicates that both keywords
have to appear.

Keywords (D−) Iteration

uyghur ∧ terrorist(s) 1
#xinjiang 1
#forcedlabor 1
xinjiang ∧ forced ∧ labor 2
china ∧ forced ∧ labor 2
#pompeo 2
#genocide 2
#uyghur 2
pompeo ∧ forced ∧ labor 3
#uyghurgenocide 3
#usvirus 3

Table A.6: U List of keywords used to get related
posts in the context of anti-Uyghur propaganda and the
corresponding iteration they were added to the keyword
list. The ∧-operator indicates that both keywords have
to appear.

B Annotation 885

B.1 Construction of Annotation Guidelines 886

Figure B.1 ( R ), Figure B.2 ( M ), and Figure B.3 887

( U ) show the instructions of batch annotations we 888

present to the workers on Prolific (https://www. 889

prolific.co/). We follow best practices (Song 890

et al., 2020). That is, we provide a detailed and 891

comprehensible description of the task, a precise 892

definition of the labels, and a transparent disclosure 893

that we use attention checks. 894

We follow prior research on propaganda detec- 895

tion (e.g., Barrón-Cedeño et al., 2019; Da San Mar- 896

tino et al., 2019; Da Martino et al., 2020; Salman 897

et al., 2023) and use the following definition of pro- 898

paganda from Miller (1939) for annotation: “Pro- 899

paganda is expression of opinion or action by in- 900

dividuals or groups deliberately designed to influ- 901

ence opinions or actions of other individuals or 902

groups with reference to predetermined ends.” To 903

further guide workers during the annotation, we 904

provide them with detailed, context-specific guide- 905

lines (see Figures B.1 to B.3). The guidelines list 906

relevant news coverage and literature specific to 907

the context. Moreover, we provide context-specific 908

subgroups of content and whether they should be 909

regarded as propagandistic or not. For example, 910

misinformation that favors the Russian government 911

or pro-Russian slurs/slogans in the context of the 912

Russo-Ukrainian war should be regarded as propa- 913

gandistic. 914

Given the complexity and subjective nature of 915

propaganda, we put great emphasis on providing 916

meaningful and precise instructions for annotation. 917

Therefore, the final instructions are a result of sev- 918

eral iterations of improvement, each followed by an 919
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internal discussion and analysis. In each iteration,920

we had three workers from Prolific annotate a ran-921

dom sample of 100 posts using the current version922

of the instructions. We analyzed the resulting anno-923

tations and focused on the samples with disagree-924

ment. We then aimed to address the corresponding925

issues in the next update of our instructions. In926

each iteration, we calculated the inter-annotator927

agreement using Krippendorff’s alpha (Krippen-928

dorff et al., 2016) and stopped iterating after sur-929

passing an agreement of 0.8 for the first time. As a930

result, we updated the instructions three times. We931

also followed best practices and applied attention932

checks. Participants failing the attention checks933

were removed, and the annotation was repeated.934

B.2 Data collected from Workers935

We asked all workers for their agreement on using936

data collected during the study. We did not collect,937

use, or publish any sensitive data (i.e., racial, ethnic938

origin, religious or political beliefs, or health sta-939

tus). We only collected the Prolific-id for payment,940

their agreement on the data collection and usage,941

and their annotations. By default, public account942

information (name, e-mail, etc.) is stored in the943

output files, which we however neither use nor pub-944

lish in any form. We only used their answers to945

the study (i.e., their annotations to the Tweets) to-946

gether with the answers of other study participants947

to determine the labels of each tweet. We do not948

publish individual annotations.949

B.3 Diversity in Annotations950

It is crucial to consider the potential impact of951

worker diversity on the labeling process, especially952

in tasks like propaganda detection. During our953

annotation, it was necessary to guarantee that the954

selection of workers was fluent in English. Thereby,955

we ensured an accurate understanding and interpre-956

tation of the social media content, which was exclu-957

sively in English. We took several measures to miti-958

gate bias. These included providing detailed guide-959

lines and background information on each propa-960

ganda context and employing a multi-annotator961

and multi-batch approach to balance out individual962

biases. Additionally, strict attention checks and963

validation steps were implemented to maintain an-964

notation quality. Lastly, we average over several965

workers (and thus different worker backgrounds),966

but we oversee only little variability across worker967

backgrounds (Cohen’s Kappa of 0.71).968

For our quality checks, we used internal anno-969

tations. Specifically, for each batch of 100 posts, 970

we manually annotate 10 posts with respect BL to 971

measure the quality of the annotations. Hence, the 972

labels of internally annotated tweets only affect the 973

decision of whether the batch annotation has to be 974

repeated. Therefore, our labels do not determine 975

any final label in HQP and HQP+. Internal annota- 976

tions for the quality checks might limit the diversity 977

of interpretations, especially in the presence of a 978

bias towards a particular understanding of propa- 979

ganda. To address this, we ensured that the team of 980

propaganda experts responsible for internal anno- 981

tations is aware of the broad range of perspectives. 982

The team is well-versed in the literature on propa- 983

ganda and the three contexts included in HQP+. 984

The awareness and expertise were crucial for mini- 985

mizing potential biases due to subjectivity. 986

B.4 Examples of Disagreement 987

Table B.1 lists five example posts where the anno- 988

tators initially disagreed on BL. Disagreements are 989

a natural aspect of human annotation, especially in 990

subjective tasks such as propaganda detection. That 991

is why we rely on the following strategy to resolve 992

the disagreements: the posts with disagreement are 993

re-annotated by randomly assigning them to one 994

of the top 25 annotators. The top 25 annotators 995

are selected based on the inter-annotator agreement 996

and the percentage of correctly annotated tweets of 997

our internal annotation. 998

Posts

“@USER @USER Lol be civil, but also vote communism”
“If you still support Biden, you owe America an apology.”
“Putin Says Russia ‘Has Not Lost Anything’”
“Putin’s War Could Save the Global Economic Order HTTPURL”
“@USER @USER it’s not Ukraine’s job to make everyone happy.”

Table B.1: Examples where the annotators initially dis-
agreed on BL for HQP.

B.5 Examples of false Annotations 999

As with other works on datasets, ours is not free 1000

of false annotations. Table B.2 lists three example 1001

posts of false annotations. 1002

Posts BL

“@USER @USER @USER It appears you have no idea
about how the US propaganda works.”

0

“and it’s not ""putin’s war"", it’ russian war
against Ukrainian HTTPURL”

1

“@USER @USER Biden is the one funding fascists in
Ukraine lol”

0

Table B.2: Examples of false annotations (BL) for HQP.
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Instructions

First, we would like to thank you for your interest on helping with Tweet annotations regarding their propagandistic
content. Please read the following instructions carefully.

Definition: Please use the following defintion of Propaganda to guide you through the annotation process:

”Propaganda is expression of opinion or action by individuals or groups deliberately designed to influence opinions
or actions of other individuals or groups with reference to predetermined ends.”

Propaganda Detection: Your task will be to annotate 100 Tweets regarding their propagandistic content. All Tweets
included in this task relate to the Russian-Ukrainian conflict. If you feel like you need more background information
on the Russian-Ukrainian conflict, we provide you with the following articles:

• Russian government accounts are using a Twitter loophole to spread disinformation (theconversation.com)

• Russia is swaying Twitter users outside the West to its side - The Economist (economist.com)

• Russia Takes Censorship to New Extremes, Stifling War Coverage - The New York Times (nytimes.com)

• Key Moments in the Russia-Ukraine War: A Timeline - The New York Times (nytimes.com)

In your collection of Tweets, some of them will refer to certain conflict related events or facts. To know whether these
Tweets contain Russian misinformation (which is a common propagandistic strategy), we ask you to perform a quick
fact checking, if needed.

To further help you with the annotations, we provide the following list of notes on what to regard as propaganda and
what not:

• Misinformation in favour of the Russian government is regarded as propaganda

• Propaganda which is not in favour of the Russian gouvernment is not regarded as propaganda here (we are
only interested in detecting Russian propaganda)

• If only small parts of the Tweet contains propagandistic content, we regard the entire tweet as propagandistic

• Tweets containing a website/image/video URL and where the Tweet content itself does not classify into propa-
ganda or not, we regard as non-propagandistic

• Tweets designed to spread pro-Russian-government stance (in form of e.g. slogans, hashtags, ...) are also
regarded as propaganda

Propaganda Stance: In addition, we ask you to annotate the stance of the propagandistic content. Russian propa-
ganda is known to influence opinions around the world not only regarding the Russian government. If you decided
that a specific tweet contains propaganda, please specify whether it is designed to influence the stance on:

• against the main opposition (i.e., Ukraine)

• pro own stance (i.e., Russian government)

• against other oppositions (e.g., Western countries)

• other

Attention Checks: Please note that we have included attention checks to ensure reliable annotations. On the
following page we will ask you some basic questions regarding these instructions. If you have read these instructions
carefully, you will be able to answer them all correctly. Furthermore please note, that during the attention check
you can go back to the instructions and find the answers to the questions. If your answers to these questions are
incorrect, the survey will redirect you to Prolific and you will not be rewarded. Furthermore, we included synthetic
Tweets, where the classification into propaganda or no-propaganda is obvious.

Figure B.1: R Instructions for annotators for the context of Russian propaganda.
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Instructions

First, we would like to thank you for your interest on helping with Tweet annotations regarding their propagandistic
content. Please read the following instructions carefully.

Definition: Please use the following defintion of Propaganda to guide you through the annotation process:

”Propaganda is expression of opinion or action by individuals or groups deliberately designed to influence opinions
or actions of other individuals or groups with reference to predetermined ends.”

Propaganda Detection: Your task will be to annotate 100 Tweets regarding their propagandistic content. All Tweets
included in this survey relate to the anti-Muslim conflict in India. It is well known, that anti-Muslim propaganda in India
is spread on social media platforms using a set of typical hashtags, which are:

• #lovejihaad

• #coronajihaad

• #romeojihaad

• #coronaterrorism

• #coronabombstablighi

If you feel like you need more background information on the conflict, we provide you with the following articles:

• Love jihad conspiracy theory (wikipedia.org)

• Hindutva’s Circulation of Anti-Muslim Hate Aided by Digital Platforms, Finds Report (thewire.in)

• Experiences of Muslims in India on digital platforms with Anti-Muslim hate (carecca.nz)

To further help you with the annotations, we provide the following list of notes on what to regard as propaganda and
what not:

• Misinformation against Muslims is regarded as propaganda

• Hate against Muslims is regarded as propaganda

• If only small parts of the Tweet contains propagandistic content, we regard the entire tweet as propagandistic

• Tweets referring to a website/image/video (url) and where the Tweet content itself does not classify into propa-
ganda or not, we regard as non-propagandistic

• Tweets which include war/history related facts, we ask you to perform a quick fact-checking (if necessary)

• Tweets designed to spread pro-Hindutva stance (in form of e.g. slogans, hashtags, ...) are also regarded as
propaganda

Propaganda Stance: In addition, we ask you to annotate the stance of the propagandistic content. If you decided
that a specific tweet contains propaganda, please specify whether it is designed to influence the stance regarding:

• against the main opposition (i.e., Muslims)

• pro own stance

• against other oppositions (e.g., Western countries)

• other

Attention Checks: Please note that we have included attention checks to ensure reliable annotations. On the
following page we will ask you some basic questions regarding these instructions. If you have read these instructions
carefully, you will be able to answer them all correctly. Furthermore please note, that during the attention check
you can go back to the instructions and find the answers to the questions. If your answers to these questions are
incorrect, the survey will redirect you to Prolific and you will not be rewarded. Furthermore, we included synthetic
Tweets, where the classification into propaganda or no-propaganda is obvious.

Figure B.2: M Instructions for annotators for the context of anti-Muslim propaganda in India.
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Instructions

First, we would like to thank you for your interest on helping with Tweet annotations regarding their propagandistic
content. Please read the following instructions carefully.

Definition: Please use the following defintion of Propaganda to guide you through the annotation process:

”Propaganda is expression of opinion or action by individuals or groups deliberately designed to influence opinions
or actions of other individuals or groups with reference to predetermined ends.”

Propaganda Detection: Your task will be to annotate 100 Tweets regarding their propagandistic content. All Tweets
included in this task relate to the Uyghur conflict in China. Typical content in Chinese propaganda is:

• Denying claims of forced labor of Uyghurs in Xinjiang

• Denying claims of concentration camps for Uyghurs in Xinjiang

• Denying / falsifying genocide claims (e.g., of Mike Pompeo)

• Beautifying the current situation in Xinjiang

• Conspiracies and lies about the origin of COVID-19

If you feel like you need more background information on the conflict, we provide you with the following articles:

• How China spreads Propaganda about Uyghurs in Xinjiang (nytimes.com)

• Understanding the Pro-China Propaganda and Disinformation Tool Set in Xinjiang (lawfaremedia.org)

• COVID-19 misinformation by China (wikipedia.org)

To further help you with the annotations, we provide the following list of notes on what to regard as propaganda and
what not:

• Misinformation against Uyghurs and the situation in Xinjiang is regarded as propaganda

• Hate against Uyghurs is regarded as propaganda

• If only small parts of the Tweet contains propagandistic content, we regard the entire tweet as propagandistic

• Tweets referring to a website/image/video (url) and where the Tweet content itself does not classify into propa-
ganda or not, we regard as non-propagandistic

• Tweets which include war/history related facts, we ask you to perform a quick fact-checking (if necessary)

• Tweets designed to spread pro-China stance in the context of the Uyghur conflict (in form of e.g. slogans,
hashtags, ...) are also regarded as propaganda

Propaganda Stance: In addition, we ask you to annotate the stance of the propagandistic content. If you decided
that a specific tweet contains propaganda, please specify whether it is designed to influence the stance regarding:

• against the main opposition (i.e., Uyghurs)

• pro own stance

• against other oppositions (e.g., Western countries)

• other

Attention Checks: Please note that we have included attention checks to ensure reliable annotations. On the
following page we will ask you some basic questions regarding these instructions. If you have read these instructions
carefully, you will be able to answer them all correctly. Furthermore please note, that during the attention check
you can go back to the instructions and find the answers to the questions. If your answers to these questions are
incorrect, the survey will redirect you to Prolific and you will not be rewarded. Furthermore, we included synthetic
Tweets, where the classification into propaganda or no-propaganda is obvious.

Figure B.3: U Instructions for annotators for the context of anti-Uyghur propaganda.
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C Example Posts for HQP+1003

Table C.1 and Table C.2 each list five example1004

posts and their corresponding binary label (BL) and1005

propaganda-stance label (PSL) for the two addi-1006

tional contexts in HQP+ of M anti-Muslim pro-1007

paganda in India and U anti-Uyghur propaganda1008

respectively.1009

D Propaganda-Stance Label (PSL)1010

Besides BL indicating wether a post is propa-1011

gandistic or not, we also collect the propaganda-1012

stance label (PSL) for propagandistic posts, as1013

detailed in Section 3.3. Workers assign one1014

of the following four stances to propagandistic1015

posts: (1) against the main opposition (e.g., against1016

Ukraine), (2) pro own stance (e.g., pro Russian1017

government), (3) against other oppositions (e.g.,1018

against Western countries), or (4) other. Table D.11019

( R ), Table D.2 ( M ), and Table D.3 ( U )1020

E Propaganda Techniques1021

We enrich both HQP and HQP+ with weak la-1022

bels for the 18 propaganda techniques defined by1023

Da San Martino et al. (2019). We use a similar1024

approach to Vijayaraghavan and Vosoughi (2022)1025

for weak labeling, i.e., we assign weak labels ac-1026

cording to their mapping of propaganda phrases to1027

propaganda techniques. In Figure E.1, we plot the1028

distribution of the propaganda techniques for the1029

three contexts of R Russian propaganda, M anti-1030

Muslim propaganda in India, and U anti-Uyghur1031

propaganda.1032

F Linguistic Dimensions1033

In Table F.1 ( R ), Table F.2 ( M ), and Table F.31034

( U ) we analyze linguistic dimensions to compare1035

propagandistic vs. non-propagandistic posts. We1036

use the LIWC2015 dictionary (Pennebaker et al.,1037

2015) for the linguistic analysis. The measure-1038

ments are based on the percentage of words cor-1039

responding to a specific linguistic dimension (e.g.,1040

anger) of the entire post. Sentiment is normal-1041

ized to a range of [−1, 1] for better comparability.1042

We calculate the p-value based on Welch’s t-test1043

(Welch, 1947) for the means of the propaganda vs.1044

no-propaganda class.1045

In the comparison between propagandistic and1046

non-propagandistic posts in the context of Russian1047

propaganda ( R ), some key differences emerge.1048

Propagandistic posts tend to use more emotional1049

language, including higher levels of anger (p < 1050

0.01), anxiety (p < 0.001), and negative emotions 1051

(p < 0.001). They also focus more on future events 1052

(p < 0.001), whereas non-propagandistic posts put 1053

more emphasis on the past (p < 0.001). Propagan- 1054

distic posts mention risk-related topics significantly 1055

more frequently (p < 0.001). Additionally, propa- 1056

gandistic posts include significantly more language 1057

that suggests insights (p < 0.001) and interroga- 1058

tion (p < 0.01). Interestingly, propagandistic posts 1059

have a tendency to use more negations (p < 0.001) 1060

but less certainty (p < 0.05) in their statements. 1061

Despite these differences, both propagandistic and 1062

non-propagandistic posts show similar levels of 1063

cognitive processing, social references, and swear 1064

words. 1065

In the context of anti-Muslim propaganda in In- 1066

dia ( M ), propagandistic posts barely differ from 1067

non-propagandistic posts in their linguistic pat- 1068

terns. Non-propagandistic posts exhibit more anger 1069

(p < 0.05), anxiety (p < 0.001), and negative 1070

emotions (p < 0.001) compared to propagandis- 1071

tic posts. In contrast, propagandistic posts feature 1072

higher levels of positive emotions (p < 0.01) and 1073

use more language indicating insights (p < 0.05). 1074

Both types of posts are similar in their overall 1075

emotional content, focus on time (past, present, 1076

future), and use of language related to certainty, 1077

negations, and social topics. Notably, the overall 1078

sentiment in non-propagandistic posts is more neg- 1079

ative (p < 0.01). 1080

The linguistic patterns in propagandistic vs. non- 1081

propagandistic posts in the context of anti-Uyghur 1082

propaganda show significant differences. On aver- 1083

age, propagandistic posts have approximately three 1084

times more words linked to anxiety (p < 0.001) 1085

and 1.7 times more words linked to negative emo- 1086

tions (p < 0.001). Propagandistic posts exhibit 1087

a greater use of cognitive processes (p < 0.001), 1088

indicating more complex language use. They also 1089

tend to focus more on the future compared to 1090

non-propagandistic posts (p < 0.01). Addition- 1091

ally, these posts have a higher tendency to dif- 1092

ferentiate and use numbers (p < 0.05), point- 1093

ing to a more detailed and specific style. In con- 1094

trast, non-propagandistic posts exhibit more pos- 1095

itive emotions (p < 0.01) and perception-related 1096

language (p < 0.01). The overall sentiment in 1097

propagandistic vs. non-propagandistic posts is sig- 1098

nificantly different (p < 0.001). On average, non- 1099

propagandistic posts are slightly positive while pro- 1100

pagandistic posts are rather negative. 1101
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Percentage of tweets

Appeal to fear/prejudice

Name calling/labeling

Loaded language

Bandwagon

Doubt

Reductio ad Hitlerum

Flag-waving

Whataboutism

Appeal to authority

Thought-terminating clichés

Black-and-white fallacy

Repetition

Exaggeration/minimisation

Causal oversimplification

Red herring

Obfuscation, intentional vagueness, confusion

Straw man

Russian propaganda
Anti-Muslim propaganda
Anti-Uyghur propaganda

Figure E.1: Percentage of the propaganda techniques of all propagandistic tweets for each context of the three
contexts in HQP+: R Russian propaganda, M anti-Muslim propaganda in India, and U anti-Uyghur propaganda.
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Posts BL PSL

“Muslim couple killed in India over son ’s relationship with Hindu girl HTTPURL” False —
“India faces a growing threat from Muslim children indoctrinated into the jihad ideology HTTPURL” True Against main

opposition
“BIG BREAKING :high_voltage: :high_voltage: #IndianArmy has Conducted massive strike on #Pakistan :Pakistan:
based Terrorist trying to enter Kashmir at LOC . Army has downed several Jlhadi & recover big amount of
Arms . It ’s not Surgical Strike but yes a big Operation on Pakistan definitely :fire: IN :framed_picture:
Representation HTTPURL”

True Pro own
stance

“Hindu India doing more to help #Armenia AM and Greece GR then the so called Christian nations of the west
The “ pro European ” EU is ofc silent as usual , too busy flooding #Europe with Muslim migrants I guess
HTTPURL”

True Against other
oppositions

“Pakistanis are also ill minded people , they spill the salt on our wound and even justify the lynching ,
and make our fun by saying ’ Thankyou Jinnah ’ . HTTPURL”

True Other

Table C.1: M Example posts for the context of anti-Muslim propaganda in India. BL is a binary label for whether a
post is propaganda or not. PSL is the propaganda-stance label.

Posts BL PSL

“Stop Uyghur Genocide Stop xi jinping Stop fascist chinese government @USER #UyghurGenocide HTTPURL” False —
“:fire: :fire: 1997 article : #Uyghur Card to Break Up China :small_blue_diamond: West funded radical
#Uyghurs who wanted to blow up "" New Silk Road "" trains in #Xinjiang :small_blue_diamond: "" Uyghur
Liberation Front "" => offices in US / UK :small_blue_diamond: "" Turkestan "" & "" Uyghur genocide ""
=> talking points in 1994 :thread: 1 HTTPURL”

True Against main
opposition

“:rainbow: :sun_with_face: Xinjiang people smile brightly , embracing life ’s pleasures .
:grinning_squinting_face: :sun: Contentment is the greatest wealth . #Xinjiang #happylife #smiles HTTPURL”

True Pro own
stance

“#UyghurGenocide itself is a part of Western propaganda , there is no concept of genocide among the Chinese
people HTTPURL”

True Against other
oppositions

“ON ENERGY ( TRANSITION ) Z A China : Do n’t Let The New Deceive You . Save What You Already Have / Know
Aggressive Europe : Do n’t Use Coal , South Africa . It Is Bad For You . Send It All To Us Gwede Mantashe
: The Chinese Said To Make Sure That You Strengthen To A Level Of Reliability , ... HTTPURL HTTPURL .”

True Other

Table C.2: U Example posts for the context of anti-Uyghur propaganda. BL is a binary label for whether a post is
propaganda or not. PSL is the propaganda-stance label.

against the
main

opposition

against other
oppositions

pro own
stance

other

N 2266 1285 914 145

Table D.1: R Distribution of PSL for the context of
Russian propaganda.

against the
main

opposition

against other
oppositions

pro own
stance

other

N 211 13 31 82

Table D.2: M Distribution of PSL for the context of
anti-Muslim propaganda in India.

against the
main

opposition

against other
oppositions

pro own
stance

other

N 5 58 129 64

Table D.3: U Distribution of PSL for the context of
anti-Uyghur propaganda.

Overall, several consistent linguistic patterns1102

emerge: Emotionally charged language, particu-1103

larly negative emotions, is prominent in propagan-1104

distic posts. Propagandistic posts more often em- 1105

phasize future events, suggesting a strategic intent 1106

to shape expectations or fears. Additionally, propa- 1107

gandistic posts often exhibit a more complex use of 1108

language, indicating a calculated approach to per- 1109

suasion. These findings highlight the nuanced and 1110

multifaceted nature of propaganda across different 1111

scenarios. 1112

G Implemenation Details for Full 1113

Fine-tuning 1114

For fine-tuning, we add a linear layer to the hidden 1115

representation of the [CLS] token. The PLMs are 1116

then fine-tuned using the transformer framework 1117

from Huggingface (Wolf et al., 2020). We set the 1118

maximum sequence length to 128. We use a train- 1119

ing batch size of 32 and a learning rate of 4e-5. 1120

We freeze the first 16 layers of the PLMs. For 1121

BERT-large and RoBERTa-large, we add emoji- 1122

tokens to the vocabulary due to their frequent and 1123

meaningful use in social media. For BERTweet- 1124

large, emoji-tokens were already incorporated in 1125

the vocabulary during training. The number of pa- 1126

rameters is 340 M, 355 M, and 355 M for the PLMs 1127

BERT-large, RoBERTa-large, and BERTweet-large, 1128
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Propaganda No Propaganda p-Value
Mean SD Mean SD

Affect 6.285 5.099 5.995 4.580 0.000 (***)
Anger 2.538 3.366 2.407 2.865 0.005 (**)
Anxiety 0.569 1.575 0.438 1.280 0.000 (***)
Causation 1.595 2.488 1.601 2.327 0.857 (n.s.)
Certainty 1.312 2.313 1.390 2.229 0.029 (*)
Cognitive processes 8.554 6.508 8.463 5.768 0.334 (n.s.)
Comparison 1.772 2.823 1.495 2.416 0.000 (***)
Death 1.503 2.655 1.433 2.259 0.060 (n.s.)
Differentiation 2.431 3.227 2.600 3.027 0.001 (***)
Discrepancy 1.082 2.148 1.038 2.030 0.175 (n.s.)
Feeling 0.223 0.940 0.186 0.788 0.004 (**)
Future focus 0.864 1.997 0.737 1.685 0.000 (***)
Past focus 2.277 3.243 2.519 3.099 0.000 (***)
Present focus 8.191 5.681 8.297 5.203 0.212 (n.s.)
Health 0.358 1.284 0.275 1.067 0.000 (***)
Insight 1.571 2.538 1.365 2.133 0.000 (***)
Interrogation 1.227 2.198 1.322 2.091 0.005 (**)
Negation 1.474 2.442 1.653 2.340 0.000 (***)
Negative emotions 4.108 4.277 3.802 3.677 0.000 (***)
Numbers 0.517 1.504 0.452 1.299 0.002 (**)
Perception 1.598 2.658 1.437 2.286 0.000 (***)
Positive emotions 2.135 3.146 2.167 2.922 0.505 (n.s.)
Power 4.638 4.633 4.175 3.932 0.000 (***)
Quantifiers 1.489 2.397 1.484 2.306 0.881 (n.s.)
Risk 1.195 2.379 0.953 1.874 0.000 (***)
Sadness 0.322 1.210 0.249 0.894 0.000 (***)
Sentiment -0.297 0.530 -0.315 0.529 0.033 (*)
Social 7.285 6.013 7.356 5.388 0.419 (n.s.)
Swear words 0.195 0.991 0.196 0.938 0.922 (n.s.)
Tentative 1.608 2.635 1.427 2.259 0.000 (***)

Table F.1: R Linguistic dimension analysis for the context of Russian propaganda using the LIWC2015 dictionary.
Measurements reflect the percentage of words in a post linked to the specific linguistic dimension. Sentiment is
normalized to a range of [−1, 1] for better comparability. The p-values are based on the Welch’s t-test. Significance
levels: ***: p < 0.001, **: p < 0.01, *: p < 0.05, and n.s.: not significant.

Propaganda No Propaganda p-Value
Mean SD Mean SD

Affect 5.133 4.460 5.147 4.141 0.960 (n.s.)
Anger 1.520 2.395 2.121 2.768 0.001 (***)
Anxiety 0.342 1.215 0.726 2.295 0.004 (**)
Causation 1.154 2.276 1.264 2.028 0.435 (n.s.)
Certainty 0.907 1.947 0.801 1.777 0.390 (n.s.)
Cognitive processes 6.193 6.204 5.762 5.714 0.275 (n.s.)
Comparison 1.418 2.446 1.295 2.080 0.408 (n.s.)
Death 0.304 1.288 0.556 1.489 0.009 (**)
Differentiation 1.822 2.810 1.889 3.434 0.759 (n.s.)
Discrepancy 0.703 1.782 0.599 1.516 0.335 (n.s.)
Feeling 0.188 0.996 0.154 0.741 0.549 (n.s.)
Future focus 0.897 1.709 0.871 1.548 0.812 (n.s.)
Past focus 2.316 2.787 2.346 2.740 0.871 (n.s.)
Present focus 6.670 5.193 6.443 5.288 0.520 (n.s.)
Health 0.256 1.066 0.226 0.873 0.628 (n.s.)
Insight 1.295 2.399 0.948 1.931 0.014 (*)
Interrogation 1.457 2.083 1.433 1.868 0.852 (n.s.)
Negation 1.213 2.483 0.965 1.917 0.081 (n.s.)
Negative emotions 2.881 3.328 3.402 3.359 0.021 (*)
Numbers 0.727 1.529 0.886 1.538 0.123 (n.s.)
Perception 1.666 2.641 1.424 2.387 0.144 (n.s.)
Positive emotions 2.231 3.040 1.732 2.648 0.008 (**)
Power 3.372 3.657 3.491 4.094 0.656 (n.s.)
Quantifiers 1.365 2.214 1.347 2.649 0.914 (n.s.)
Risk 0.507 1.396 0.898 2.069 0.002 (**)
Sadness 0.338 1.086 0.241 0.832 0.116 (n.s.)
Sentiment -0.137 0.520 -0.248 0.511 0.001 (**)
Social 7.097 5.797 7.913 6.420 0.051 (n.s.)
Swear words 0.049 0.492 0.043 0.482 0.835 (n.s.)
Tentative 0.959 1.981 1.018 2.062 0.664 (n.s.)

Table F.2: M Linguistic dimension analysis for the context of anti-Muslim propaganda in India using the LIWC2015
dictionary. Measurements reflect the percentage of words in a post linked to the specific linguistic dimension.
Sentiment is normalized to a range of [−1, 1] for better comparability. The p-values are based on the Welch’s t-test.
Significance levels: ***: p < 0.001, **: p < 0.01, *: p < 0.05, and n.s.: not significant.
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Propaganda No Propaganda p-Value
Mean SD Mean SD

Affect 4.760 4.636 4.820 4.875 0.864 (n.s.)
Anger 1.117 2.246 0.762 1.794 0.011 (*)
Anxiety 0.449 1.590 0.159 0.725 0.000 (***)
Causation 1.451 2.594 1.302 2.225 0.375 (n.s.)
Certainty 1.363 2.507 1.156 2.039 0.187 (n.s.)
Cognitive processes 7.787 6.409 6.320 5.802 0.001 (***)
Comparison 1.509 2.594 1.336 2.594 0.360 (n.s.)
Death 0.606 1.644 0.447 1.275 0.113 (n.s.)
Differentiation 2.249 3.110 1.652 2.709 0.004 (**)
Discrepancy 0.959 2.329 0.753 1.795 0.144 (n.s.)
Feeling 0.203 0.909 0.321 1.068 0.113 (n.s.)
Future focus 0.867 1.970 0.531 1.425 0.004 (**)
Past focus 2.140 3.631 1.643 2.499 0.016 (*)
Present focus 7.441 5.772 6.986 5.468 0.258 (n.s.)
Health 0.437 1.459 0.592 1.733 0.200 (n.s.)
Insight 1.375 2.607 1.179 2.356 0.265 (n.s.)
Interrogation 1.118 2.298 0.892 1.712 0.097 (n.s.)
Negation 1.184 2.259 1.028 1.983 0.295 (n.s.)
Negative emotions 2.568 3.611 1.562 2.670 0.000 (***)
Numbers 0.562 1.541 0.375 1.048 0.031 (*)
Perception 1.516 2.603 2.220 3.421 0.003 (**)
Positive emotions 2.180 3.131 3.207 4.649 0.001 (**)
Power 3.569 4.077 3.118 3.765 0.107 (n.s.)
Quantifiers 1.302 2.341 1.392 2.304 0.594 (n.s.)
Risk 0.922 2.269 0.548 1.346 0.002 (**)
Sadness 0.302 1.132 0.234 0.944 0.344 (n.s.)
Sentiment -0.078 0.516 0.077 0.573 0.000 (***)
Social 7.226 6.197 6.644 6.000 0.185 (n.s.)
Swear words 0.113 0.879 0.087 0.533 0.575 (n.s.)
Tentative 1.370 2.660 0.987 1.837 0.011 (*)

Table F.3: U Linguistic dimension analysis for the context of anti-Uyghur propaganda using the LIWC2015
dictionary. Measurements reflect the percentage of words in a post linked to the specific linguistic dimension.
Sentiment is normalized to a range of [−1, 1] for better comparability. The p-values are based on the Welch’s t-test.
Significance levels: ***: p < 0.001, **: p < 0.01, *: p < 0.05, and n.s.: not significant.

respectively. Weight updates are performed us-1129

ing the AdamW-optimizer (Loshchilov and Hutter,1130

2019). We fine-tune for a maximum number of 51131

epochs. We validate the performance every 5001132

steps for fine-tuning with TWEETSPIN and every1133

50 steps otherwise. Early stopping is used when1134

the loss on the validation set does not decrease for1135

more than 5 validation steps.1136

All experiments are conducted on a Ubuntu1137

20.04 system, with 2.30 GHz Intel Xeon Silver1138

4316 CPU and two NVIDIA A100-PCIE-40GB1139

GPUs.1140

H Prompt-Based Learning1141

Prompt-based learning reformulates the down-1142

stream classification task to look more like the1143

masked-language-model task the PLM was trained1144

on. For example, for our task, each input sequence1145

could be appended with a textual prompt, e.g.,1146

the propagandistic sequence “Ukraine is full1147

of nazis.” is continued with the prompt “This1148

is [MASK]” (which gives the so-called template).1149

Given a mapping of predefined label words to each1150

class (via the so-called verbalizer), the masked lan-1151

guage model predicts the probabilities of each la-1152

bel word to fill the [MASK] token and thereby 1153

the probabilities of each class. Examples of label 1154

words could be “propaganda” for the class of pro- 1155

paganda and “true” for the class of no propaganda. 1156

As a result, this introduces the task of prompt en- 1157

gineering, i.e., finding the most suitable template 1158

and verbalizer to solve the downstream task. In 1159

general, manual prompt engineering can be chal- 1160

lenging, especially because the performance in the 1161

downstream task depends highly on the prompt 1162

(Gao et al., 2021). Therefore, we rely on automatic 1163

template generation and automatic verbalizer gener- 1164

ation before performing prompt-based fine-tuning, 1165

as explained in Section 4.2. 1166

In the following, we report implementation de- 1167

tails and further experimental results of prompt- 1168

based learning on our datasets HQP and HQP+. 1169

H.1 Implementation Details for 1170

Prompt-Based Learning 1171

In our implementation of LM-BFF and LM-BFF- 1172

AT, we use the OpenPromt framework (Ding et al., 1173

2022). For template generation, we choose an 1174

initial verbalizer with label words “propaganda” 1175

(propaganda) and “truth” (no propaganda) and a 1176

cloze prompt format (Liu et al., 2023). We choose 1177
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T5-large (∼770 M parameters) for generating can-1178

didates for (i) automatic template generation. We1179

choose RoBERTa-large (Liu et al., 2019) as the1180

underlying PLM for (ii) automatic verbalizer gen-1181

eration and (iii) prompt-based fine-tuning due to its1182

overall superior performance. We freeze the first1183

16 layers to control for overfitting and choose a1184

learning rate of 4e−5. We train for 50 epochs and1185

choose the best checkpoint. We set the batch size1186

depending on k′; see Table H.1. For all other hyper-1187

parameters, we choose the same as those presented1188

in Gao et al. (2021).1189

Again, all experiments are conducted on a1190

Ubuntu 20.04 system, with 2.30 GHz Intel Xeon1191

Silver 4316 CPU and two NVIDIA A100-PCIE-1192

40GB GPUs.1193

k′ = 16 k′ = 32 k′ = 64 k′ = 128

Batch size 4 8 16 32

Table H.1: Batch size of prompt-based learning for
different numbers of overall samples (k = 4× k′).

H.2 Hyper-Parameters for Classification1194

Heads of LM-BFF-AT1195

For our extension of the LM-BFF method, namely1196

LM-BFF-AT, we perform hyper-parameter tuning1197

using grid search for the two classification heads,1198

i.e., the elastic net and the neural net. The tuning1199

grids are reported in Table H.2. We implement the1200

elastic net using Python’s scikit-learn module. The1201

neural net is implemented using PyTorch.1202

Classification
head

Hyper-parameter Grid

Elastic net Cost {0.1, 0.25, 0.5, 1, 2, 4, 8}
L1-ratio {0.1, 0.15, 0.2, 0.25, 0.3,

0.35}

Neural net

Dropout {0.2, 0.4, 0.6}
Learning rate {0.001, 0.01, 0.02}
Batch size {2, 4, 8, 16}
Neurons in hidden
layer

input_dim∗{0.5, 1, 1.5, 2}

Table H.2: Grids for hyper-parameter tuning of the two
classification heads for prompt-based learning with LM-
BFF-AT. The cost C = 1

λ is the inverse of the reg-
ularization strength. L1-ratio is the elastic net mixing
parameter (i.e., is equivalent to only using an L2-penalty
(or L1-penalty) for L1-ratio= 0 (or L1-ratio= 1) and
mixes both for 0 < L1-ratio < 1). Here, input_dim is
the number of input features and therefore depends on
whether only probabilities from the verbalizers or also
author representations are used.

H.3 Evaluation of the Auxiliary Task in 1203

LM-BFF-AT 1204

In Table H.3, we report the performance of the 1205

auxiliary task in LM-BFF-AT, i.e., the performance 1206

of prompt-based learning using PSL on HQP. 1207

k′ Weighted
Precision

Weighted
Recall

Weighted
F1

16 75.06
(2.54)

66.17
(6.81)

69.84
(4.02)

32 75.6
(1.21)

64.93
(10.73)

68.75
(7.48)

64 77.46
(2.19)

75.31
(4.45)

76.13
(2.15)

128 77.18
(3.45)

74.39
(3.87)

75.41
(1.86)

Stated: mean (SD)

Table H.3: Evaluation results for the auxiliary task of
prompt-based learning using PSL on HQP.

H.4 Baselines for Prompt-Based Learning 1208

In Table H.4 we evaluate the following three 1209

baselines for prompt-based learning: (i) A man- 1210

ual template with a manual verbalizer (FixedT + 1211

FixedV), (ii) a manual template with automatic 1212

verbalizer generation (AutoV), and (iii) automatic 1213

template generation and a manual verbalizer (Au- 1214

toT). For the manual template we select “This 1215

is the [MASK]”. The manual verbalizer maps 1216

“propaganda” to the class of propaganda and 1217

“truth” to the class of no propaganda. We show 1218

the results for k′ = 16 and report the mean (and 1219

standard deviation) over five runs for each base- 1220

line. Overall, the performance of the baselines is 1221

inferior to the methods LMBFF and LMBFF-AT in 1222

Section 5.3. 1223

Method Precision Recall F1 AUC

FixedT + FixedV 21.98
(4.36)

56.71
(22.26)

30.06
(2.61)

64.34
(4.83)

LMBFF-autoV 20.51
(1.24)

69.06
(4.77)

31.59
(1.54)

64.18
(2.60)

LMBFF-autoT 19.45
(1.70)

59.96
(19.37)

28.77
(3.65)

59.85
(4.64)

Stated: mean (SD).

Table H.4: Evaluation results for the baselines of
prompt-based learning on HQP for k′ = 16. We eval-
uate (i) a manual template with a manual verbalizer
(FixedT + FixedV), (ii) a manual template with auto-
matic verbalizer generation (AutoV), and (iii) automatic
template generation and a manual verbalizer (AutoT).
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Propaganda = true Propaganda = false

Mean Median Mean Median

Verified (=1; not=0) 0.09 0 0.19 0
#Followers 102784.72 513 595308.01 13405
#Following 1927.58 530.5 3237.82 786
#Posts 37780.17 11123.5 64060.48 16811
#Listed∗ 633.36 5 2449.10 11
Account age (in days) 2272.17 1938 2763.28 2895
#Followers divided by Account age 28.05 0.37 161.74 0.71
#Following divided by Account age 1.19 0.34 1.48 0.34
#Posts divided by Account age 19.34 7.915 25.76 8.58
∗Number of Twitter/X lists (i.e., a curated group of accounts) comprising the account of the author.

Table I.1: Summary statistics of author features in HQP.

Propaganda = true Propaganda = false

Mean Median Mean Median

Account age (in days) 365.30 198 366.82 170
#Reposts 573.12 13 1051.95 17
#Replies 251.85 6 416.71 7
#Likes 2232.50 39 4336.85 62
#Quotes 70.19 2 131.85 2
#Reposts divided by account age 16.70 0.08 30.49 0.14
#Replies
divided by account age

5.09 0.03 11.95 0.05

#Likes divided by account age 59.17 0.25 111.47 0.5
#Quotes divided by account age 1.14 0.01 3.18 0.01

Table I.2: Summary statistics for pinned-post features of authors in HQP.

I Propaganda Detection with Additional1224

Meta Information1225

We extend our propaganda detection so that we1226

not only use the content but the additional meta1227

information (i.e., author features and pinned-post1228

features) for propaganda detection.1229

I.1 Meta Information1230

We enrich HQP with additional meta informa-1231

tion from the social network. Here, we use a1232

comprehensive set of author features (e.g., num-1233

ber of followers, account age, verified status) and1234

pinned-post11 features (e.g., post age, number of1235

likes, number of reposts). Our data further in-1236

cludes the profile description of authors using em-1237

beddings from SBERT (Reimers and Gurevych,1238

2019). We choose SBERT due to its strength in1239

capturing meaningful representations from short1240

text (Reimers and Gurevych, 2019). A few posts1241

corresponded to authors whose accounts were al-1242

ready deleted, which reduces our dataset to the final1243

size of N = 29,596. We note that for fair bench-1244

marking we used the dataset of size N = 29,5961245

for all experiments. The full list of features is in1246

Appendix I.2.1247

I.2 Summary Statistics 1248

Table I.1 reports summary statistics of the author 1249

features for HQP. We compare mean and standard 1250

deviation separately for both propagandistic and 1251

non-propagandistic content. In line with previous 1252

findings (Geissler et al., 2023), we find that authors 1253

of propagandistic content are, on average, less of- 1254

ten verified, have fewer followers and posts, and are 1255

characterized by a younger account age. Table I.2 1256

reports summary statistics for the pinned-post fea- 1257

tures of the authors in HQP. 1258

I.3 Adaptation of Methods 1259

(i) Full fine-tuning: We modify the classification 1260

head so that we perform full fine-tuning with au- 1261

thor and pinned-post features. The self-description 1262

of post authors is encoded into a 768-dimensional 1263

vector using SBERT. We normalize the numerical 1264

features from Table I.1 and Table I.2 and append 1265

them to the self-description vector to get an author 1266

representation. We concatenate the hidden repre- 1267

sentation of the [CLS] token generated by the PLM 1268

and the author representation and again feed them 1269

to a linear layer. The fine-tuning procedure and the 1270

hyper-parameters are identical to those described 1271

in Appendix G. 1272

11Every Twitter/X user can choose to pin one (self-written)
post to her/his account, which is then always displayed at the
top of the profile.
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PLM P R F1 AUC

(i
)F

ul
lfi

ne
-t

un
in

g BERT 64.58
(3.19)

62.40
(1.94)

63.42
(1.64)

88.54
(0.81)

RoBERTa 67.61
(3.05)

69.59
(3.02)

68.52
(2.04)

91.37
(1.02)

BERTweet 67.06
(3.39)

72.68
(1.54)

69.71
(1.79)

92.06
(0.86)

k′ P R F1 AUC

(i
i)

Pr
om

pt
-b

as
ed

le
ar

ni
ng 16 22.38

(3.37)
64.94
(9.79)

32.98
(3.49)

64.99
(4.16)

32 24.75
(6.24)

65.16
(3.6)

35.70
(4.16)

69.29
(4.48)

64 27.73
(2.80)

70.72
(4.07)

39.74
(2.88)

74.88
(2.21)

128 30.81
(2.86)

76.38
(1.52)

43.86
(3.02)

79.46
(2.89)

Stated: mean (SD). P: precision. R: recall.

Table I.3: Evaluation results of (i) full fine-tuning and
(ii) prompt-based learning on HQP while incorporating
author representations. Results are shown in bold if the
performance with author representations is better than
the performance without them.

(ii) Prompt-based learning: We create the same1273

author representation as in (i). Here, we concate-1274

nate the author representation with the verbalizer1275

probabilities for both BL and PSL and again feed1276

them to a classification head as in LM-BFF-AT.1277

The prompt-based learning procedure is identical1278

to that in Section 4.2, i.e., we select the optimal tem-1279

plate and verbalizer from each run in Section 5.3.1280

The tuning grids for hyper-parameter tuning for the1281

two classification heads are identical to those in1282

Table H.2.1283

I.4 Results1284

Table I.3 reports the prediction performance when1285

additionally using the author representations. Val-1286

ues are in bold if the model that uses author rep-1287

resentations outperforms the counterpart without1288

them. Overall, we observe a tendency that the re-1289

sults improve when additionally using author repre-1290

sentations. This tendency is seen for both full fine-1291

tuning and prompt-based learning. However, the1292

performance gain from using the content is larger1293

than the performance gain from using author rep-1294

resentations. This can be expected as propaganda1295

spreaders typically do not explicitly disclose their1296

manipulative intention but instead aim to deceive1297

users.1298
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