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Abstract

Table understanding is key to addressing chal-001
lenging downstream tasks such as table-based002
question answering and fact verification. Re-003
cent works have focused on leveraging Chain-004
of-Thought and question decomposition to005
solve complex questions requiring multiple op-006
erations on tables. However, these methods007
often suffer from a lack of explicit long-term008
planning and weak inter-step connections, lead-009
ing to miss constraints within questions. In010
this paper, we propose leveraging the long-011
term planning capabilities of large language012
models (LLMs) to enhance table understand-013
ing. Our approach enables the execution of a014
long-term plan, where the steps are tightly in-015
terconnected and serve the ultimate goal, an as-016
pect that methods based on Chain-of-Thought017
and question decomposition lack. In addition,018
our method effectively minimizes the inclusion019
of unnecessary details in the process of solv-020
ing the next short-term goals, a limitation of021
methods based on Chain-of-Thought. Exten-022
sive experiments demonstrate that our method023
outperforms strong baselines and achieves state-024
of-the-art performance on WikiTableQuestions025
and TabFact datasets.026

1 Introduction027

Table understanding is key to addressing challeng-028

ing downstream tasks involving tables, one of the029

most prevalent forms of semi-structured data in030

real-world scenarios, such as table question an-031

swering (Wang et al., 2023a; Lin et al., 2023) and032

fact verification (Chen et al., 2020). The primary033

goal is to accurately extract relevant information034

from tables to provide precise answers to user ques-035

tions. To better understand the problem consider036

the example in Table 1.037

Early works focus on fine-tuning BERT to en-038

code tables (Herzig et al., 2020; Chen et al., 2020).039

The key idea is to leverage specialized embedding040

layers or attention mechanisms to encode table cells041

Calculate the total revenue of products sold in both
Region A and Region B in 2023, where the quantity
sold is greater than 500 in each region.

2008

700

Product Region Sales Year Quantity Sold Revenue

A1 A 2023 600 1000
A1 B 2023 400 800

A2 A 2023 700 1500
A2 B 2023 600 1300
A3 A 2022 800 2000
A3 B 2023 300 500

Figure 1: A question-answering example over a table.

or segments effectively, enabling models to under- 042

stand the structure of tables. Another direction re- 043

volves around the synthesis of SQL query-response 044

pairs to pre-train an encoder-decoder model as a 045

neural SQL executor (Eisenschlos et al., 2020; Liu 046

et al., 2022b; Jiang et al., 2022). With the advent of 047

large language models (LLMs), recent works have 048

explored instruction fine-tuning of LLMs with tab- 049

ular data to create generalist models capable of han- 050

dling a variety of table-based tasks (Zhang et al., 051

2024), showing improved performance over flag- 052

ship closed-source LLMs such as GPT-3.5-turbo 053

and GPT-4 (OpenAI et al., 2024). 054

Leveraging the strong in-context learning perfor- 055

mance of LLMs, recent works have increasingly 056

focused on addressing table understanding through 057

prompting. One common approach is to convert 058

the question into executable languages, allowing 059

the use of tools such as SQL or Python to access 060

the information inside the table (Lin et al., 2023; 061

Gemmell and Dalton, 2023; Wang et al., 2024; 062

Nahid and Rafiei, 2024; Liu et al., 2024; Kong 063

et al., 2024). However, due to the constraints of 064

the single-pass generation process, these methods 065

often struggle with complex questions requiring 066

multiple steps of table operations. To address this 067

challenge, some state-of-the-art methods employ 068
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Chain-of-Thought (CoT) reasoning, which enables069

multi-step reasoning (Yao et al., 2023; Chen et al.,070

2023; Wei et al., 2022; Wang et al., 2024). Others071

rely on question decomposition, breaking down the072

question into sub-questions, solving them individu-073

ally, and finally synthesizing a final answer (Kong074

et al., 2024; Patnaik et al., 2024; Ye et al., 2023).075

However, both CoT-based methods and question076

decomposition-based methods suffer from a lack077

of explicit long-term planning and weak inter-step078

connections. This results in missing constraints079

within the question, leading to incorrect final an-080

swers. An illustration of this issue is shown in Fig-081

ure 2, where step 3 is not conditionally linked to082

the previous steps. In addition, in the case of CoT-083

based methods, the entire current chain is often084

utilized to generate the output for the subsequent085

step. This approach can result in LLMs forgetting086

critical details or generating hallucinations, as they087

process a substantial amount of information, in-088

cluding extraneous details, which may introduce089

unnecessary complexity and lead to errors (Jiang090

et al., 2022; Chen, 2023).091

In this paper, we propose leveraging the long-092

term planning capabilities of LLMs to address these093

challenges. Unlike methods based on CoT and094

question decomposition, which lack explicit long-095

term planning, our method begins with the formula-096

tion of a long-term plan upon receiving a question.097

This plan outlines the necessary steps, called short-098

term goals, to progress systematically from the ini-099

tial table to the final answer. The short-term goals100

can be either independent or interconnected, de-101

pending on the requirements of the question, ensur-102

ing that each serves the long-term goal. To handle103

each short-term goal effectively, we leverage a set104

of specialized experts, each dedicated to a specific105

task. These experts take responsibility for handling106

short-term goals relevant to their specialization, op-107

erating independently to resolve the goals within108

their localized scope. At this local level, each ex-109

pert focuses solely on their assigned goal without110

being influenced by other parts of the long-term111

plan. The intermediate steps executed by the exe-112

cution experts are single-pass. Once the short-term113

goal is completed, only the final results are updated114

within the long-term plan, minimizing the inclu-115

sion of unnecessary information in the process of116

solving the next short-term goals—a common issue117

in CoT-based methods.118

Our contributions are summarized as follows:119

(I) We propose leveraging the long-term planning120

Incorrect result: 1000 + 1500 + 1300 = 3800

Step 1: Filter rows for year = 2023.

700

Product Region Sales Year Quantity Sold Revenue
A1 A 2023 600 1000
A1 B 2023 400 800
A2 A 2023 700 1500
A2 B 2023 600 1300
A3 B 2023 300 500

Step 2: Filter rows for Units Sold > 500.

700
Product Region Sales Year Quantity Sold Revenue

A1 A 2023 600 1000
A2 A 2023 700 1500
A2 B 2023 600 1300

Step 3: Calculate total revenue.

Incorrect result: 1000 + 1500 + 1300 = 3800

Chain-Of Thought
Subquestion 1: What is the total revenue of
products sold in Region A in 2023, where the
quantity sold is greater than 500?

Subquestion 2: What is the total revenue of
products sold in Region B in 2023, where the
quantity sold is greater than 500?

700
Product Region Sales Year Quantity Sold Revenue

A1 A 2023 600 1000
A2 A 2023 700 1500

700Product Region Sales Year Quantity Sold Revenue
A2 B 2023 600 1300

Calculate total revenue

Question Decomposition

Figure 2: An illustration showing how CoT-based meth-
ods and question decomposition-based methods miss the
important inter-region condition in revenue calculation
(corresponding to the table and question in Figure 1).

capabilities of LLMs to enhance table understand- 121

ing. (II) Our approach enables the execution of 122

a long-term plan where the steps are tightly inter- 123

connected, all serving the ultimate goal—an as- 124

pect that methods based on Chain-of-Thought and 125

question decomposition lack. (III) Our approach 126

effectively minimizes the inclusion of unnecessary 127

details in the process of solving the next short-term 128

goals—a limitation of methods based on Chain-of- 129

Thought. (IV) Comprehensive experiments demon- 130

strate that our approach achieves state-of-the-art 131

performance, outperforming existing strong base- 132

lines on standard benchmarks WikiTableQuestions 133

and TabFact. 134

2 Related Works 135

Fine-tuning pre-trained BERT models (Devlin 136

et al., 2019) were one the dominant approach for 137

Table Understanding (Herzig et al., 2020; Chen 138

et al., 2020; Liu et al., 2022a; Deng et al., 2022; 139

Wang et al., 2021; Iida et al., 2021). TaPas (Herzig 140

et al., 2020) leverage the mask language modeling 141

approach proposed in BERT to reconstruct certain 142

cells in the table during training process. Wang 143

et al. (2021) further enhance the performance by 144

masking the entire columns in tables. A different 145

approach is to train an encoder-decoder model to 146

transform questions into SQL queries and then an- 147

swer these questions by executing the respective 148

generated SQL queries (Eisenschlos et al., 2020; 149

Liu et al., 2022b; Jiang et al., 2022). Recently, 150

large language models (LLMs) have demonstrated 151

excellent performance on a variety of tasks. Recent 152

works have been shifting their focus to fine-tuning 153

open-source LLMs to create models capable of 154

handling a variety of table-based tasks. However, 155

these methods require expensive labeled data and 156
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python
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python

Planning
Expert

Step1: From the original table,
filter rows for 2023

Step 5: from step 4, calculate
total revenue.

Step 2: from step 1, filter products
in Region A with Units > 500

Step 3: from step 1, filter products
in Region B with Units > 500

Step 4: From step 2 & 3, identify
products in both regions

E
xe

cu
tio

n 
E

xp
er

ts

Assessment
Expert

Calculate the total revenue of
products sold in both Region A and

Region B in 2023, where the quantity
sold is greater than 500 in each

region.

ANSWER

Update/Replan

Figure 3: Overview of our proposed framework PLANTA.

high training costs. This has led to the emergence157

of prompt-based approaches, which leverage the158

in-context learning capabilities of LLMs.159

For prompt-based methods, some works propose160

concatenating task descriptions with the serialized161

table as a string and inputting them into an LLM to162

generate a text-based response (Marvin et al., 2023;163

Cheng et al., 2023; Sui et al., 2024). Other works164

enhance the performance further by adding few-165

shot and curated examples to the prompt (Cheng166

et al., 2023; Narayan et al., 2022; Chen, 2023).167

However, with reasoning only, LLMs often strug-168

gle to accurately retrieve all relevant data required169

within tables. Therefore, recent works increasingly170

incorporate external tools (e.g., Python and SQL)171

instead of relying solely on general text process-172

ing to effectively extract relevant data within ta-173

bles (Chen et al., 2023; Gao et al., 2023; Rajkumar174

et al., 2022; Cheng et al., 2023; Ni et al., 2023).175

Despite this, due to the constraint of a single pass,176

this approach still struggles with complex ques-177

tions where multiple operations need to be exe-178

cuted to produce an accurate answer. Recent state-179

of-the-art methods mitigate this limitation by em-180

ploying chain-of-thought (CoT) reasoning or ques-181

tion decomposition (Chen et al., 2023; Zhao et al.,182

2024; Yang et al., 2024; Zhou et al., 2023; Khot183

et al., 2023). Some works (Ye et al., 2023; Cheng184

et al., 2023; Liu et al., 2024) further enhance the185

performance by self-consistency technique (Wang186

et al., 2023b), where a diverse set of reasoning187

paths is sampled from LLMs and the most consis-188

tent answer is selected to obtain the final answer.189

However, both CoT-based methods and question190

decomposition-based methods suffer from a lack191

of explicit long-term planning and weak inter-step192

connections. This results in constraints within the193

question being missed, leading to incorrect final194

answers. Furthermore, CoT-based methods often 195

utilize the entire current chain to generate the out- 196

put for the subsequent step. This approach can 197

result in LLMs forgetting critical details or gener- 198

ating hallucinations, as they process a substantial 199

amount of information, including extraneous de- 200

tails, which may introduce unnecessary complexity 201

and lead to errors (Jiang et al., 2022; Chen, 2023). 202

3 Our Approach 203

We introduce a novel method, named PLANTA, 204

which leverages the long-term Planning capabili- 205

ties of Large Language Models to improve Table 206

Understanding. PLANTA is designed to tackle the 207

challenge of generating accurate answers to table- 208

based questions by extracting and reasoning over 209

relevant information from the given tables. 210

Figure 3 illustrates the architectural overview 211

of PLANTA. First, upon receiving a table and 212

a question, a Planning expert comes up with a 213

long-term plan outlining the necessary steps, called 214

short-term goals, to transform the initial table into 215

the desired answer to the user’s question. Next, 216

each short-term goal is routed to an appropriate 217

Execution expert by a Router, which assigns short- 218

term goals to experts based on their specialization 219

via LLM prompting. These goals are then resolved 220

locally, with only the final results passed to the 221

following components of PLANTA, potentially up- 222

dating the long-term plan. Meanwhile, interme- 223

diate steps executed by the Execution experts are 224

processed in a single pass. After each step, the up- 225

dated long-term plan is evaluated by an Assessment 226

expert, who determines whether sufficient evidence 227

has been gathered to answer the question or if mod- 228

ifications to the plan are necessary. If no adjust- 229

ments are needed, the process continues. Below, 230

we provide a detailed description of the architec- 231
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def execute_sql_query(query, table):
"""
Executes an SQL query 
on a table and returns the result.
 Args:
   query: SQL query to execute.
   table: Table to execute the query on.  
"""

Search Calculation Comparison
def multiply(a, b):
  "Returns the product of two numbers."
def minus(a, b):
  "Returns the difference of two numbers"
def sum(a, b):
  "Returns the sum of two numbers"
def divide(a, b):
  "Returns the division of two numbers."    

def compare(a, b):
"Return: 'a is greater' if a > b
         'b is greater' if a < b
         'a is equal to b' if a == b"
def max_in_list(a_list):
  "Returns the highest number in the list"
def min_in_list(a_list):
  "Returns the smallest number in the list"  

Figure 4: Predefined Python functions ("hands") assigned to the Search expert, Calculation expert, and Comparison
expert in PLANTA, respectively.

ture and roles of the experts within PLANTA. We232

first outline the common architecture shared by all233

experts in Subsection 3.1, followed by an in-depth234

discussion of the differences in their architecture235

and their specific contributions in Subsection 3.2.236

3.1 Common Architecture237

In PLANTA, each expert consists of two main com-238

ponents: the "brain" and the "hands". Each brain is239

specialized in a specific task and can independently240

reason to complete an assigned task. It is powered241

by an LLM, whose knowledge scope is encoded242

through prompting. The hands are predefined tools,243

such as Python or SQL execution functions, tai-244

lored to the expert’s specializations. These tools245

enable access to detailed data within tables and246

execute operations that LLMs may struggle with,247

such as calculations. They provide the brain with248

the necessary inputs for reasoning and determining249

the subsequent steps required to complete the task.250

3.2 Task-Specific Architecture251

Planning expert: Its role is to outline the nec-252

essary steps of short-term goals, structured as a253

task list, to transform the initial table into an ac-254

curate answer. Since this role focuses solely on255

planning without execution, the Planning expert’s256

architecture comprises only the "brain". This brain257

is powered by an LLM specifically designed for258

the planning task, with a knowledge scope that259

includes the given table, the question, and the spe-260

cializations of Execution experts (see our prompt261

for Planing in Appendix). For each step in the plan,262

dependencies on previous steps must be explicitly263

defined to enable the flexible reuse of variables264

from earlier steps. This approach minimizes the265

transfer of unnecessary information to subsequent266

steps while ensuring that all dependencies are cor-267

rectly managed. For example, in Figure 3, step 3268

depends only on the output of step 1. Therefore,269

step 3 can access only the output of step 1 that it270

depends on, without accessing the output of step 2.271

My goal is to find row containing products
sold in region B where quantity sold > 500.
First, I need to check the table structure.

The columns are: Product, Region, Sales
Year, Quantity Sold, Revenue.

Call:
RUN execute_sql_query (sql_query)
params:
sql_query = """

SELECT column_name 
FROM information_schema.columns

"""

Next, I need to filter the data with two
conditions:

Region = 'B'
Quantity Sold > 500

Call:
RUN execute_sql_query (sql_query)
params:
sql_query = """

SELECT * 
WHERE Region = 'B' 
AND Quantity_Sold > 500;

"""

Everything is correct, I'll return the list of
rows that meet the requirements.

700Product Region Sales Year Quantity Sold Revenue
A2 B 2023 600 1300

Figure 5: An example of how the Search expert ad-
dresses the 3rd short-term goal from Figure 3. Once
the short-term goal is received, the Search expert per-
forms reasoning step by step. The process includes un-
derstanding the question, analyzing the table structure,
identifying the data that meets the goal’s conditions, and
providing the answer. When the expert needs to access
data in the table, it automatically calls the predefined
SQL execution function (see Figure 4) to retrieve the
necessary information. This is done by generating SQL
queries as parameters for the function.

Execution experts: The task of the Execution ex- 272

perts is to resolve the short-term goals required by 273

the Planning expert. These goals are assigned to ap- 274

propriate Execution experts based on their special- 275

ization by the Router, which we perform using an 276

LLM via prompting (see our prompt for the Router 277
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in Appendix). Motivated by operations on tables,278

our PLANTA system is designed with three Exe-279

cution experts: (1) Search expert, (2) Comparison280

expert, and (3) Calculation expert. In terms of their281

knowledge scope, they can only access the data and282

short-term goals provided by the Planning expert283

and reason with the support of predefined functions,284

which we call "hands". The predefined functions285

include SQL query execution for the Search expert;286

comparative and superlative comparison for the287

Comparison expert; and basic calculations such as288

addition, subtraction, multiplication, and division289

for the Calculation expert. See Figure 4 for more290

details.291

Unlike the initial question on tables, which must292

be addressed according to a pre-defined long-term293

plan, short-term goals are often simpler and more294

manageable. Therefore, we allow the experts to295

independently determine how to resolve assigned296

goals, such as utilizing the Chain-of-Thought or297

question decomposition approach, as long as the298

assigned goal is solved (see our prompts for three299

Execution experts in Appendix). We expect that300

this flexibility will enable the experts to reason and301

use their "hands" in ways that align with their exe-302

cution capabilities. Figure 5 illustrates an example303

of how an Execution Expert addresses an assigned304

short-term goal.305

Assessment expert: The task of the Assessment306

expert is to evaluate the quality of the plan after307

receiving the result of the current short-term goal308

from the Execution Expert. Similar to the Planning309

expert, it does not execute tasks but focuses solely310

on reasoning, using an LLM specialized in assess-311

ment tasks. Its knowledge scope includes access to312

the table, the question, and the long-term plan (see313

our prompt for the Assessment in Appendix). After314

every k short-term goals, the Assessment expert315

determines whether to generate an early answer316

if sufficient relevant information is available, or317

revise the plan if the results from the Execution318

experts fail to meet requirements or if the initial319

plan appears infeasible. Otherwise, the results from320

the Execution experts are automatically incorpo-321

rated into the long-term plan. In essence, it takes322

a plan as input and outputs either a revised or an323

unchanged plan, or an answer.324

Recommendation: Our preliminary experiments325

show that frequent assessments, such as after each326

short-term goal, can facilitate early answers, con-327

serve resources, and quickly address errors as they328

Statistics WikiTQ TabFact
# Questions 4343 2024
# Number of Tables 421 298
# Min/Max Rows 6/518 5/49
# Min/Max Columns 5/20 3/21

Table 1: Statistics of the WikiTableQuestions (WikiTQ)
and TabFact test sets.

arise. However, frequent evaluations may also lead 329

to challenges, such as overemphasizing short-term 330

results at the expense of long-term objectives, un- 331

necessary plan revisions (e.g., repeated short-term 332

result validations), inaccurate premature answers, 333

and increased resource costs. To mitigate these 334

issues, k should be tuned based on the data and the 335

complexity of the question, balancing stability and 336

efficiency. 337

4 Experiment Setup 338

Dataset and Metric: Following previous works 339

(Wang et al., 2024), we conduct experiments on the 340

benchmark datasets WikiTableQuestions—a ques- 341

tion answering dataset over semi-structured tables 342

(Pasupat and Liang, 2015) and TabFact—a dataset 343

for table-based fact verification (Chen et al., 2020). 344

Table 1 describes the statistics of their test sets. See 345

a description of both datasets in the Appendix. 346

We employ the official denotation accuracy (Pa- 347

supat and Liang, 2015) for WikiTableQuestions 348

and the binary classification accuracy for TabFact. 349

Baselines: We compare our method to recent 350

strong table understanding methods, including 351

TEXT2SQL (Rajkumar et al., 2022), CHAIN-OF- 352

THOUGHT (Wei et al., 2022), Dater (Khot et al., 353

2023), StructGPT (Jiang et al., 2023), BINDER 354

(Cheng et al., 2023), TabSQLify (Nahid and Rafiei, 355

2024), CHAIN-OF-TABLE (Wang et al., 2024) 356

and DP&PYAGENT (Liu et al., 2024). CHAIN- 357

OF-TABLE and DP&PYAGENT are the state-of- 358

the-art methods on TabFact and WikiTableQues- 359

tions, respectively. 360

Implementation Details: We utilize LangGraph 361

to construct our proposed model, PLANTA, which 362

is conceptualized as a graph.1 In this graph, the 363

long-term plan represents the graph’s state and each 364

expert presents a node. Each expert is powered 365

by an LLM with a distinct prompt, as detailed in 366

Appendix . We mainly use "GPT-3.5-turbo" and 367

"GPT-4o-mini" from OpenAI as the LLMs. The 368

1https://langchain-ai.github.io/langgraph/
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temperature for LLMs is set to 0. The maximum369

number of iterations for a full turn of reasoning and370

execution of predefined functions per expert is set371

to 2. The maximum number of short-term goals372

is set to 12. The Assessment expert evaluates the373

long-term plan after completing n− 1 steps of the374

plan where n is the number of short-term goals in375

the plan.376

5 Evaluation377

5.1 Main Results378

Table 2 reports the accuracy of our PLANTA and379

strong baselines on WikiTableQuestions (WikiTQ)380

and TabFact test sets.381

Recent state-of-the-art methods, including382

CHAIN-OF-TABLE and DP&PYAGENT, rely on383

chain-of-thought reasoning and self-consistency,384

demonstrating the effectiveness of these methods385

for table understanding. Both CHAIN-OF-TABLE386

and DP&PYAGENT show notable improvements387

when upgrading their backbone LLM from GPT-388

3.5-turbo to GPT-4o-mini. For example, CHAIN-389

OF-TABLE improves from 59.9 to 70.4 on WikiTQ390

and 80.2 to 85.8 on TabFact. DP&PYAGENT in-391

creases from 65.5 to 74.7 on WikiTQ and 80.0 to392

89.9 on TabFact, highlighting the benefits of using393

a more powerful language model.394

Our PLANTA outperforms all baselines on both395

test sets. With GPT-3.5-turbo, PLANTA scores396

70.0 on WikiTQ and 82.0 on TabFact, outperform-397

ing DP&PYAGENT (65.5 on WikiTQ, 80.0 on398

TabFact) and CHAIN-OF-TABLE (59.9 on Wik-399

iTQ, 80.2 on TabFact). When using GPT-4o-mini,400

PLANTA further improves to 75.7 on WikiTQ and401

90.4 on TabFact, surpassing DP&PYAGENT (74.7402

on WikiTQ, 89.9 on TabFact) and CHAIN-OF-403

TABLE (70.4 on WikiTQ, 85.8 on TabFact).404

Overall, PLANTA demonstrates state-of-the-art405

performance across different LLMs and datasets,406

providing clear evidence of the effectiveness of the407

proposed method for table understanding.408

5.2 Ablation Study409

To investigate the impact of each proposed compo-410

nent of PLANTA, we evaluate our ablated variants411

on WikiTQ and TabFact. Due to budget constraints,412

we evaluate the ablated variants on 1,000 randomly413

selected questions from each of the WikiTQ and414

TabFact test sets. Table 3 presents the contribution415

of each proposed component to PLANTA’s overall416

performance with GPT-4o-mini.417

Method WikiTQ TabFact
GPT-3.5-turbo

TEXT2SQL (2022) 52.9 64.7
CHAIN-OF-THOUGHT 53.5 65.4
BINDER (2023) 56.7 79.2
Dater (2023) 52.8 78.0
StructGPT (2023) 48.4 _
TabSQLify (2024) 64.7 79.5
CHAIN-OF-TABLE (2024) 59.9 80.2
DP&PYAGENT (2024) 65.5 80.0
Our PLANTA 70.0 82.0

GPT-4o-mini
CHAIN-OF-TABLE 70.4 85.8
DP&PYAGENT 74.7 89.9
Our PLANTA 75.7 90.4

Table 2: Performance results on the WikiTableQues-
tions (WikiTQ) and TabFact test sets. Rows 3 to
11 evaluate the table understanding capabilities of
baseline methods and our PLANTA using GPT-3.5-
turbo as the LLM. Results for previous methods are
taken from their respective works, except for Dater,
BINDER, and DP&PYAGENT. Since original Dater
and BINDER relied on the now-decommissioned
OpenAI Codex LLM, we extract their results based
on GPT-3.5-turbo, reported in the CHAIN-OF-
TABLE paper (Wang et al., 2024). Furthermore,
DP&PYAGENT is tested only on a variant version of
the original WikiTQ test set (i.e. not the same test
set). Therefore, we run their official implementation
(https://github.com/Leolty/tablellm) to report
results on the original WikiTQ and the TabFact test sets
with GPT-3.5-turbo. In the last three rows, we run the of-
ficial implementations of CHAIN-OF-TABLE (https:
//github.com/google-research/chain-of-table)
and DP&PYAGENT using GPT-4o-mini to provide
results with a faster and more cost-efficient LLM.
Note that Wang et al. (2024) also report results of
CHAIN-OF-TABLE using "PaLM-2" with 340B
parameters (Anil et al., 2023). Since the PaLM-2
API has been decommissioned, we are unable to run
PLANTA with "PaLM-2".

W/o planning: In this variant, long-term plan- 418

ning is excluded from PLANTA. Instead, the Plan- 419

ning expert relies solely on chain-of-thought (CoT) 420

reasoning. In detail, the Planning expert is required 421

to think step by step and generate a single request 422

for Execution experts to handle. This process is 423

repeated iteratively until a final answer is produced 424

by the Assessment expert. As shown in Table 3, 425

the exclusion of long-term planning significantly 426

hurts PLANTA’s performance, with accuracy drop- 427

ping from 76.5 to 69.0 on WikiTQ and from 90.0 428

to 74.0 on TabFact. Our internal analysis indicates 429

that the sharper decline on TabFact is due to the 430
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Method WikiTQ TabFact
PLANTAGPT-4o-mini 76.5 90.0

w/o planning 69.0 74.0
w/o search 56.0 62.5
w/o calculation 71.5 81.5
w/o comparison 75.5 88.0
w/o group experts 74.4 88.0
w/o assessment 75.0 85.3

Table 3: The performance of the full-component
PLANTA with GPT-4o-mini, along with the results of
the ablation study.

nature of fact verification tasks, which typically431

require only a true/false response. This simplicity432

may cause the Assessment expert to prematurely433

decide on an answer without verifying supporting434

evidence. Meanwhile, WikiTQ questions, which435

involve more searching tasks, encourage the model436

to continue processing until the result is found, re-437

ducing premature mistakes.438

W/o search: In this variant, the Search expert439

is excluded from PLANTA, and search tasks are440

instead handled by the Comparison and Calcula-441

tion experts. This leads to a significant drop in442

accuracy, from 76.5 to 56.0 on WikiTQ and from443

90.0 to 62.5 on TabFact, even though the brains of444

the Comparison and Calculation experts can still445

reason to perform searches. These results high-446

light that search is a critical task, and our design of447

the Search expert enables the brains to effectively448

utilize predefined functions, resulting in more ac-449

curate search performance compared to relying on450

reasoning alone.451

W/o calculation & W/o comparison: In these452

variants, the Comparison and Calculation experts453

are removed from PLANTA separately. Similar454

to the "W/o search" variant, these exclusions hurt455

PLANTA’s accuracy. Specifically, removing the456

Calculation expert causes a sharper decline, with457

a 5% drop on WikiTQ and 8.5% on TabFact, com-458

pared to removing the Comparison expert, which459

results in a 1% drop on WikiTQ and 2% on TabFact,460

while the Search expert’s brain still attempts reason-461

ing to perform these tasks. These results highlight462

that LLMs’ reasoning often struggles with compar-463

ison and even basic calculation.464

W/o group experts: In this variant, all Execu-465

tion experts are merged into a single unified ex-466

pert responsible for handling search, calculation,467

and comparison tasks. Instead of using specialized468

prompts and predefined functions tailored to each469

expert’s specific task, the unified expert uses a gen-470

eral prompt and has access to all predefined func- 471

tions. This consolidation results in a 2.1% drop in 472

accuracy on WikiTQ and a 2.0% drop on TabFact. 473

These results demonstrate that Execution experts 474

benefit significantly from prompts and predefined 475

functions designed specifically for their special- 476

ized tasks, highlighting the value of maintaining 477

task-specific experts within PLANTA. 478

W/o assessment: In this variant, the Assessment 479

expert is excluded from PLANTA. In details, all 480

outputs from the Execution experts are automati- 481

cally updated into the long-term plan, and the final 482

answer is generated once all short-term goals are 483

completed. Table 3 shows that removing the As- 484

sessment expert reduces PLANTA’s accuracy by 485

1.5% on WikiTQ and 4.7% on TabFact. This dis- 486

crepancy mainly arises from the need to revise the 487

plan to handle code execution errors or situations in 488

which one or more steps in the plan are infeasible, 489

leading to repetitive iterations without returning 490

valid results. 491

6 Analysis 492

6.1 Error analysis 493

Table 4 presents the types of errors observed in 494

PLANTA. The most frequent errors are related to 495

planning and common sense, stemming from the 496

LLMs’ lack of "real expert knowledge". As a result, 497

they struggle to handle unpredictable data, such as 498

"TBA" for time or "note" columns containing addi- 499

tional, contrasting information that alters the main 500

context. This is consistent with the analysis in Sub- 501

section 6.2, where we demonstrate that improving 502

the planning capabilities of the LLM leads to a sub- 503

stantial increase in accuracy. The Missing "hands" 504

error, where no predefined function is available 505

to assist reasoning, accounts for only 1.9% of the 506

cases, emphasizing the robustness of our design 507

for predefined functions. However, 11.7% of er- 508

rors occur when the LLM mistakenly relies solely 509

on reasoning instead of utilizing the available pre- 510

defined functions to execute tasks accurately. In 511

addition, 11.3% of errors are caused by generating 512

invalid parameters for predefined functions. Hallu- 513

cinations remain an unavoidable issue with LLMs, 514

accounting for 11.3% of errors. LLMs can generate 515

inaccurate final answers, even when accurate ones 516

are explicitly provided in the final step. Despite 517

its smaller percentage, acceptable answers reflect a 518

need to handle vague questions. 519
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Error Type Description %
Planning/Replanning Errors related to incorrect relationships between steps, failure to handle exceptions within

plan, and inability to detect execution errors when revising plan.
37.7%

Common sense LLMs lack reasoning based on real-world knowledge. Example: When asked how many
consecutive years 1990-1991 represent, LLMs answer "2", while the correct answer is 1.

20.8%

Lazy executor Errors where experts rely solely on LLM reasoning, even when predefined functions could
assist, leading to incorrect results. Example: LLMs miscalculate 3 + 3 + 1 = 6, but a tool
could compute it correctly.

11.7%

Parameter errors Errors caused by generating invalid parameters for predefined functions, such as wrong
data types or conditions.

11.3%

Hallucination The plan is executed correctly, but the conclusion is wrong. 11.3%
Acceptable answers Unclear questions lead to answers that are technically correct but not aligned with the

expected response. For example, when asked row listed before row 4?, PLANTA lists rows
1 to 3, while the golden answer is row 3.

5.7%.

Missing "hands" No predefined function is available to support the reasoning process 1.9%

Table 4: Error types in PLANTAGPT-4o-mini on the WikiTableQuestions test set. The total percentage does not add up
to 100% because some samples contain more than one error.

LLMs

70

75

80

85

90

GPT-3.5 Turbo GPT-4o-mini GPT-4o GPT4

fixed planning fixed execution

Figure 6: The impact of different LLMs on table un-
derstanding performance on the subset of 1000 Wik-
iTableQuestions test questions used for the Ablation
study. For "fixed planning", the LLM used for planning
is set to GPT-4o-mini, while the LLM for execution
tasks varies from GPT-3.5-turbo to GPT-4-mini to GPT-
4o to GPT-4, increasing in reasoning capability. For
"fixed execution", the LLM for execution tasks remains
GPT-4o-mini, with the LLM for planning adjusted from
GPT-3.5-turbo to GPT-4-mini to GPT-4o to GPT-4.

6.2 Improved LLMs Are Always the Key to520

Table Understanding?521

As shown in Table 2, using LLMs with better522

reasoning capabilities notably improves table un-523

derstanding performance. Here, we investigate524

whether improvements in LLMs always lead to sig-525

nificant performance gains. Our analysis focuses526

on two main aspects: [1] Planning, which deter-527

mines how PLANTA chooses the best approach528

to answer a question, including the task of plan-529

ning by the Planning expert and the task of re-530

vised planning by the Assessment expert; and [2]531

Execution, which involves performing the neces-532

sary tasks (such as search, comparison, and calcu-533

lation) to find the relevant data within tables. 534

Figure 6 illustrates the impact of different LLMs 535

on table understanding along these two aspects 536

on the subset of 1000 WikiTableQuestions test 537

questions used for the Ablation study. The results 538

demonstrate that under the "fixed execution" set- 539

ting, planning with better LLMs leads to a sub- 540

stantial improvement in accuracy for table under- 541

standing, with GPT-3.5-turbo achieving 72% and 542

GPT-4 increasing this to 88.5%. In contrast, under 543

the "fixed planning" setting, the improvement in 544

execution tasks with better LLMs is far more lim- 545

ited, with accuracy rising from 74% to 79%. This 546

contrast highlights the disproportionate influence 547

of LLM reasoning on planning tasks compared to 548

execution tasks. In other words, execution tasks 549

appear to be less influenced by the model’s rea- 550

soning power than planning tasks are, emphasizing 551

the need for task-specific optimizations. Thus, by 552

using powerful models for planning and more cost- 553

effective models for execution, we can optimize 554

both performance and resource efficiency. 555

7 Conclusion 556

We propose a novel method PLANTA to enhance 557

table understanding by leveraging the long-term 558

planning capabilities of LLMs. Our method fo- 559

cuses on two main goals: (1) enabling the exe- 560

cution of a long-term plan with tightly intercon- 561

nected steps; (2) minimizing the inclusion of un- 562

necessary details when solving short-term goals, 563

thereby improving efficiency compared to CoT- 564

based approaches. Experimental results show 565

that PLANTA achieves new state-of-the-art per- 566

formances on two benchmark datasets. Upon ac- 567

ceptance, our PLANTA implementation will be 568

publicly available at: anonymous-url. 569
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