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Abstract

Training question answering (QA) and informa-
tion retrieval systems for web queries requires
large, expensive datasets that are difficult to
annotate and time-consuming to gather. More-
over, while “natural” datasets of information-
seeking questions are often prone to ambigu-
ity or ill-formed, for many languages there are
troves of freely available carefully crafted ques-
tions. Thus, we automatically generate shorter,
information-seeking questions, resembling web
queries in the style of the Natural Questions
(NQ) dataset from longer trivia data. However,
because not all of the generated questions are
high quality or match the desired domain, we
also use a classifier trained on linguistic, gram-
matical, style, and topic dependent feature to
find questions that match traditional training
data in style and topic. Training a QA system
on these transformed questions is a viable strat-
egy for alternate to more expensive training
setups and contrast the final systems.

1 Introduction

Question answering is a central problem in AI re-
search. One way of understanding why people ask
question was was explained in Rogers et al. (2023):
questions come from either an information seeking
paradigm (Voorhees, 2019, henceforth information-
seeking) or a probing, evaluative paradigm (Turing,
1950, probing). While it is easy to get questions
in the information-seeking paradigm, because the
asker by definition does not know the answer, addi-
tional annotation to find the answer is expensive.
Moreover, Boyd-Graber and Borschinger (2020)
argue that probing questions are fundamentally bet-
ter because they have processes to avoid ambigu-
ity (Min et al., 2020), false presuppositions (Yu
et al., 2022), and are more artfully crafted.
However, these bold claims have not been
supported by hard evidence. The dataset from
Kwiatkowski et al. (2019) is more expensive than

their probing counterparts, which are mostly writ-
ten by trivia enthusiasts. While large corporations
can gather many “natural” information-seeking
questions “for free”, these questions critically do
not include the correct answers.

This paper investigates whether we can trans-
form the unrealistic sentences harvested from trivia
community into questions that resemble natural
questions. Such a process, rather than requiring
expensive annotations can be done with rule-based
transformations (Section 3). We then select the
most natural questions from those transformed
questions using a classifier to create a QA system
to evaluate on real NQ test set.

We consider two experimental settings: zero-
shot and supervised. The zero-shot setting imag-
ines a world without NQ: can we build a system
that does similarly well as existing systems with
our transformed probing questions? In some ways,
this is an unfair comparison, as Section 4 still eval-
uates on NQ data. In our other experimental setting
(supervised, Section 5) we augment the NQ data
with our transformed questions to improve algo-
rithms that have been trained on NQ.

Our experiments demonstrate that QB questions
could replace the questions in NQ dataset in the
zero-shot setting and supplement them in super-
vised QA systems (Section 7).

2 An Artful but Arcane Trivia Dataset

Consider what you might be asked in the quizbowl
(QB) format (Boyd-Graber et al., 2012):

A radio mast named for this city was the world’s
tallest structure until the mast collapsed in 1991.
This capital contains a skyscraper formerly known
as the Joseph Stalin Palace of Culture and Sci-
ence. A landmark called Sigismund’s Column
commemorates Sigismund III Vasa, who moved
his capital from Krakéw to this city on the Vistula
River. A 1943 Jewish ghetto uprising occurred
in—for 10 points—what Polish capital?

First, for text like this where its goal is to elicit
information, we define it an elicitation; our goal is



transforming these elicitations into grammatically
“real” and plausible “natural” questions.

Second, these elicitations are longer and com-
plex than other QA datasets.! This is because in
QB dataset clues are introduced pyramidally which
means harded, more obscure information comes
first (Rodriguez et al., 2021). For example, “moved
his capital from Krakéw to this city on the Vistula”
requires ability to decide not just what to answer,
but also when to answer (He et al., 2016).

Our goal is to avoid this baroque complexity
and use what is actually useful in the QB format:
a series of clues reveal information that an ex-
pert author thought was noteworthy about Warsaw:
key sites that commemorate its history, rulers who
made it the capital, and what country it’s a capital
of. As each of these could become a standalone
question, our goal is to turn each clue in into a
question similar to Natural Question (Kwiatkowski
et al., 2019), a dataset collected by Google from
questions people asked online. These questions
are substantially shorter, typically only a handful
of words, and have an answer annotated from a
Wikipedia page.

2.1 Comparison with NQ Datasets

The released QB and NQ datasets seem comparable
(QB: 800k elicitation and answer samples and NQ:
58860 samples); however, there exists substantial
difference in cost, quality, and quantity. Each origi-
nal QB elicitation generates on a average of seven
QB question. The average sentence length for each
elicitation is 12 words. In NQ, the average sentence
length is eight words (Kwiatkowski et al., 2019).
The NQ questions were composed based on unique
heuristics.?

First, while QB elicitations are unambiguously
paired with the answer by the author, NQ questions
must be laboriously annotated by paid workers.
While Google has not officially released costs, the
convoluted, painstaking process and the lack of re-
production since 2019 suggests that it wasn’t cheap.
QB, on the other hand, is a byproduct of trivia enthu-
siast communities who release their old questions
into the public domain. From the QA researcher’s
perspective, the elicitations are at free cost.

IThat is because it is designed to be interrupted as it is
read out loud: it is a sequence of many facts about Warsaw
going from obscure to well-known: whoever knows the most
about Warsaw should be able to answer the question sooner.

For example, the questions start with “who”, “when”
or “where” followed by a finite form of “do” or a

modalverb (Kwiatkowski et al., 2019)

The process of constructing this dataset also
points to quality considerations. Because the au-
thor knows the answer during writing and specifi-
cally wants to discourage ambiguity (Boyd-Graber
and Borschinger, 2020), they will avoid the am-
biguity (Min et al., 2020) and false presupposi-
tions (Kim et al., 2021) that are often in NQ. If we
can faithfully extract these artfully-crafted clues
from QB questions, these questions may be of
higher quality than NQ questions.

Finally, because each QB elicitation contains
many clues, the potential size of a transformed
dataset could be fivefold larger than NQ. And while
the NQ dataset may only ask a single question about
a rare entity, this is never the case for QB: a sin-
gle original elicitation would produce several clues
about an entity, allowing a model to understand
more about each potential answer.

3 Transforming into a Natural Question

As mentioned in the previous section, we can ob-
tain many questions from successfully converting
QB elicitations into NQ-like questions. Having mo-
tivated why we want to convert QB elicitations to
NQ questions, this section outlines our method of
converting the long QB elicitations into multiple
relevant NQ-like questions (Figure 1).

3.1 Generating Candidates

Many of the transformations we describe in this sec-
tion depend on an initial syntactic analysis. First,
we create a dependency parse (Nivre, 2010) of the
sentence. Moreover, some parts of the elicitations
do not resemble how questions are asked. For ex-
ample, many of the questions are statements of fact
about the target entity “she was the last Queen of
Hawaii” or “this element is mined from bauxite”.
To transform these mentions into something that
looks like a question, we find mentions that are
coreferent with the answer.

Conjunction and Removing Clauses Given
these candidates, we then need to extract the min-
imal facts that would form the basis of a ques-
tion. For example, if the QB elicitation had “he
wrote Animal Farm and 1984”, this can become
two facts: “he wrote Animal Farm” and “he wrote
1984”. Thus, we construct independent clauses by
extracting spans that contain the mention (‘“he”),
a verb (“wrote”), and one member of a conjunc-
tion (either of the two works). Similarly, we can



This city on the Bay of Bothnia is home to
Nylund’s Three Smiths and Takanen and Walter
Runeberg’s statues of Alexander II.

Original:

1. Parse Sentence (simplified for diagram)

/ is home to ™

NP and

‘ This capital}on the Bay of Bothnia

NP NP

Takanen and Walter Runeberg’s
statues of Alexander I

i Nylund's Three Smiths

2. Generate Variations: Alternate Independent
Clauses and Remove Optional Clauses

This capital is home to Nylund’s Three Smiths

This capital on the Bay of Bothnia is home to Nylund’s
Three Smiths

This capital is home to Takanen and Walter Runeberg’s
i statues of Alexander Il

3. Select Lexical Answer Type (over all elicitations
| with same answer)
city I (=
. Finnish city (|
T capital [l
municipality [I

4. Convert to Question

What city is home to Nylund’s Three Smiths

What city on the Bay of Bothnia is home to Nylund’s
Three Smiths

What city is home to Takanen and Walter Runeberg’s
statues of Alexander Il

5. Run Classifier, Rank by Similarity to Natural Questions

What city is home to Nylund’s Three Smiths?

~a
Length: 8

p q - NQ |Bigram: hometo] -0.8

Bigram: What city

Figure 1: In the process of creating information-seeking
style questions from probing elicitations, (1) we take
each sentence from the paragraph-long elicitations, and
parse it. (2-3) The parsed sentences are transformed
into variants, (4) that are finally turned into information-
seeking questions. (5) We then use a classifier to detect
the most resembling NQ question.

sometimes remove clauses: “this author who grad-
uated Eton College wrote Homage to Catalonia”
can be simplified to “this author wrote Homage to
Catalonia”.

Cannonical Answer Type Next, we need to fig-
ure out what kind of answer the question is looking
for. This is important because sometimes questions
written in QB’s pyramidal style use oblique refer-
ences particularly at the beginning of the question:

“substance” for zinc, “creator” for Chinua Achebe,
or “polity” for Bangladesh. However, these are
rarer than the most straightforward and direct refer-
ences. For example, zinc is most often asked about
using “what element”, Chinua Achebe with “what
playwright”, and Bangladesh with “what nation”.
Thus, we group all QB elicitations that have the
same answer and for each answer find the most
frequent string used to ask about the answer. These
cannonical answer types then replace the mentions
in the original question.

Imperative to Interrogative The most obvious
difference between QB elicitations and NQ ques-
tions is that QB elicitations are not grammatical
questions: rather, they are declarative statements
about the answer (hence why we are going through
the trouble of calling them elicitations). Or (of-
ten in the last sentence) an imperative statement
like “name this first prime minister of Canada”; be-
cause these lack a mention, we generate a synthetic
mention that makes the object of the imperative
verb the question: “who was the first prime minis-
ter of Canada” by mapping the cannonical answer
type to its WORDNET (Fellbaum, 1998) hypernym
and applying the appropriate question word (e.g.,
person.n.@1 maps to “who”, time_period.n.@1
maps to “when”). For example, “he wrote Animal
Farm” becomes candidates “who wrote Animal
Farm.”

Additional Heuristics Through observation of
the linguistic and grammatical style of NQ we add
additional heuristics to further improve the candi-
dates such as removing punctuation and adding
subject (full list in Appendix A).

3.2 Selecting Candidates

The process outlined above will result in
many questions that insufficiently resemble the
information-seeking questions we want to emulate:
some are too short or long, do not make sense, or
still look too much like a probing QB elicitations.
Like how Goodfellow et al. (2014) use a classifier
to filter the outputs of an automatic generative pro-
cess, we identify the best examples from the above
process. We use a simple logistic regression classi-
fier3 (Cox, 1958) trained on the generated NQ-like

3In the introduction, we argued that our approach was
cheaper than NQ. At first glance, using the NQ dataset to train
this classifier seems to contradict the argument. However,
while we are using NQ questions, we are critically not using
the answers to the questions, which (unlike the answers) are



examples (through the process described in the pre-
vious section) as negative examples and with real
NQ examples as positive examples.

Nonetheless, our features identify question top-
ics and formats that occur frequently in NQ. For
example, the bigram “who played”, reflects NQ’s
emphasis on popular culture; starting questions
with “how”, “when”, or “where” recapitulates the
process for harvesting NQ; and short questions have
the highest feature weight, emphasizing that NQ
questions are short (Table 5).

3.3 LLM Conversion Baseline: Llama 2

As a baseline, we convert QB elicitations into ques-
tions through prompting LLAMA?2 (Touvron et al.,
2023), a generative text model.* For fair compar-
ison, we separate clues from the QB elicitations;
then feed them to LLAMA?2 and ask it to produce
a natural question. As in the above pipeline, we
identify the lexical answer type (e.g., “this person”)
and ask LLAMA?2 to formulate a query> that could
be used as a Google search. Afterward, we use the
same classifier to select examples from the LLM
baseline.

4 Training a zero-shot QA System with
Synthetic Data

This section trains systems that do not use NQ data.
We call this setting zero-shot, where a question ¢
is given to the model as the input. Based on that
input, the model generates the answer a denoted by
p(alg, 0) where 6 is the model .

4.1 Challenges in zero-shot QA System

However, there are some challenges in the design
with the zero-shot QA system. Firstly, some state-
of-the-art zero-shot systems use NQ data in training
(e.g., finetuning or tuning model parameters). For
example, Sun et al. (2023) uses NQ training data
to fine-tune their retriever component with the NQ
train set when testing on NQ test set. Therefore,
although these systems are claiming to be zero-
shot, the usage of NQ train set impacts the score.

Secondly, these models use large language mod-
els such as GPT (Brown et al., 2020) or Instruct-
GPT (Ouyang et al., 2022) in their pipeline, which
expensive to collect for NQ.

*https://huggingface.co/meta-1lama/
Llama-2-7b-hf

SThis is the QUESTION. Ask about “this person” in the
question. Your question’s correct answer should be ANSWER.

Make sure the answer is not in your question. Make the
question as natural as a google search query

are not disclosed completely their training data (Shi
et al., 2023a). This lack of information poses se-
rious challenges in the zero-shot evaluation (Os-
car Sainz, 2023; Narayanan, 2023; Magar and
Schwartz, 2022).

Thus, to validate the zero-shot property, we
probe GPT to see if it is aware of NQ answers (Ta-
ble 1). As it may be aware of some answers by
coincidence, we focus on wrong NQ answers (man-
ually detected). This is the clearest signal that the
model has seen the NQ data’s answers, as annota-
tion errors are less likely to be by coincidence. We
also probe for time-sensitive questions.

Therefore, in our zero-shot QA systems, we are
not using any large language models. We are using
the heuristics and classifiers to develop our dataset
and in our model selection, we have ensured that
the models are not pretrained or finetuned on NQ
dataset.

4.2 Training

Having described how to generate question—answer
pairs that resemble information-seeking paradigm
questions, we now want to see how useful they are
for training a traditional QA system; how QB ques-
tions can act as a replacement of NQ data in the
training process. Our goal is to create a QA system
with the same accuracy as the original NQ dataset
while training on the QB dataset, so this is an upper
bound. For evaluation, we have tested the systems
on the NQ test set to validate its performance with-
out training any NQ data.

In the zero-shot setting, the system is trained
with our QB questions. In this setting, we have
ensured to never use questions of the training split
of the NQ dataset.

In the zero-shot setting, we have only used the
questions generated from the QB dataset. In this
scenario, we have experimented with only the
QB_ALONE dataset ensuring no NQ train set pol-
lute the result. We have conducted experiments
with only QB_ALONE dataset to see whether train-
ing with transformed QB_ALONE questions can
achieve comparable performance. We have re-
placed the training dataset of the state-of-the-art
QA systems with our QB_ALONE questions and
tested with the NQ test set.

4.3 Zero-shot QA systems

For the above mentioned analysis, we have not
used any GPT-based methods in our system. We se-
lected two systems that have shown high accuracy


https://huggingface.co/meta-llama/Llama-2-7b-hf
https://huggingface.co/meta-llama/Llama-2-7b-hf

NQ question NQ answer (wrong)

Real answer

GPT given answer

Who sang the most number of  Asha Bhosle

songs in the world

Lata Mangeshkar

Asha Bhosle

Charlotte of Meck-
lenburg - Strelitz

Who introduced the first chris-
mas tree to the uk

Prince Albert, Queen Victoria’s
consort

Queen Charlotte

Total number of death row in- 2,718

mates in the us

2,331

Over 2,400 people

Who is next in line to be the Charles , Prince of
monarch of england Wales

Prince William

Charles, Prince of Wales

What age is the oldest living per- 117
son in the world

116 years 117

Table 1: To determine whether NQ is in the training data of GPT, we take the answers given by GPT 3.5. If the
answer is the same as given in NQ dataset, we can assume it has seen those dataset.

on traditional NQ training: Deep Passage Retrieval
(Karpukhin et al., 2020b, DPR) and Retrieval-
Augmented Language Modeling Framework (Shi
et al., 2023b, REPLUG) for open-domain question
answering. These systems trained from the ground-
up in our method. DPR (Karpukhin et al., 2020a)
extracts the answer from a context which is ex-
tracted using passage retriever models. We train
DPR on the questions, answers, and context pas-
sages for QB dataset and the NQ-like generated
questions dataset (ours). In training, we generate
the positive context by collecting passages that con-
tain answer string, and negative context otherwise
(Example in Appendix 6). In REPLUG (Shi et al.,
2023Db), the retrieval model finds the most appro-
priate passage from a large corpus; then the model
produces more accurate answers by augmenting
retrieved information to the input context.

4.4 Training Data

We will be comparing all of our generated datasets
with the original NQ dataset (NQ). Our goal is to
create a QA system with the same accuracy as the
original NQ dataset while training on the QB dataset,
so this is obviously an upper bound. In this zero-
shot experiment, we have used different percentage
of QB generated questions for training the model.
For example, QB-Trans-10, represents ten percent
of all of the filtered and transformed data set of QB
data selected based on the classifier (Section 3.2).
We compare this traditional training regime with
several training sets derived from QB. we use in-
dividual elicitation sentences from the QB dataset
without any transformation: QB-Raw. While we
expect this to do poorly, it shows how much our
transformation improves upon the original dataset.
Next, we compare against all transformed sen-
tences from our syntactic-based method (QB-
Trans-100) compared to the LLM baseline (QB-

Llama2). For both of the the transformations, we
compare against different sampling approaches:
uniformly at random, sorted by classifier, or
weighted by classifier.

4.5 Results and Analysis

400000 600000

0 200000
Number of questions in datasets

Figure 2: DPR: As expected, QB-Trans-100 without
any NQ data comes within 5 points of a model trained
on NQ. Training on the full QB-Trans and evaluating
on it produces the highest accuracy system with DPR.
However, the a percentage of that datasets from our sys-
tematic conversion (QB-Trans-80) reaches a substantial
fraction of the accuracy. This does better than conver-
sions created by prompting a LLM.

Our transformations lag behind a model trained
directly on NQ by only about three points, while
the LLM lags by over ten points. We have seen that
our QB_ALONE data can be applied to different
QA systems and achieve comparable performance
(Figure 2 and 3).

Even the worst transformed questions from the
QB dataset are better than many of the questions
produced by the LLM. For example, the original
QB elicitation has the clue “In one of this man’s
paintings, one character oddly uses her left hand
to grasp the red-cloaked character’s chin while her
right hand sits at his knee”. When we convert it
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Figure 3: REPLUG: Again, QB-trans without any NQ
data comes within 5 points of a model trained on NQ.
QB-Trans-50 comes within 5 points of a model trained
on QB-TRANS.

using the syntactic rules, the transformed QB ques-
tion becomes “in one of which man’s paintings,
one character oddly uses her left hand to grasp the
red-cloaked character’s chin while her right hand
sits at his knee”. This question (based on its length)
would score poorly on the classifier, but nonethe-
less the answer is Jean Auguste Dominique Ingres.
However, in the QB-Llama2, the question becomes
“What is the significance of the left-hand grasp
and the right-hand placement in Jean Auguste Do-
minique Ingres’ painting featuring a red-cloaked
character and another woman?”” Not only does the
desired answer change (it’s not clear that there is
a correct answer), but the answer appears in the
question (despite the instructions in the prompt).

5 Training a Supervised QA System

We will be comparing all of our generated datasets
with the original NQ dataset (NQ). While the NQ
questions were selected based on some heuristics,?
our QB questions are generated based on the heuris-
tics described in Section 3; we combined the two
datasets to construct QBANDNQ.

5.1 Supervised QA systems

As the baseline, we used state-of-the-art model in
the NQ challenge leaderboard ReflectionNet (Wang
et al., 2020) which consists of a MRC model for
answer prediction and Reflection model for answer
confidence. We also used GENREAD (Yu et al.,
2023) which is a generate-then-retrieve pipeline

For example, the questions start with “who”, “when”
or “where” followed by a finite form of “do” or a
modalverb (Kwiatkowski et al., 2019)

QA system that directly generates the contextual
documents by using clustering document repre-
sentations. This method outperforms traditional
retrieve-then-read pipeline methods. We also use
the two retrieval based systems DPR(Karpukhin
et al., 2020b) and REPLUG (Shi et al., 2023b) de-
scribed in the previous section but this time trained
with QB data along with NQ dataset.

5.2 Training Data

We train the supervised QA systems with our
QBANDNQ dataset, combination of original NQ and
QB questions. We also replace Yu et al. (2023)
with QBANDNQ dataset to see how our dataset
performs when merged with the NQ dataset and
whether our dataset can be used as an expansion of
the NQ dataset.

Like in the previous zero-shot experiment, we
use different percentage of NQ questions along
with QB generated questions for training the model.
For example, QB-NQ-10, represents all of the fil-
tered and transformed QBANDNQ data set and ten
percent of the original NQ data.

We also transform answers from the QB dataset
to look like the NQ data. For example, one of the QB
question after transformation Which ethnic group’s
language and customs were adopted by a majority
of the uru people? with answer Aymara people
(the Quechua were the larger group targeted by the
genocide). However, if we observe the NQ answer
list, there is no description given using the parenthe-
sis. Therefore, we have converted the answer set to
also include Aymara people to make the answer set
look like NQ formatted. Uniformly at random se-
lects transformed sentences without regard to how
similar they are to natural questions. Sorted by the
classifier is a deterministic order where all exam-
ples are processed in order of their classifier score
(e.g., the best scoring transformation “Who coined
the term “behaviorism”?” .is the first, the worst
scoring—after 4000 examples—*‘ Which country’s
capital sits on a namesake gulf jutting out from
the south china sea .” is the last). In all cases, NQ
examples are selected uniformly at random.

Finally, because a some data can go a long way,
we also compare against combinations of NQ and
our transformed sentences.

5.3 Result and Analysis

We had argued that using transformed QB data
would be cheaper than using NQ data (which is
expensive) to gather answers for. What if we have
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Figure 4: DPR: As expected, supervised training on
QB-NQ-100 and evaluating on NQ produces the high-
est accuracy system with DPR. However, the cheaper
datasets from our systematic conversion (QB-NQ-50),
with a noiser but larger dataset, reaching a substantial
fraction of the accuracy.
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Figure 5: ReflectionNet-Ensemble: Again, in super-
vised setting, QB-NQ-100 data crosses the NQ by 3
points of a model trained on NQ, and adding just 50%
of the NQ data allows the model to reach within 5 points
of the accuracy of the model trained on the whole NQ
dataset.

access to a fraction of the NQ data? Finally, given
the best configuration of the previous experiment,
we add small amounts of NQ data to see how much
is needed to recreate the best NQ result. Adding
half of the NQ brings parity to the result. There-
fore, our experiments show the effectiveness of
QB question as an alternative of NQ dataset in the
zero-shot setting and an expansion of NQ dataset
in supervised QA systems. Similar results can be
seen in all the systems. We have included DPR
and ReflectNet-Ensemble here (Figure 4 and 5).
ReflectionNet-Ensemble has higher accuracy than
DPR because of its usage of ensemble model in
training. No data in the training process is changed.
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Figure 6: DPR: Again, QB-NQ-100 data crosses by 5
points of a model trained on NQ, and adding just 50% of
the NQ data allows the model to reach within 10 points
of the whole NQ with answer equivalence.

6 Answer Equivalence in Zero-shot and
Supervised Training

Thus far, we have focused on ensuring that the
transformed questions resemble the target NQ data
as much as possible, but have not considered the an-
swers. To fully emulate NQ data, the answers need
to be comparable. Thus, we expand the answer set
provided in the QB dataset (which typically is more
formal and verbose than NQ) with the WikiData
answer equivalence sets from Si et al. (2021) for
both training and evaluation. For example, NQ has
a question “where do the greasers live in the out-
siders?” with the correct answer set comprised of
{ “Tulsa , Oklahoma’}. However, if the QA system
answers ‘tulsa, oklahoma’, it will be considered as
incorrect in the exact match. Thus, we apply an
answer equivalence system to change the answer
set to { ‘Tulsa , Oklahoma’, ‘ttown’, ‘tulsa’, ‘tulsa
oklahoma’, ‘wagoner county tulsa city’}.

After adding answer equivalence, the accuracy
increased in both supervised and zero-shot setting
(consistent with results in Si et al. (2021)), and
while the gap in accuracy is still around five points,
the percentage accuracy between QB-trans and
NQ is much closer (Figure 6).

7 Analysis of Transformed Questions

Not all of the original elicitations are transformed
correctly. First, there is transformation error. Take
this original elicitation:

The protagonist is rescued by Robert Walton in
the Arctic and hails from Lake Geneva.

The first heuristic that is applied here is the split
of clause based on conjunction. After applying
the heuristic based on conjunction “and”, we get



two clauses: “The protagonist is rescued by Robert
Walton in the Arctic” and “The protagonist hails
from Lake Geneva”. Next, we add wh-words to
produce questions: “Where the protagonist is res-
cued by Robert Walton in the Arctic?” and “Where
the protagonist hails from Lake Geneva”. These
create poor questions that change the meaning of
the original elicitation, but after applying the clas-
sifier, it nonetheless gets high score because it has
features (e.g, similar length to NQ questions, begins
with “where”, and void of QB question patterns)
similar to the NQ questions. These features lead to
classify the question as close to NQ (Table 5).

8 Related Work

8.1 An Explosion of Datasets

The last few years has seen a flurry of datasets.
Some of these datasets are created at great expense
through crowdsourcing to capture common sense,
numerical reasoning, visual QA (Antol et al., 2015),
video QA (Yang et al., 2003), common sense ques-
tions (Talmor et al., 2021) or multicultural ques-
tions (Clark et al., 2020); Rogers et al. (2023) gives
a thorough summary. Less common are datasets
focusing on found data, although there are nonethe-
less a panoply of questions harvested from educa-
tional resources, civil service exams, users, and
trivia games.

8.2 Generating Questions

Given the expense of gathering these data, an obvi-
ous alternative is to generate your data. While we
transform one question format into another, Prob-
ably Asked Questions (Lewis et al., 2021)[PAQ]
transforms source documents into questions that
could be asked. These questions are more formu-
laic than the questions carefully crafted by trivia
experts in the QB dataset, but an obvious extension
would be to see if PAQ questions could help aug-
ment the results here. Another class of transformed
questions are translated questions that convert
datasets like SQUAD into multiple languages (Car-
rino et al., 2020; d’Hoffschmidt et al., 2020).
Given all of these datasets, a frequent research
thrust has been to create methods to generalize
from one QA setting to another, either by merging
datasets together (Artetxe et al., 2019; Khashabi
et al., 2020) or by QA-driven slot-filling (Du et al.,
2021) or event extraction via QA (Lyu et al.,
2021) by creating algorithms that explicitly gener-
alize (Munteanu et al., 2004; Munteanu and Marcu,

2005).

8.3 Transforming Questions

Our approach of transforming the form of QB elici-
tations is inspired by a long line of research. Pre-
neural QA work used machine translation mod-
els to transform questions into something that
would resemble the text where the answer would
be found (Wang et al., 2007). Other work trans-
forms questions to remove ambiguity or to trans-
form a context-dependent question into a question
that more closely resembles NQ (Demszky et al.,
2018).

8.4 Zero-shot QA

In zero-shot setting, large language model is used to
generate new questions. In BeamSearchQA (Sun
et al., 2023), new questions are generated using
LLM by iterative refining and expanding scope of
the question achieves a state of the art EM score
38.0, there are some approaches without the re-
triever. In-context learning approach is applied us-
ing GPT-3 (Brown et al., 2020), cost efficient Gen-
eralist Language Model (GLaM) GPT-3 (Du et al.,
2022), instruction-tuned model (Wei et al., 2021)
in zero-shot setting. Self-supervised knowledge
learning is applied in zero-shot QA, for example
heuristic based graph (Banerjee and Baral, 2020).
However, in our work, we are creating nq-like ques-
tions from gb questions. The main difference of our
work from the previous work is that, we are using a
different dataset to train the model in a zero-shot to
make it compatible with NQ dataset. With a proper
classifier and carefully chosen heuristics, we intro-
duce a conversion of different domain dataset as a
replacement of NQ dataset.

9 Conclusion and Future Work

Transformed NQ-like questions from the QB data
is an alternative to expensive datasets like NQ. The
transformed data itself is not as good as NQ by
itself, but is competitive; this is a reasonable op-
tion if the resources are not available to curate a
dataset like NQ. If there is budget to create a dataset
comparable to NQ, a small ammount of this data
augmented with transformed data from a dataset
like QB can surpass a model trained on the NQ
dataset alone. For future work, we can apply this
conversion technique for other languages where
transformation heuristics can be learned using hu-
man data.



10 Limitations

Focus on Natural Questions We focus on NQ,
a popular and respected dataset. Other datasets
are different, and we do not know how well our
transformations would generalize to other datasets.
However, we suspect that similar transformations
would also succeed.

Errors hidden by Correct Answers While our
transformed data often gets to the right answer, we
have not systematically verified that the produced
questions are themselves correct. It could be that
enough of the necessary contents within the con-
versions remain that systems can reach the correct
answer but that the questions contain errors (either
factual or grammatical). From our inspection of the
questions, we do not believe this to be the case, but
a systematic evaluation would be needed to confirm
this. However, this would dramatically raise the
cost of the dataset, obviating one of the motivations
for this approach.

Distribution Shift QB and NQ have very differ-
ent distributions: QB is more academic, while NQ
has more questions about sports and pop culture.
Thus, solely evaluating on NQ potentially says little
about how well our conversion process works for
the topics that are over-represented in QB compared
to NQ. While NQ does have some questions about
literature and science, they are under-represented;
it could be that our transformations are particu-
larly brittle on questions about equations or works
of fiction but NQ evaluation does not expose that
weakness.

Ethical Considerations

The most important ethical consideration of this pa-
per is that we are using the data from the trivia com-
munity to train a model. In contrast to datasets like
SearchQA (Dunn et al., 2017) or TriviaQA (Joshi
et al., 2017) where it is unclear how the original
trivia authors feel about the use of the data, the
QB community explicitly welcomes the sharing
and dissemination of the data to train QB players:
datasets are covered by a creative commons license
(and the norm of sharing indeed predates the formal
creation of creative commons). While computer
QA systems are a different kind of trivia player
(machine rather than human), we believe that this
would be in the spirit of the community.
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A Heuristics List

Through observation of the linguistic and gram-
matical style of NQ we add additional heuristics to
further improve the candidates such as removing
punctuation and adding subject:

* Removing punctation: Natural questions typ-
ically do not include punctuation, so we re-
move punctuation at the boundary of a gener-
ated question.

* Adding subject: If a question is missing a
subject (e.g., “wrote Burmese Days”, we add
“which” answer_type (in this example, au-
thor) to the beginning of the question.

A.1 What is a zero-shot system?

Zero-shot systems enables the models to answer the
questions without explicitly trained on them. Under
zero-shot setting for the NQ dataset, there can be no
training on NQ data— not with questions and their
answers and not with their contexual documents.
Therefore, when given any NQ test data, the zero-
shot systems directly encode the given question
and predict the answer. A question g is given to the
model as the input. Based on that input, the model
generates the answer a denoted by p(a|p, §) where
0 is the model parameters (Yu et al., 2023).

The state-of-the-art zero-shot QA system AL-
LIES (Sun et al., 2023) framework generates ad-
ditional questions through an iterative process. In
this process an LLM is used to generate queries
based on existing query-evidence pair and score
the answer. This iteration process continues until
the score reaches a predefined threshold. There-
fore, this system decomposes the original question
into multiple sub-questions and achieves state of
the art performance on zero-shot setting for NQ
dataset. Another state-of-the-art zero-shot model
GENREAD Yu et al. (2023) uses large language
model InstructGPT (Ouyang et al., 2022) to di-
rectly generate contextual documents from a given
question.

A.2 DPR Training

The passages that contain any of the answer strings
are positive examples, while the passages that do
not are negative examples. One example is shown
in Table 6.

12

.1 Large Language Models and
Transformer-based Models

Due to the increasing sequence length, transformer
uses sparse attention to handle the complexity of
long document modeling (Zhang et al., 2021). In
this method, each token is made to attend more im-
portant context or local context (Qiu et al., 2020).
Another approach uses sliding window pattern
to capture local information that includes Long-
former (Beltagy et al., 2020), BigBird (Zaheer
et al., 2021). Lastly, PoolingFormer (Zhang et al.,
2021) uses full self-attention into two-level atten-
tion schema—first one works as a sliding window
attention pattern and the second level increases re-
ceptive field. Wang et al. (2020) uses machine
reading comprehension (MRC) model for answer
prediction and a Reflection model for answer con-
fidence. This achieves state-of-the-art performance
on the NQ dataset in the leaderboard of NQ chal-
lenge.



Heuristic Purpose Example before Example after Heuris-
Heuristic tic
substitute non answer Substitute non an- she founded Carthage she founded Carthage
pronouns swer pronouns to andreigned asits queen and reigned as carthage
noun+possesion. from 814-759 BC ’s queen from 814-759
BC
clean marker Remove punctuation which german philoso- which german philoso-

patterns at the begin-
ning and the end of the
question.

pher is this philosopher
wrote a work , . "

pher also wrote glow-
ing reviews of which
german philosopher’s
own works in ecce
homo

drop after semicolon

Remove contents after
semicolon in NQlike.

which molecule is this
compound ’s presence
can be quantified in
spectrophotometry by
observing an intense ab-
sorption peak at 255
nanometers ; that peak
is the

which molecule ’s pres-
ence can be quanti-
fied in spectrophotom-
etry by observing an in-
tense absorption peak at
255 nanometers

convert continuous to
present

Change the first verb to
normal tense if it is in
continuous tense.

which particle consist-
ing of a charm quark
and an anti - charm
quark

which particle consists
of a charm quark and an
anti - charm quark

fix no wh words

Convert  "this" to
"which"+answer_type
when there’s no "wh-"
words.

this play begins with
the protagonist arriving
at the elysian fields to
see her sister stella

which play begins with
the protagonist arriving
at the elysian fields to
see her sister stella

replace this is

Replace  "this" to
"which"+answer_type
within "this is" pattern.

this is the first party
name , followed by
kraemer , in that
supreme court case ,
which held that racially
restrictive  covenants
are unconstitutional

which name the first
party name , followed
by kraemer , in that
supreme court case ,
which held that racially
restrictive  covenants
are unconstitutional

replace which with that

Convert "which" to
"that" and check if
no "which" present
anymore, if so, convert
"this" to "which".

michael green is a cur-
rent professor at this
university , which is
where watson and crick
discovered dna ’s struc-
ture

michael green a current
professor at which uni-
versity , that is where
watson and crick dis-
covered dna ’s structure

Table 2: List of Heuristics
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Heuristic Purpose Example before Example after Heuris-
Heuristic tic
add question word Adding a chamberlain named a chamberlain named

"which"+answer_type
when no "wh-" words
present.

cleander was killed on
the orders of marcia ,
a mistress of this man
who was involved in the
plot that eventually as-
sassinated him and re-
placed him with perti-
nax

cleander killed on the
orders of marcia , a mis-
tress of which man who
was involved in the plot
that eventually assassi-
nated him and replaced
him with pertinax

add subject

Add
"which"+answer_type
at the beginning when
question starting with
VERB/AUX and miss-
ing the subject.

were refused real em-
ployment because of "
logical discrimination
, " an excuse which
belied the employers ’
fear of their " death

taint

which se people were
refused real employ-
ment because of " logi-
cal discrimination , " an
excuse which belied the
employers ’ fear of their
" death taint

fix what is which Remove "what is" from what is which desert ly- which desert lying
"what is which". ing mostly in northern mostly in northern
china and mongolia china and mongolia
remove end BE verbs Remove "is/are" at the which jewish holiday is  which jewish holiday is
end of NQklike ques- that hymn is that hymn

tions.

remove extra AUX

Remove extra auxiliary
words.

which number is it is
the base for solutions to
the differential equation

which number is the
base for solutions to the
differential equation

remove patterns

Remove bad patterns in
NQIike.

which irish playwright
is andrew (* ) under-
shaft

which irish playwright
is andrew undershaft

remove rep subject

remove repetition of the
subject “is this”.

which goddess is this
goddess is considered a
daughter of ra

which goddess is con-
sidered a daughter of ra

remove BE determiner

Change is his/is her/is
its to ’s.

which greek goddess’s
is her wedding night
lasted three hundred
years

which greek goddess’s
wedding night lasted
three hundred years

remove repeated pro-
noun

Removes repeated pro-
nouns like "which char-

acter who is", "is who

"

1s".

which character who is
the character who never
appears to linus in a
peanuts halloween spe-
cial

which character never
appears to linus in a
peanuts halloween spe-
cial

Table 3: List of Heuristics.
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Heuristic Purpose Example before Example after Heuris-
Heuristic tic

fix no verb Ensure there’s at least which greek god wield- which greek god is

one verb per question.  ing chief greek god wielding chief greek

god

add space before punc-
tuation

Add space before punc-
tuation because in NQ
there’s space before all
types of punctuation

which greek goddess’s
wedding night lasted
three hundred years

which greek goddess
’s wedding night lasted
three hundred years

rejoin whose

replace "who’s" with
"whose"

which wife who ’s kid-
napping by paris began
the trojan war

which wife whose kid-
napping by paris began
the trojan war

Table 4: List of Heuristics.
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Feature Weight

percentile length >5 —5.49
bigram START how —4.98
bigram did the —-3.99
bigram does the —3.58
bigram of this 3.52
bigram which man 3.38
bigram how many —3.38
bigram START this 3.20
bigram was the —3.00
bigram of what 2.88
bigram in this 2.73
bigram when did —2.42
bigram START when —2.40
no QB pattern —2.27
bigram START where —2.24
bigram who plays —2.19
bigram who played —2.14
bigram of which 1.95
bigram START one 1.74

Table 5: To identify which generated questions most
resemble our target information-seeking paradigm NQ
questions (negative features) vs. the source probing
domain, we run a simple classifier over bigrams and
question statistics. The classifier prefers shorter gener-
ated questions, questions that begin with question words,
and questions without QB idiosyncratic patterns (no QB
pattern): stock phrases like “for 10 points”, “name
this”, etc. The classifier is used to prioritize the data

used to train later QA models.
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Question A fortification overlooking which city was renamed “narin qala” or “little fortress”
by mongolinvaders in the 13th century.

Answer Thilisi

Positive context  City in the Caucasus, with its at least 50,000 inhabitants and thriving commerce.
Several intellectuals born or living in Tbilisi, bearing the nisba al-Tiflisi were known
across the Muslim world. The Abbasid Caliphate weakened after the Abbasid civil
war in the 810s, and caliphal power was challenged by secessionist tendencies
among peripheral rulers, including those of Thilisi. At the same time, the emirate
became a target of the resurgent Georgian Bagrationi dynasty who were expanding
their territory from Tao-Klarjeti across Georgian lands. The Emirate of Tbilisi grew
in relative strength under Ishaq ibn Isma’il, who was powerful enough to

Negative context near the shores of Kasagh River, during the reign of king Orontes I Sakavakyats
of Armenia (5702013560 BC). However, in his first book “Wars of Justinian”, the
Byzantine historian Procopius has cited to the city as “Valashabad” (Balashabad),
named after king “Valash” (Balash) of Armenia. The name evolved into its later
form by the shift in the medial “L” into a “Gh”, which is common in the Armenian
language. Movses Khorenatsi mentioned that the Town of Vardges was entirely
rebuilt and fenced by king Vagharsh I to become known as “Noarakaghak™ (,“New
City”) and later “Vagharshapat”. The territory of

Table 6: We have a QB question: A fortification overlooking which city was renamed “narin gala” or “little fortress”
by mongolinvaders in the 13th century. with answer Tbilisi. Now, for the positive context of the DPR training we
have used those passage which contain the answer string and the rest of the passages are selected as negative context.
One of the examples of positive contexts and negative contexts for this question is shown here.
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