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Abstract

Physical systems commonly exhibit spatially varying complexity, presenting a significant
challenge for neural PDE solvers. In traditional numerical methods, adaptive mesh refine-
ment addresses this challenge by increasing node density in dynamic regions, thereby allocat-
ing more computational resources where needed. However, for graph neural operators, this
is not always a feasible or optimal strategy. We therefore introduce a novel approach to this
issue: rather than modifying grid resolution, we maintain a fixed mesh while dynamically
adjusting the bit-width used by a quantized model. We propose an adaptive bit-width allo-
cation strategy driven by a lightweight auxiliary model that identifies high-loss regions in the
input mesh. This enables dynamic resource distribution in the main model, where regions
of higher difficulty are allocated increased bit-width, optimizing computational resource
utilization. We demonstrate our framework’s effectiveness by integrating it with two state-
of-the-art models, MP-PDE and GraphViT, to evaluate performance across multiple tasks:
2D Darcy flow, large-scale unsteady fluid dynamics in 2D, steady-state Navier–Stokes sim-
ulations in 3D, and a 2D hyper-elasticity problem. Our framework demonstrates consistent
Pareto improvements over uniformly quantized baselines, yielding up to 50% improvements
in performance at the same cost.

1 Introduction

In recent years, there has been a surge in the application of machine learning algorithms to build neural
surrogates for Partial Differential Equations (PDEs). Using neural networks, PDEs can be modeled as a next-
frame prediction problem, where the dynamics of the system (such as fluid movements) are implicitly learned.
In real-world applications, traditional numerical methods such as the finite element method predominantly
operate on meshes or irregular grids (Mavriplis, 1997), as these representations naturally adapt to complex
geometries and enable varying resolution. Graph Neural Networks (GNNs) (Brandstetter et al., 2022; Pfaff
et al., 2020; Gilmer et al., 2017b) have thus emerged as a natural solution as they operate directly on
meshes. Compared to models working on regular grids, they do not require interpolation, thereby reducing
both cost and error. However, since computation scales directly with input graph size, efficient inference of
GNNs remains challenging (Zhang et al., 2022). Furthermore, reducing the operational cost is crucial for
the practical deployment of GNN-based neural surrogates, as lower costs enable higher data resolution - a
key factor in improving modeling accuracy (Iles et al., 2020; Bauer et al., 2015; Randall et al., 2007).

A common way to lower the computational budget required for inference in deep learning is (integer) quan-
tization (Jacob et al., 2017). Converting model weights and activations from floating-point to integer repre-
sentations can drastically reduce computing and memory requirements. Although quantization was initially
associated with resource-limited devices, it is now gaining attention in broader applications including Large
Language Models (Wang et al., 2023) and large-scale physical simulations (Lang et al., 2021). In the lat-
ter, reduced-precision arithmetic has shown particular promise in mathematical modeling (Kimpson et al.,
2023) and neural surrogates (Dool et al., 2023), enabling higher data resolutions within fixed computational
budgets.

While quantization applies uniform efficiency improvements across the entire model, many physical systems
exhibit spatially varying complexity, with some parts of the domain requiring special attention. Related
to this, Adaptive Mesh Refinement (AMR), originally developed for solving PDEs with the finite element
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Figure 1: Overview of the proposed framework. Given a point cloud or graph, a bit assigner returns a
node-wise quantization scheme for a larger model. The goal is to assign higher precision to more difficult
and complex regions.

method (Berger & Oliger, 1984), takes a more targeted approach: It iteratively refines the computational
mesh in regions where higher resolution is needed until reaching the desired accuracy.

However, while AMR has been developed in the context of numerical mathematics, where arbitrarily fine
resolutions can be chosen, graph neural operators on real-world data typically operate in settings where
such mesh-based refinements are less applicable. In certain domains, such as molecular data or graph-
based representations of real-world systems, nodes represent specific, meaningful points (e.g., atoms in a
molecule or locations in a sensor network) that cannot trivially be moved. Additionally, even in continuous
domains, AMR does not always suffice: for large-scale physical simulations such as weather and climate
modeling, sparse measurement points and low resolutions are often the primary cause of reduced modeling
accuracy (Randall et al., 2007; Bauer et al., 2015). For such applications, a more flexible and direct approach,
like quantization, becomes crucial as it allows the redistribution of computational resources without the need
to modify the mesh. For those situations where AMR could be feasible, Dool et al. (2023) show that adapting
resolution and quantizing a model are complimentary methods that both trade-off accuracy for efficiency,
with overall performance improved when both are implemented.

Inspired by AMR, we propose Adaptive Mesh Quantization (AMQ). We redistribute the computational
budget not by locally refining the mesh but by locally varying the bit-width used by a quantized GNN.
Relatively easy nodes - as to be selected by a small auxiliary model - will be processed using low bit-width,
freeing up resources for more complex regions of the input requiring high precision (Figure 1). The auxiliary
model is trained to predict the loss of the main model at each node, which serves as a proxy for local
complexity. This proxy is thus based on both aleatoric and epistemic uncertainty, signaling not only where
prediction is hard in general but also where prediction is hard for the quantized main model specifically.
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Overall, we make the following contributions:

• We introduce Adaptive Mesh Quantization, a framework that learns to allocate resources locally on
a mesh depending on the input data. We additionally propose an efficient implementation for the
mixed-precision quantization of MLPs.

• We investigate the particular setup where an auxiliary model learns which input regions are more
complex based on the main model’s loss landscape, training both models simultaneously.

• We validate the framework on multiple PDE datasets, ranging in complexity and scale, and demon-
strate consistent compute-performance Pareto improvements.

2 Related work

2.1 Neural PDE solvers

The intersection of PDE solving and deep learning has emerged as an active research area (McGreivy &
Hakim, 2024). The usual task is to learn a mapping from an initial state to a solution of a PDE with a
neural network, in order to accelerate complex simulations in fields like fluid dynamics and climate modeling
(Wang et al., 2024). Originally focusing on regular grids (Li et al., 2020), multiple solutions were suggested to
deal with irregular meshes, with message-passing-based approaches (Brandstetter et al., 2022) most relevant
to our work. For these networks the input comes in the form of a graph and a model learns evolution for every
node. Lately, mesh attention (Janny et al., 2023) was also introduced to capture long-range dependencies
further enhancing the performance of mesh-based models.

We do not introduce a new pde-solving model, but rather a new method that is applicable to families of
Graph Neural Networks in particular. To showcase our method we use both the original MPNN (Brandstetter
et al., 2022), as well as the more elaborate Graph Attention architecture (Janny et al., 2023). Apart from
being state-of-the-art on several datasets, the latter model has the advantage of covering many different layer
types (e.g., graph pooling, rnn, attention), ensuring our method is broadly applicable across different GNN
model architectures.

2.2 Quantization

By reducing the precision of storage and arithmetic operations in neural networks, quantization offers signifi-
cant reductions in memory overhead and computational costs while typically maintaining model performance
(Jacob et al., 2017; Nagel et al., 2021). Conventional approaches implement uniform quantization across all
model layers, either through post-training quantization (PTQ) (Sung et al., 2015) or during the training
phase via Quantization-Aware Training (QAT) or Quantized Training (QT) (Jacob et al., 2017; Nagel et al.,
2021). Mixed-precision quantization (Wang et al., 2018; Pandey et al., 2023) has emerged as a more efficient
approach, allowing different layers or operations to use different numerical precisions. Automated frame-
works for bit-width selection (Wu et al., 2018) have shown that optimized quantization strategies can achieve
higher compression rates while preserving model accuracy.

Of particular relevance to our work are the quantization of PDE solvers (van den Dool et al., 2023) and
input-dependent quantization. In the latter, Liu et al. Liu et al. (2022) and Saxena & Roy (2023) employ
auxiliary models to dynamically assign bit-widths to neural network layers based on input complexity, thereby
achieving superior model performance while maintaining the benefits of quantization. In contrast to these
works, our method applies dynamic mixed quantization not per input instance, but on the complexity of
particular areas within a single input.

2.3 Message-passing quantization

Quantization methods have recently gained popularity for MPNNs in particular, as inefficient inference is a
known problem when scaling MPNNs up to real-world and large-scale graph applications (Ma et al., 2024).
Tailor et al. (2020) propose a QAT method which selectively quantized nodes with low in-degree as less prone
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Figure 2: Overview of the training phase (A). A lightweight auxiliary model assigns a complexity weight to
every mesh node to guide the resource allocation of the large main message-passing model. Gradients do not
flow through the dotted black arrows, i.e., backpropagation happens through the solid black arrows. (B).
The bit assignment process is schematically shown in (C).

to the quantization noise. Zhu et al. (2023) further advanced the idea by learning the quantization bandwidth
for each node based on their in-degree. However, these methods are based on the graph architecture alone,
which may not always be related to, or take into account, the complexity of the data that it represents.

2.4 Adaptive Mesh Refinement

Adaptive Mesh Refinement is a technique in numerical PDE solvers where resolution is increased selectively
in regions of interest, thereby optimizing computational resources (Brenner & Scott, 1994). It has recently
inspired broader applications (Linde et al., 2008), including implementations in graph neural networks (Perera
& Agrawal, 2024) and computer vision (Zhang et al., 2024). While our method is inspired by and conceptually
related to AMR, we do not aim for a direct comparison. On the one hand a fair head-to-head evaluation
would necessitate implementing state-of-the-art versions of both techniques, which would shift focus from our
primary contribution. But more importantly, we view spatial resolution modification (AMR) and bit-width
adaptation (our approach) as complementary techniques that should be combined for optimal results, as
suggested by van den Dool et al. (2023). Given that our AMQ framework is already mesh-based, exploring
its optimal integration with AMR presents a promising direction for future research.

3 Preliminaries

3.1 Quantization

To move from floating-point to efficient fixed-point operations, two quantization parameters are needed: the
scale factor s, and the bit-width b. Together these parameters form a quantizer Q(·) = Q(· ; s, b) which acts
on a floating point tensor x as

Q(x) = clamp
(
⌊s · x⌉ ;−2b−1 + 1, 2b−1 − 1

)
, (1)

where ⌊·⌉ is the round-to-nearest operator and clamp(·, l, h) clamps an input between the values l and h.
The approximate real value of x is then retrieved by

x̂ = Q(x)
s
≈ x. (2)

Note that we do not apply shift, which helps us preserve the 0 value. Here x can represent both a weights
matrix and an activation vector. The bit-width is chosen before training, thereby fixing the target range to
[−2b−1 + 1, 2b−1 − 1]. The scale factor s ensures efficient use of this target range, using statistics of x like
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max|x| in the most basic case. If x are activations, exponential moving averages of such statistics can be
tracked during training, to be fixed after an initial calibration training phase has been completed. The scale
must be chosen to balance outlier clipping and rounding errors. To reduce such errors, s is often defined on
a per-channel basis, which can be seen as replacing s with diagonal matrices S and S−1 in Equations 1 and
2, respectively.

The efficiency gains from quantization in a multiplication like Ŵ · â for weights matrix W and activations
vector a follows when taking the 1

s out of the matrix multiplication:

Ŵ · â = 1
sW sa

(Q(W )Q(a)) ≈W · a. (3)

The cost of computing (Q(W )Q(a)) quantized using bW , ba bits is then in the order of bW · ba Multiply
Accumulate operations (MACs).1 As the bias vector’s impact on computational cost is commonly considered
negligible, it is kept in floating point precision.

3.2 Message-passing neural networks

The neural network input is a graph G = (V, E), which comes from a discretization of the D-dimensional
computational domain Ω ∈ RD. It might, for example, represent a mesh or a point cloud with induced
connectivity (e.g. by k-nearest neighbours) and contains N nodes. Here V = {1, ..., N} is the set of nodes
and E ⊆ V × V are the edges. Additionally, every node is endowed with its location pi ∈ Ω and, optionally,
features xi ∈ Rd.

Message-passing neural networks are architectures developed specifically to operate on graph-structured data
(Satorras et al., 2021; Brandstetter et al., 2022). Following the notation from Gilmer et al. (2017a), we define
the l-th layer as a sequence of operations:

mij = MLPe(xl
i, xl

j , pi − pj), message

mi =
∑

j∈N (i)

mij , aggregate (4)

xl+1
i = MLPn(xl

i, mi), update

where N (i) represents the set of neighbours of node vi, MLPe, MLPn are message (edge) and update (node)
MLPs respectively, and xl

i ∈ Rd are latent d-dimensional feature vectors.

MP-PDE (Brandstetter et al., 2022) follows the Encode-Process-Decode framework of Sanchez-Gonzalez et al.
(2020) with the core element being M steps of learned message passing in the processor. More precisely, the
processor is an MPNN with additional input (solution difference) in the message network:

mij = MLPe(xl
i, ui − uj , xl

j , pi − pj), message (5)

where u is a vector of solution values at previous time steps. The encoder and decoder are applied node-wise
and implemented using an MLP and a shallow 1D convolutional network, respectively.

Janny et al. (2023) leverages recent developments in computer vision to produce a scalable mesh transformer.
The main idea is to capture long-term interactions in the domain, for which the mesh is coarsened and multi-
head attention (Vaswani et al., 2017) is computed on the clusters. The final model (GraphViT) consists of 5
steps: 1) MPNN encoder (Eq. 4), 2) clustering, 3) graph pooling to the clusters, 4) attention, and 5) MPNN
decoder. In our experiments, we found that steps 1 and 5 are by far the most computationally demanding
in the model (see Appendix C for the details), which makes the model suitable for our framework to test its
scalability.

1It is common to use MACs to represent compute cost, rather than wall-time. This is partly because wall-time is hardware-
dependent, but also because often quantization simulation packages are used, as optimal on-device implementation is not
possible or reserved for real-world applications (Siddegowda et al., 2022).
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4 Method

4.1 Adaptive Mesh Quantization with fixed budget

We assume that for an ordered set V of N nodes a weight w ∈ RN is given that relates to the complexity
of (predicting the output at) each node. We further assume a fixed total computational budget which we
want to distribute across different quantization levels efficiently at inference time based on those complexity
weights w.

Let Q be the used quantizers for different bit-widths, as defined in Equation 1, so that Qk has quantization
parameters given by bit-width bk and scale sk, and let k be increasing in compute cost. For example, for a
setup with Int4, Int8 and Int12 quantization, Q = (Q1, Q2, Q3) with b = (4, 8, 12). Let associated budget
allocation ratios α be given such that

∑
k αk = 1.

To map the complexity weights to quantization levels we first sort the weights vector w, and then proceed
by assigning the most expensive (i.e., having the highest bit-width) quantizer Qk to the αk fraction of nodes
with the highest weight, the second-highest Qk−1 to the next αk−1 fraction, and so forth, ensuring that
nodes with higher weights receive more precision, as shown in Algorithm 1.

The actual bit-width of node i is effectively used to quantize its activations in the update MLP of Equation
4 and the embedding and projection layers at the start and end of the GNN architecture. In Section 4.4 we
describe how MLPs can be efficiently implemented to handle a general multi-resolution bit assignment for
all nodes.

We also use the node weights w to assign a similar complexity proxy weight to the edges and clusters (if
available) by using the target node weight for the edges and the mean weight of all cluster nodes, respectively.
For both edges and clusters, we also follow the Alg. 1 to get a bit assignment that follows the same budget
allocation ratios α. The bit-width of edge j → i is used to quantize the activations of the message MLP of
Equation 4 and possibly edge embedding and update layers if included, whereas the cluster bits assignment
is similarly used in the Gated Recurrent Unit of the RNN pooling layer and processing MLPs. For further
architecture details, we refer to the supplementary material.

Algorithm 1 Weights-based Quantization Assignment
1: Input: Complexity weights w ∈ RN Available quantization functions Q = [Q1, ..., QK ] Allocation ratios

α = [α1, ..., αK ] with
∑

i αi = 1
2: I ← argsort(w) {Sort by increasing weight}
3: B ← [∅]×K {Initialize empty buckets}
4: start← 0
5: for i = 1 to K do
6: end← start + ⌊N · αi⌋
7: Bi ← I[start : end] {Assign indices to bucket}
8: start← end
9: end for

10: Output: B

For each MLP, only the activations are adaptively and non-uniformly quantized. The weights are quantized
to fixed bit-width, e.g., Int8 in our case, independent of the presumed complexity of the input elements.
Assuming a fixed number of nodes, edges and clusters, our use of a fixed budget allocation ratio α not
only directly translates to a fixed computational budget, but also enables the design of a predefined model
architecture on hardware.

4.2 Predicting spatial complexity

Let G = (V, E) be the model input graph with node features x ∈ RN×d, where N is the number of nodes and
d is the feature dimension, and let y ∈ RN×d′ be the target outputs. We aim to assign a weight w > 0 to
each node, representing its complexity, using a small auxiliary GNN model denoted by Aϕ : (G, x)→ w. To
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enforce the interpretation of w as representing the node complexity, we propose to train the auxiliary model
Aϕ to predict the loss of a larger main model Mθ : (G, x)→ ŷ. Note that we ultimately seek a good model
Mθ, but we first explain how Aϕ is trained. We define LM ∈ RN

≥0 as the loss of the main model which has
not been spatially reduced, i.e., if LM (Mθ(x), y) is the actual loss of this model for input x, then

LM (Mθ(x), y) = 1
N

N∑
i=1

LM (Mθ(x), y)[i], (6)

where [i] means selecting the i-th node, omitting the dependence on G for clarity. If a conventional loss
function is used (e.g, MSE) LM [i] measures the error between the predicted value and the ground truth
value of node i. We use this error for our proxy of node complexity: After applying a smoothing function
S : RN → [0, 1]N to the spatial loss L, we use the smoothed result as a target for the auxiliary model Aϕ.

More precisely, the parameters ϕ are updated using Stochastic Gradient Descent (SGD) with learning rate
ηA as:

LM = LM (Mθ(x), y),

ϕt+1 = ϕt − ηA∇ϕLA

(
A(x; ϕt), S

(
LM

))
. (7)

The smoothing procedure involves the following steps:

1. Normalization. We scale the loss LM by setting LM ← LM / maxi LM [i]. This transformation
normalizes LM to a [0, 1] range, which bounds the loss values for consistency and allows the auxiliary
model A to employ a sigmoid activation function in its final layer, simplifying the training process.

2. Graph Diffusion. We apply multiple rounds of graph diffusion (see Appendix, Equation 15 for
details) enabling the loss to propagate across neighboring nodes. The underlying assumption is
that the loss observed at any given node reflects not only its own operations but also the influence
of nearby nodes, as a result of the message-passing framework. By performing diffusion steps, we
effectively smoothen the loss values over the graph, reflecting this interdependence.

3. Percentile Ranking (Optional): Since Alg. 1 is effectively based only on the relative ordering
of weights w, we can optionally replace each value in LM with its percentile rank among all values.
This step ensures a focus on the relative distribution of losses rather than their (smoothed) values.

While each of these steps is introduced for differing reasons, they all share the common additional purpose
of reducing the impact of outliers.

4.3 Training

Instead of updating the auxiliary model on a fixed (e.g., pre-trained) model M , as suggested in equation 7,
we propose a single synchronous training procedure, using a framework that couples the auxiliary model Aϕ

and the main model Mθ. This coupling is based on:

• Applying Alg. 1 to the proxy loss outputs w of Aϕ to obtain a bit-width assignment β; where β
denotes a combined representation for the bit-width assignment of the nodes, edges and clusters:

w = A(x; ϕt), (8)
β = AssignQuant(w,Q, α), (9)

with Q and α the available quantization functions and allocation ratios, respectively.

• Quantizing the main model as described in Section 4.1. We now define the main model M as

Mθ,β : (G, x)→ ŷ. (10)
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Algorithm 2 Basic mixed-precision linear layer
Input: activations a ∈ RN×d, weight matrix W T ∈ Rd×d′ , available quantization functions Q =
[Q1, ..., QK ], index buckets B = [B1, . . . , BK ]
{ak}K

k=1 ← Distribute(a, B) {Get ak ∈ R|Bk|×d}
Initialize Y ← [∅]
for k = 1 to K do

yk ← Qk(ak) ·Qw(W T )
yk ← yk

sksW

Y ← Y ∪ {yk} {append yk to Y }
end for
Y ← Concatenate(Y ) {unpack buckets into one array}
Y ← Reorder(Y ) {place in original order}
Output: Y

• Using the spatial loss of this quantized model as LM in equation 7:
LM = LM (Mθ,β(x), y). (11)

Before the actual training, we may start with an initial w0, potentially based on data uncertainty, reflecting
the prior estimate of complexity on the mesh.2 We then use SGD with learning rate η to update the
parameters ϕ and θ as follows:

wt+1 = A(x; ϕt)
βt+1 = AssignQuant(wt+1,Q, α), (12)
θt+1 = θt − ηM∇θLM

(
M(x; βt+1, θt), y

)
,

ϕt+1 = ϕt − ηA∇ϕLA

(
A(x; ϕt), LM

(
M(x; βt+1, θt), y

))
.

By basing our node complexity proxy A(x; ϕt) on the loss of an existing model, instead of on the underlying
data alone, we hypothesize that it better reflects epistemic (model) uncertainty, instead of just aleatory
(dataset) uncertainty. Training with an already quantized model, M(x; βt, θt), in the loop then allows
the modeling complications caused by quantization to be reflected in the complexity proxy that we use,
providing direct feedback to the main model’s precision requirements.

4.4 Hardware-efficient multiplications with non-uniform quantization

In this section, we describe how a non-uniform assignment of activation bit-widths can be used in a single
quantized layer. Let B = [B1, ..., BK ] be the buckets of indices of vectors quantized using Q = [Q1, ..., QK ].
The quantizers are defined as in Equation 1 and implicitly include their corresponding quantization param-
eters, i.e., the bit-width bk and scale factor sk.

Let the weight matrix of a linear layer be given by W T ∈ Rd×d′ , and assume it gets quantized using scale
parameter sW and bit-width bW . Let ak ∈ R|Bk|×d be the activations corresponding to bucket Bk, noting
that these can refer to nodes, edges or clusters, depending on the particular layer in the overall architecture.
We can initially implement a linear layer by separately computing the matrix products for each category, as
described in Alg. 2.

However, each time a matrix multiplication task is passed to the GPU, there is an overhead associated with
transferring data and setting up the computation environment. If multiple smaller tasks are sent individually,
this overhead is incurred repeatedly, which can reduce overall performance. Ideally, all tasks are combined
into a single call, taking advantage of the GPU’s architecture more effectively. This is why we propose a
different approach for the mixed-precision matrix multiplications.

2Although the auxiliary network’s predictions may be random during the initial training phase, thus unsuitable for assessing
regional complexity, we have observed that starting with a warm-up phase in which uniform weights w are used until A is
properly trained is unnecessary, not leading to better results.
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Algorithm 3 Optimized Mixed-Precision Linear Layer
1: Input: Activations a ∈ RN×d, Weight matrix W T ∈ Rd×d′ , Available quantization functions Q =

[Q1, . . . , QK ], Bit-widths b = [b1, . . . , bK ], Base bit-width b0, Index buckets B = [B1, . . . , BK ]
2: {ak}K

k=1 ← Distribute(a, B) {Get ak ∈ R|Bk|×d}
3: Initialize α← [∅] {Encoded activations}
4: Initialize Scales← [∅]
5: for k = 1 to K do
6: Qak

← Qk(ak) {Quantize activations in bucket k}
7: αk ← Encode(Qak

, b0) {Encode as Int-b0 values}
8: Scales← Scales ∪ { sk

sw
· 2m·n | m = 0, . . . , bk

n − 1} {Scale factors for each bit segment}
9: α← α ∪ {αk}

10: end for
11: α← Concatenate(α)
12: S ← diag(Scales)
13: Y ← S · α ·Qw(W T ) {Scaled matrix multiplication}
14: Y ← ScatterAdd(Y ) {Combine at original indices}
15: Output: Y

Assume the bit-widths b are given as multiples of a base-bit-width b0, e.g., b0 = 4, b = (4, 8, 12) for Int4,
Int8, Int12 quantization. Given a quantization level k, bucket index i and channel c we then split the
bitstring of Qk(aic

k ) into bk/b0 bitstrings of size n. Omitting bucket and channel indices in Qk(ak) for ease
of notation, we then redefine those bk/b0 smaller bitstrings as Int-b0 values as follows:

Qk(ak) =
bk−1∑
i=0

2βi , βi ∈ {0, 1} (13)

αkm(ak) :=
(m+1)b0∑
i=mb0

2βi−mb0 , (14)

where m ∈ (0, . . . , bk

b0
− 1). We can thus encode Qk(ak) ∈ {0, . . . , 2bk − 1}Bk×d, which consists of Bk vectors

of d channels with Int-bk precision, as αk(ak) ∈ {0, . . . , 2b0 − 1}Bk· bk
b0

×d. This flattened representation
corresponds to Bk · bk

b0
vectors of d channels with Int-b0 precision. Since this transformation applies to

all k, we can combine all buckets into a single array α ∈ {0, . . . , 2b0 − 1}Ñ×d, where Ñ =
∑

k |Bk|bk/b0.
We can then perform a single matrix multiplication αQw(W T ). Finally, we scale the output to reflect the
effective contribution of each bit segment based on its position within the original encoded bit-string, while
simultaneously applying existing scaling factors. The steps are summarized in Alg. 3.

5 Experiments and Results

Across all experiments, the auxiliary model is implemented as an MPNN with 3 hidden layers and 32
hidden channels. For Darcy and ShapeNet-Car, the main model is an MP-PDE with 6 hidden layers and
128 channels, containing about 550k parameters. For the EAGLE experiment, we employ GraphViT with a
hidden dimension of 64 and 3 attention layers, totalling about 1M parameters. We implement our framework
in flax (Heek et al., 2024) and use the aqt Research (2023) library for quantization. Further details are
given in Appendix Sections A and B. We run all experiments for all quantization regimes from Int4 until
Int16, as well as unquantized (floating point) versions. The main results are summarized in Figures 3 and
5. For brevity, we only show results until the quantization level at which increasing precision further has no
significant impact on accuracy. Note that the uniform curves show exponential decay for lower bit-width,
with the convexity of the curves suggesting that it is nontrivial for combinations of categories to result in
lower losses (i.e., plain averaging of points on a convex curve leads to higher values by definition, see also
the random assignment in table 1).
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Figure 3: Validation loss vs cost (estimated in 109 MACs) for uniform vs adaptive (ours) quantization. The
latter includes the cost of the auxiliary model. Our framework demonstrates consistent Pareto improvements
across all benchmarks. For Darcy, ShapeNet-Car and Elasticity, main models are MP-PDEs, for EAGLE -
GraphViT. For the uniform runs we omitted higher precision results (e.g., Int16, float16) from the graphs
whenever their loss would not decrease any further, allowing us to focus only on the relevant part of the
graphs where quantization causes quick deterioration.

Table 1: Quantization assignment ablation. Assignment preference to high weights (default), shuffled weights
(regularization regime), or low weights (focus on simpler regions).

Quantization preference Loss (MSE)
High weights (default) 0.0189± 0.0001
Random 0.0277± 0.0009
Low weights 0.0422± 0.0003

While Figures 3 and 5 present results across a broad range of compute budgets, we note that practical
interest is often concentrated on the more efficient (low-bitwidth) low-cost models—corresponding to the left
side of the curves, where MACs are lowest.

5.1 ShapeNet-Car

Dataset The dataset is generated by Umetani & Bickel (2018) and consists of 889 car shapes from
ShapeNet. Every car is represented by N = 3600 mesh points on its surface {p1, ..., pN} ∈ RN×3, and
its aerodynamics is simulated by solving the Navier-Stokes equation. The task is thus to predict the pressure
value y ∈ RN for every mesh node. We use follow the preprocessing from Alkin et al. (2024) and use k
nearest neighbours to induce the connectivity. The train/test split contains 700/189 samples. Each (main)
model is trained by optimizing the MSE loss between predicted and ground truth pressure.

Results As shown in Fig.3, our adaptive quantization achieves Pareto-optimal performance compared
to uniform quantization. The approach works especially well in the low bit-width regime, matching the
performance of 8-bit models while using only half the computational resources.

Quantization assignment ablation One might attribute the improved performance to dynamic quan-
tization acting as a form of regularization. To test this effect, we conduct two control experiments (see
Table 1). First, we randomly shuffle the weights coming to the bit assigned during training, which keeps the
stochastic behaviour but removes focused resource allocation. Second, we negate the original weights, forcing
the model to focus on regions predicted to be simpler. Our results indicate that the focused allocation is
key to the framework’s performance. Moreover, focusing on simpler regions significantly deteriorates model
performance, confirming our intuition that high-loss regions require more computational resources.

Alternative auxiliary model As an alternative to training the auxiliary model directly on the main
model’s loss, we experimented with a setup where the auxiliary model is independently pretrained on the
data itself. Here, the auxiliary model learns a normal distribution N (µ, Σ) by predicting both parameters

10
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Table 2: Validation loss for surrogate loss-based (default) and uncertainty-based bitwidth assignment. For
the latter the auxiliary model is pre-trained on the data, and its variance is used as input to the bit assigner.
While the difference is negligible when there are sufficient high-precision locations to distribute, it becomes
clearer when only a small fraction is available that the default method assigns them better.

Int4 / Int8 ratio Uncertainty Default
95% 0.0330± 0.0042 0.0285± 0.0008
90% 0.0232± 0.0004 0.0224± 0.0002
80% 0.0205± 0.0002 0.0204± 0.0004
70% 0.0199± 0.0002 0.0197± 0.0002

for each node and training through negative log-likelihood minimization. The mean µ aims for the ground
truth, while the variance indicates output uncertainty, which is subsequently used for the bit assigner of the
main model. While the difference is not big, we slightly favor the surrogate loss approach, as it leads to
better performance (see Table 2) when quantizing according to the more challenging lower resource budgets.

5.2 Darcy flow

Dataset We use the dataset from Li et al. (2020) which contains the solution of the steady-state of the 2D
Darcy FLow equation on the unit box. The data is defined on a regular grid 421 × 421, which we sparsify
and treat as a directed graph with N = 2770 nodes. The task is to learn a map from the diffusion coefficient
ai ∈ R+ to the solution ui ∈ R+. The (main) model is trained by optimizing the MSE loss between the
predicted and ground truth solution.

Results The comparison between uniform and adaptive quantization is shown in Fig.3. The adaptive
method significantly improves quantization across all MACs tested. The highest-MACs point of the adaptive
results comes from a mixed-precision configuration using int8&int16, whereas the other points are based on
various ratios of int4&int8, explaining the sudden drop in loss. We focus on the low bit-width regime,
however, which is often of most interest in NN quantization research as this is where compute savings are
highest and accuracy hardest to retain.

5.3 EAGLE

Dataset EAGLE (Janny et al., 2023) is a large-scale dataset (1.1 · 106 meshes) resulting from non-steady
fluid dynamics simulations. It consists of 600 unique scenarios of a moving flow source interacting with
non-linear domains (see Fig. 4 for an example). Meshes are dynamic and vary in the number of nodes, with
the average N = 3388. The dataset is especially challenging as the dynamics are often highly turbulent and
multi-resolutional due to non-trivial environments. The task is defined as follows: given the simulation state
at time t in the form of a graph Gt, predict the future pressure and velocity (xt+1

i ∈ R4) for every node after
a time-step dt. The model is trained by minimizing the MSE on pressure and velocity (see Appendix for
details).

Results We observe a noticeable effect of adaptive quantization even at the large scale (see Fig.3). For
MACs below 400, we observe improvements of 10% to 5%. We also provide the example of the forward pass
of our framework in Fig.4. Notice that the bit assigner manages to successfully capture the area of rapid
changes along the borders. The main model can then allocate fewer resources to center regions with stable
pressure and velocity while focusing on highly turbulent areas.

5.4 Elasticity

Dataset The dataset is introduced by Li et al. (2023) and contains solutions to a 2D plane-stress hyper-
elasticity problem with a central void. The domain is a unit square with a randomly-shaped hole, clamped
at the bottom and subjected to vertical tension at the top. The material follows the incompressible
Rivlin–Saunders hyper-elastic model. The data consists of unstructured point clouds with N ≈ 1000 nodes

11
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Figure 4: Example of the proposed framework on the EAGLE dataset. The bitmap assignment process
manages to successfully capture the airflow and allocate resources to the region.

per sample. Each sample consists of an input graph based on the spatial coordinates and an output graph
based on the stress field at each node. The task is to learn a map from geometry to stress response, with
models trained using MSE loss between predicted and true stress tensors.

Results Here too, as shown in Fig.3, our adaptive quantization achieves Pareto-optimal performance
compared to uniform quantization in the low bit-width regime. In our current setup when only a small
portion of int4 nodes was used in the mixed-precision ratio, this does not seem to help much. While we
used the same hyperparameters as in the other MP-PDE experiments for simplicity, we do not rule out that
alternative choices could lead to improved performance also in this regime.

6 Discussion and Conclusion

We introduced Adaptive Mesh Quantization (AMQ), a general framework for improving the efficiency of
quantized message-passing neural networks (MPNNs) by enabling spatially adaptive bit-width allocation.
Bit allocation is guided using a lightweight auxiliary GNN that estimates the local prediction loss of the main
model, thereby serving as a proxy for spatial complexity. This mechanism allows the model to concentrate
computational resources where they are most needed, yielding a more efficient and targeted use of precision.
AMQ consistently achieves favorable compute-performance trade-offs, outperforming uniform quantization
baselines across diverse PDE surrogate tasks.

While larger datasets, i.e., meshes with more nodes, can be more practically relevant than the sizes often
used in academic studies, we expect the benefits of AMQ to become even more pronounced in large-scale,
high-resolution scenarios. In fine-grained meshes, spatial complexity is preserved in greater detail, allowing
the bit assigner to operate with more precision and exploit local variation more effectively. Coarser meshes,
in contrast, tend to average out complexity across regions, which can limit the effectiveness of adaptive
schemes. This motivates exploration of AMQ in real-world, high-resolution simulation settings.

We used fixed hyperparameters across most tasks for consistency, but expect further gains to be possible
through targeted tuning. Alternative strategies for complexity estimation—such as uncertainty-based metrics
or learned priors—could complement or enhance the current loss-proxy approach. Finally, since AMQ and
Adaptive Mesh Refinement (AMR) tackle the resource allocation problem from orthogonal perspectives,
combining both in a unified framework may lead to even better results.
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A Training and architecture details

MPNN Apart from the default size of 6 hidden layers and 128 channels, we also implemented the MPNN
used in the Darcy and ShapeNet-Car experiments in a small variant (4 layers, 64 channels) and a large
variant (256 channels). Results on these other variants are in 5. In each case, we use Adam (Kingma & Ba,
2015) with a weight decay of 1 × 10−6, 500 epochs, and normed gradient clipping of 1.0. For Darcy and
Elasticity, a learning rate of 1× 10−4 is used and a batch size of 16, and for ShapeNet-Car, the learning rate
is 1 × 10−3 and the batch size is 8. The (train and validation) loss in Darcy is the relative norm, as in Li
et al. (2020), and for Elasticity and ShapeNet-Car, we use MSE. For all meshes, we use K-nearest neighbors
to get edges, with K = 5, self-loops included. Mean aggregation is used to aggregate message features.
Furthermore, a cosine learning rate decay with linear warmup of 5 epochs is used.

GraphViT For the GraphViT, we implemented quantized variants of each of the original modules used
in Janny et al. (2023). We use 64 hidden channels for all node and edge-related operations and 128 hidden
channels for the cluster state space. We apply 3 message passing layers before the cluster processing layers.
These update both the nodes and edge features, with the original edge features being defined as the norm and
relative distance between nodes. After the cluster processing, which is done using a gated recurrent unit to
obtain cluster features followed by self-attention (see Janny et al. (2023) for details), a final message-passing
layer is applied on the nodes that have the cluster features appended to them. We use a cosine learning rate
decay schedule with 10 linear warmup epochs and a K-means clustering algorithm with K = 400. We train
for 1000 epochs, using Adam (Kingma & Ba, 2015) with weight decay of 1× 10−6, normed gradient clipping
of 1.0, learning rate 5 × 10−4 and a batch size of 8. The edges are provided with the EAGLE dataset. We
also train a large variant that uses 96 channels for nodes and edges and 192 for the clusters, as well as a small
variant using only 2 message-passing layers before the cluster processing, 32 channels for the message-passing
layers and 64 channels for the clusters. For each network, the (train and valid) loss is MSE, with a factor of
α = 0.1 applied to the pressure channels, as in (Janny et al., 2023).

Auxiliary model The auxiliary model is a simple message-passing GNN with 3 hidden layers of 32 chan-
nels. Its inputs are the same as the main model, and it has one output channel representing the proxy
measure of prediction complexity in each node. Training settings for the auxiliary model are identical to
those for the main model that it operates with. The target is the normalized, detached loss of the main
model, smoothened using 100 graph diffusion steps. Each graph diffusion step is implemented as

Lt+1
i = Lt

i

2 + 1
2

∑
j∈N (i)

Lt
j . (15)

We assume far fewer steps are necessary, based on a few experiments using 20 diffusion steps, but kept this
hyperparameter at 100 for consistency with previously started experiments, also noting the negligible impact
on training time. For the Elasticity dataset we noted only 2 diffusion steps where necessary. To further deal
with outliers in the loss on the EAGLE dataset, we divide the resulting loss into 100 bins based on the
percentile ranking.

B Quantization

We implement quantization using the default settings of the aqt Research (2023) library. This means that
the scale factor is determined per channel, based on maximum absolute value calibration, there are no learned
quantization parameters, and activations are quantized symmetrically. We do note that this is not optimal
because our frequent use of the GELU activation function means most activations are positive or relatively
small when negative. However, the effect of finding a better quantization strategy would apply to both the
uniform and the adaptive experiments. To keep things simple, we decided to stick with the default settings,
leaving general improvements open for future work.

We did not optimize quantization for speed or accuracy because the latest and developing techniques in
that field are mostly orthogonal to our approach. Also, the quantization library aqt we used only simulates
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Figure 5: Performance of smaller (top) vs larger (bottom) main model on Darcy Flow, ShapeNet-Car and
EAGLE tasks.

Table 3: Validation loss for different auxiliary model sizes across various Int4/Int8 ratios on ShapeNet-Car.

Int4/Int8 ratio Default Small Tiny
90% 0.0239 0.0232 0.0230
80% 0.0207 0.0206 0.0207
70% 0.0201 0.0197 0.0196
50% 0.0192 0.0193 0.0190

the reported bit-width while executing in Int8 on hardware. Consequently, we report MACs rather than
latency measurements, as the latter would not accurately reflect the potential gains from optimized hardware
implementation. For the uniformly quantized runs, we do note that intermediate bit-widths like Int5 are
suboptimal on hardware in practice, making our combined approach of Int4/Int8 already more hardware-
friendly. Our primary goal is to demonstrate theoretical feasibility, with hardware-specific optimizations
being beyond our current scope—particularly as we believe many such optimizations would be complementary
to our core contribution.

C Results with different model sizes

To test the generalizability of our framework across different main model sizes, we reproduce the experiments
from the main body and reduce/increase the number of MACs considerably. The results are shown in Fig.
5. Overall, we reproduce previous conclusions and demonstrate that the performance benefits are preserved
across scales.
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Table 4: Validation loss for different auxiliary model sizes across various Int4/Int8 computation ratios on
EAGLE.

Int4/Int8 ratio Default Tiny
80% 0.0028 0.0031
50% 0.0024 0.0023

Table 5: Validation loss for different auxiliary model sizes across various Int4/Int8 computation ratios on
Darcy flow task.

Int4/Int8 ratio Default Small Tiny
90% 0.1073 0.1072 0.1055
80% 0.1055 0.1042 0.1044
70% 0.1021 1020 0.1029
50% 0.0986 0.0997 0.0991

Additionally, we test how the size of auxiliary models affects the quantization result (see Table 3). We found
the framework to be robust to the design choice. Overall, even a tiny model is sufficient for resource allocation,
which is beneficial as its inference can be reduced dramatically, thus providing little to no overhead. For
completeness, Fig. 6 shows the overhead of the Auxiliary model compared to other layers in the GraphViT
and the MPNN model that we used, indicating its negligible overhead.
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Figure 6: Distribution of MACs for a default size GraphViT model on EAGLE dataset (top) and MPNN on
Darcy dataset (bottom). The method demonstrates robustness to the size of the auxiliary model, with even
minimal overhead sufficient for guiding effective bit allocation.
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