
The Need for a Leaderboard: A Survey of LLM as a Judge in NLP

Anonymous ACL submission

Abstract

Recently, the use of large language model001
(LLM) as a judge gains popularity in Natural002
Language Processing (NLP) research. This pa-003
per reviews recent studies on LLM-as-a-judge,004
revealing significant efforts in developing vari-005
ous methods for LLM-based assessment. How-006
ever, there is a lack of a common standard for007
meta-evaluations, and several potential risks as-008
sociated with LLMs need to be acknowledged.009
Therefore, we recommend creating a leader-010
board and offer a draft proposal to support the011
development and adoption of LLM-as-a-judge.012

1 Introduction013

Human evaluation is typically regarded as the gold014

standard for assessing automatically generated text,015

but it is both expensive and time-consuming. There-016

fore, automatic metrics (Papineni et al., 2002; Lin,017

2004; Sellam et al., 2020) are used as proxies018

for human judges. Although these metrics have019

shown some correlation with human evaluations,020

they have proven to be insufficient for reliable as-021

sessment (Belz and Reiter, 2006; Novikova et al.,022

2017; Bubeck et al., 2023). Recently, using large023

language model (LLM) as a judge is gaining pop-024

ularity in NLP research (Zheng et al., 2023), due025

to their emergent capabilities (Brown et al., 2020;026

Wei et al., 2022a). LLM-as-a-judge has shown027

promising performance; for example, GPT-4 has028

been found to evaluate machine translation outputs029

more effectively than previous metrics (Kocmi and030

Federmann, 2023b). However, it is crucial to con-031

duct thorough validation to ensure its correlation032

with human evaluations and to recognize potential033

risks associated with its application.034

In this paper, we survey 42 papers on LLM-as-a-035

judge. Our findings reveal that numerous methods036

have been developed to obtain assessments from037

LLMs and LLM-based evaluators show a strong038

correlation with human evaluations across most039

Figure 1: An illustration of four types of methods on
using LLMs for assessment. Direct assessment involves
asking the LLMs directly for a score. Comparative
assessment requests LLMs to rank a pair of texts. Er-
ror diagnosis seeks an error analysis report from the
LLMs and calculate the score based on a predefined
scheme. Branch-and-merge strategies involve generat-
ing multiple prompts and then combining the outputs to
determine a final score.

tasks. However, we identify a lack of a common 040

standard for meta-evaluations and several potential 041

risks associated with LLMs. Thus, we recommend 042

establishing a leaderboard to provide a common 043

platform for developers of LLM-as-a-judge and 044

inform users about best practices and limitations. 045

We summarize our contribution as follows: 046

• We provide a review of different approaches 047

on using LLMs for assessment, categorizing 048

them into four types as shown in Figure 1. 049
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automatic metrics LLM automatic metrics ChatGPT LLM evaluator
automatic evaluation LLM automatic metrics GPT-4 GPT Evaluator

Table 1: Keywords for identifying papers in the ACL Anthology.

• We discuss the meta-evaluations performed050

on LLM-as-a-judge and the potential risks as-051

sociated with its use.052

• We present a draft outlining the creation of a053

leaderboard for LLM-as-a-judge.054

2 Method055

Our survey includes a total of 42 papers. To identify056

these papers, we initially searched the ACL Anthol-057

ogy 1 for all relevant publications using keywords058

listed in Table 1, available before early June 2024.059

We selected papers that included meta-evaluation060

on LLM-as-a-judge and excluded those that solely061

utilized LLM-as-a-judge without meta-evaluation.062

Additionally, we explored the citation graph of our063

initial set of papers, adding any relevant papers064

that met our criteria. Out of the 42 papers 2, 33065

are indexed by the ACL Anthology, while the rest066

originate from NeurIPS, ICLR, or arXiv. Once067

identified, we proceeded to investigate how LLMs068

are used for assessment, how meta-evaluations are069

conducted and the findings on LLM-as-a-Judge.070

3 Using LLMs for Assessment071

3.1 Direct Assessment072

As shown in Table 2, direct assessment (DA) is073

the most common approach, where LLMs are074

prompted for a score. These prompts typically075

include guidelines, criteria, and few-shot exam-076

ples (Chiang and Lee, 2023a,b). In addition to077

hand-crafted criteria, some researchers use LLMs078

to draft and refine the criteria (Liu et al., 2024), or079

to generate chain-of-thoughts (Wei et al., 2022b) as080

guidelines (Liu et al., 2023). Furthermore, multi-081

dimensional DA (Lin and Chen, 2023; Zhou et al.,082

2024) requires several scores for different aspects,083

such as grammar, and fluency.084

3.2 Comparative Assessment085

Comparative assessment (CA) involves comparing086

pairs of texts (Liusie et al., 2024; Zheng et al.,087

2023). It is often observed that humans find it more088

1https://www.aclweb.org/anthology/
2A list of all 42 papers are provided in Appendix A

Method Papers

Direct assessment 36
Comparative assessment 3

Error diagnosis 5
Branch and merge 4

Table 2: The methods covered by 42 papers (some pa-
pers cover multiple methods).

intuitive to compare two options rather than score 089

each one independently, though this approach has 090

not been extensively studied for LLM-as-a-judge. 091

3.3 Error Diagnosis 092

Inspired by human evaluation methodologies like 093

Multidimensional Quality Metrics (MQM), the er- 094

ror diagnosis approach (Fernandes et al., 2023; 095

Kocmi and Federmann, 2023a; Xu et al., 2023) 096

uses LLMs to identify and label error spans by 097

their category, location, and severity (major or mi- 098

nor). The overall score will then be calculated by 099

counting the number of major and minor errors 100

based on a predefined scheme. 101

3.4 Branch and Merge 102

To improve output consistency, Leiter et al. 103

(2023) discussed combining outputs from multi- 104

ple prompts through a majority vote. Whereas, 105

Saha et al. (2024) employed LLMs to merge all 106

outputs. Additionally, Chan et al. (2024) suggested 107

having multiple LLMs debate (i.e., add responses 108

from other LLMs in the prompt) before taking a 109

majority vote. Zhang et al. (2023b) introduced a 110

multi-layer LLM network where the final result 111

is merged either by averaging or majority voting. 112

Despite their differences, these methods fundamen- 113

tally operate on a branch-and-merge principle. Be- 114

sides, the prompts can be either DA or CA. 115

4 Meta Evaluation 116

4.1 Tasks 117

A wide variety of tasks have been explored, with 118

a majority centered on conventional text genera- 119

tion tasks such as dialogue (Mendonça et al., 2023), 120
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Datasets and Benchmarks Description Papers

SummEval (Fabbri et al., 2021) A dataset containing human annotations on generated
text from 12 abstractive systems.

6

Eval4NLP 2023 Shared Task (Leiter
et al., 2023)

A shared task on prompting LLMs as explainable
metrics.

6

WMT (Ma et al., 2019; Freitag et al.,
2022)

Human annotations on machine translations released
by the Conference on Machine Translation (WMT).

5

Topical-Chat (Gopalakrishnan et al.,
2019; Mehri and Eskenazi, 2020)

A dataset evaluating response quality based on dia-
logue history and related knowledge.

4

MT-Bench (Zheng et al., 2023) A benchmark consisting of LLM’s responses in multi-
turn conversations.

2

NewsRoom (Grusky et al., 2018) A dataset for machine summarization. 2

QAGS (Wang et al., 2020) A benchmark for evaluating hallucinations in sum-
marization.

2

WebNLG (Gardent et al., 2017; Cas-
tro Ferreira et al., 2020)

A benchmark for data-to-text evaluation methods. 2

Table 3: Datasets and benchmarks used by multiple papers.

summarization(Liu et al., 2023), and machine trans-121

lation (Fernandes et al., 2023). However, there are122

also instances that use LLMs as reviewers for text123

written by human, such as evaluating test-taker124

written responses (Naismith et al., 2023) and per-125

forming paper reviewing tasks (Zhou et al., 2024).126

4.2 Datasets and Benchmarks127

There is considerable variation in the datasets and128

benchmarks employed, with only a minority of pa-129

pers utilizing the same ones. Table 3 illustrates the130

datasets and benchmarks shared by multiple papers.131

Among the 42 surveyed papers, a maximum of 6132

papers use any single dataset, while approximately133

20 papers utilize datasets that are unique to their134

studies and not used elsewhere.135

4.3 Correlations136

To assess the correlation between LLMs’ assess-137

ments and human judgments, commonly used138

methods include Pearson (r), Spearman (ρ), and139

Kendall-Tau (τ ) correlations for direct assessment,140

and accuracy (the frequency with which the rank-141

ings match) for comparative assessment. Some142

studies employ alternative approaches; for instance,143

in one study (Huang et al., 2024), it is treated as144

a classification task, where assessments are cate-145

gorized into tiers based on scores, and the perfor-146

mance of LLMs in classification is measured.147

4.4 Results 148

Most studies report that LLM-as-a-judge achieves 149

strong correlations with human assessments and 150

surpasses state-of-the-art methods (Liu et al., 2023; 151

Ferron et al., 2023). However, there are cases 152

where no significant correlation is found, such as 153

factuality evaluation (Fu et al., 2023) or grading 154

math questions (Zheng et al., 2023). In paper re- 155

viewing task, it has been shown that LLM-based 156

evaluators struggle with processing long papers 157

and frequently make mistakes(Zhou et al., 2024). 158

Additionally, LLMs have difficulty comparing can- 159

didates with similar performance and become less 160

reliable when evaluating higher-quality summaries 161

in summarization tasks (Shen et al., 2023). 162

4.5 Interpretability 163

Interpretability is recognized as a advantage of 164

LLM-as-a-judge, as it enables the request for ex- 165

planations (Zheng et al., 2023). Several studies 166

have examined explanations for assessments. For 167

instance, Naismith et al. (2023) discovered that 168

LLMs can provide coherent rationales, whereas 169

Zhou et al. (2024) suggested caution is needed 170

as mistakes are frequently found. Moreover, the 171

method of deriving assessments through error diag- 172

nosis also emphasizes interpretability by requesting 173

error reports instead of scores. 174
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5 Potential Risks175

5.1 Biases176

Zheng et al. (2023) investigated three types of bi-177

ases, which we outline below along with other stud-178

ies that support their findings.179

• Verbosity bias: Zheng et al. (2023) discov-180

ered that LLM-based evaluators are prone to181

verbose text. Furthermore, Wu and Aji (2023)182

revealed that texts with factual errors receive183

higher ratings than those that are too brief.184

• Self-enhancement bias: LLMs recognize and185

favor their own generations (Xu et al., 2024;186

Panickssery et al., 2024).187

• Position bias: When doing comparative as-188

sessment, the judgement of LLMs can be189

skewed by manipulating the order of the can-190

didate responses (Wang et al., 2023b).191

5.2 Replicability192

The majority (33 out of 42) of the papers use GPT-193

3.5/4 as the backbone, which raises concerns about194

replicability, as GPTs might be constantly updated.195

6 Towards Building a Leaderboard for196

LLM-as-a-judge197

As detailed in Section 4, the meta-evaluations con-198

ducted vary across the papers. This could lead to a199

worrisome scenario where different developers can200

claim a new state-of-the-art on specific datasets and201

settings. Thus we recommend building a leader-202

board as a common ground.203

6.1 Correlations204

To assess correlation, we suggest using methods205

from the recent WMT metrics shared tasks (Freitag206

et al., 2023), like pairwise ranking accuracy with tie207

calibration (Deutsch et al., 2023) and Pearson’s r.208

These methods have been validated through exten-209

sive testing in previous shared tasks or have been210

well-supported by recent studies.211

6.2 Core Tasks212

Chatbot Arena is an open platform facilitates213

anonymous comparisons between models. Users214

can engage with two anonymous models simul-215

taneously by asking them the same question and216

voting for their preferred response. Instead of pre-217

defined questions, this approach allows for diverse218

use cases and gathers votes reflecting users’ varied219

interests. Additionally, Chiang et al. (2024) have 220

released more than 100k pairwise votes collected 221

from this platform, enabling large-scale compara- 222

tive assessments. 223

WMT is a key event in machine translation re- 224

search. Annually, WMT releases annotations by 225

professional translators evaluating outputs from 226

various translation systems. These high-quality 227

human annotations, coupled with their annual re- 228

lease schedule, make this task valuable and up- 229

to-date. Furthermore, the data is extensive; for 230

instance, WMT23 comprises more than 4,000 seg- 231

ments translated by over 10 systems. 232

SummEval includes both expert and crowd- 233

sourced human evaluations for outputs from 16 234

models across 100 articles, evaluated on 4 different 235

criteria. Humans rate the summaries based on vari- 236

ous aspects, including coherence and consistency. 237

It is the most utilized dataset in previous studies. 238

MT-Bench is a benchmark comprising 80 high- 239

quality multi-turn questions, encompassing typical 240

use cases and emphasizing challenging inquiries de- 241

signed to distinguish between models. It includes 242

8 standard categories of user prompts, such as writ- 243

ing, math, and coding. 244

6.3 Challenge Sets 245

The challenge sets are intended to stress test the 246

LLM-based evaluators, with a primary focus on 247

identifying and testing biases. For the biases dis- 248

cussed in Section 5.1, Zheng et al. (2023) have ex- 249

plored applicable methods. For instance, to test po- 250

sition bias, they interchange the positions of two re- 251

sponses and measure how frequently LLMs change 252

their judgment. Besides, it is crucial to update 253

the challenge sets accordingly if new biases are 254

revealed. 255

7 Conclusion 256

By surveying 42 papers on LLM-as-a-judge in NLP, 257

we found that various methods are proposed to use 258

LLMs for assessment; LLM-based evaluators have 259

surpassed previous state-of-the-art methods, while 260

still have limitations on certain tasks; and the meta- 261

evaluations vary across the papers. To support the 262

development and adoption of LLM-as-a-judge, we 263

recommend creating a leaderboard and offer a draft 264

proposal. 265
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Limitations266

It is possible that our survey missed some existing267

publications. Additionally, some of the papers we268

reviewed have not gone through peer review.269

Our recommendations for creating a leaderboard270

are not comprehensive and further discussion is271

needed.272
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Jekaterina Novikova, Ondřej Dušek, Amanda Cer-531
cas Curry, and Verena Rieser. 2017. Why we need532
new evaluation metrics for NLG. In Proceedings of533
the 2017 Conference on Empirical Methods in Natu-534
ral Language Processing, pages 2241–2252, Copen-535
hagen, Denmark. Association for Computational Lin-536
guistics.537

Arjun Panickssery, Samuel R. Bowman, and Shi Feng.538
2024. Llm evaluators recognize and favor their own539
generations. Preprint, arXiv:2404.13076.540

Kishore Papineni, Salim Roukos, Todd Ward, and Wei-541
Jing Zhu. 2002. Bleu: a method for automatic evalu-542
ation of machine translation. In Proceedings of the543
40th Annual Meeting of the Association for Compu-544
tational Linguistics, pages 311–318, Philadelphia,545
Pennsylvania, USA. Association for Computational546
Linguistics.547

Abhishek Pradhan and Ketan Todi. 2023. Understand- 548
ing large language model based metrics for text sum- 549
marization. In Proceedings of the 4th Workshop on 550
Evaluation and Comparison of NLP Systems, pages 551
149–155, Bali, Indonesia. Association for Computa- 552
tional Linguistics. 553

Swarnadeep Saha, Omer Levy, Asli Celikyilmaz, Mohit 554
Bansal, Jason Weston, and Xian Li. 2024. Branch- 555
solve-merge improves large language model evalua- 556
tion and generation. Preprint, arXiv:2310.15123. 557

Thibault Sellam, Dipanjan Das, and Ankur Parikh. 2020. 558
BLEURT: Learning robust metrics for text genera- 559
tion. In Proceedings of the 58th Annual Meeting of 560
the Association for Computational Linguistics, pages 561
7881–7892, Online. Association for Computational 562
Linguistics. 563

Chenhui Shen, Liying Cheng, Xuan-Phi Nguyen, Yang 564
You, and Lidong Bing. 2023. Large language mod- 565
els are not yet human-level evaluators for abstrac- 566
tive summarization. In Findings of the Association 567
for Computational Linguistics: EMNLP 2023, pages 568
4215–4233, Singapore. Association for Computa- 569
tional Linguistics. 570

Andrea Sottana, Bin Liang, Kai Zou, and Zheng Yuan. 571
2023. Evaluation metrics in the era of GPT-4: Reli- 572
ably evaluating large language models on sequence 573
to sequence tasks. In Proceedings of the 2023 Con- 574
ference on Empirical Methods in Natural Language 575
Processing, pages 8776–8788, Singapore. Associa- 576
tion for Computational Linguistics. 577

Dominik Stammbach, Vilém Zouhar, Alexander Hoyle, 578
Mrinmaya Sachan, and Elliott Ash. 2023. Revis- 579
iting automated topic model evaluation with large 580
language models. In Proceedings of the 2023 Con- 581
ference on Empirical Methods in Natural Language 582
Processing, pages 9348–9357, Singapore. Associa- 583
tion for Computational Linguistics. 584

Rickard Stureborg, Dimitris Alikaniotis, and Yoshi 585
Suhara. 2024. Characterizing the confidence of large 586
language model-based automatic evaluation metrics. 587
In Proceedings of the 18th Conference of the Euro- 588
pean Chapter of the Association for Computational 589
Linguistics (Volume 2: Short Papers), pages 76–89, 590
St. Julian’s, Malta. Association for Computational 591
Linguistics. 592

Ekaterina Svikhnushina and Pearl Pu. 2023. Approx- 593
imating online human evaluation of social chatbots 594
with prompting. In Proceedings of the 24th Annual 595
Meeting of the Special Interest Group on Discourse 596
and Dialogue, pages 268–281, Prague, Czechia. As- 597
sociation for Computational Linguistics. 598

Alex Wang, Kyunghyun Cho, and Mike Lewis. 2020. 599
Asking and answering questions to evaluate the fac- 600
tual consistency of summaries. In Proceedings of the 601
58th Annual Meeting of the Association for Compu- 602
tational Linguistics, pages 5008–5020, Online. Asso- 603
ciation for Computational Linguistics. 604

7

https://aclanthology.org/2024.eacl-long.8
https://aclanthology.org/2024.eacl-long.8
https://aclanthology.org/2024.eacl-long.8
https://aclanthology.org/2024.eacl-long.8
https://aclanthology.org/2024.eacl-long.8
https://doi.org/10.18653/v1/W19-5302
https://doi.org/10.18653/v1/W19-5302
https://doi.org/10.18653/v1/W19-5302
https://doi.org/10.18653/v1/W19-5302
https://doi.org/10.18653/v1/W19-5302
https://doi.org/10.18653/v1/2020.acl-main.64
https://doi.org/10.18653/v1/2020.acl-main.64
https://doi.org/10.18653/v1/2020.acl-main.64
https://doi.org/10.18653/v1/2020.acl-main.64
https://doi.org/10.18653/v1/2020.acl-main.64
https://aclanthology.org/2023.dstc-1.16
https://aclanthology.org/2023.dstc-1.16
https://aclanthology.org/2023.dstc-1.16
https://doi.org/10.18653/v1/2023.bea-1.32
https://doi.org/10.18653/v1/2023.bea-1.32
https://doi.org/10.18653/v1/2023.bea-1.32
https://doi.org/10.18653/v1/D17-1238
https://doi.org/10.18653/v1/D17-1238
https://doi.org/10.18653/v1/D17-1238
https://arxiv.org/abs/2404.13076
https://arxiv.org/abs/2404.13076
https://arxiv.org/abs/2404.13076
https://doi.org/10.3115/1073083.1073135
https://doi.org/10.3115/1073083.1073135
https://doi.org/10.3115/1073083.1073135
https://doi.org/10.18653/v1/2023.eval4nlp-1.12
https://doi.org/10.18653/v1/2023.eval4nlp-1.12
https://doi.org/10.18653/v1/2023.eval4nlp-1.12
https://doi.org/10.18653/v1/2023.eval4nlp-1.12
https://doi.org/10.18653/v1/2023.eval4nlp-1.12
https://arxiv.org/abs/2310.15123
https://arxiv.org/abs/2310.15123
https://arxiv.org/abs/2310.15123
https://arxiv.org/abs/2310.15123
https://arxiv.org/abs/2310.15123
https://doi.org/10.18653/v1/2020.acl-main.704
https://doi.org/10.18653/v1/2020.acl-main.704
https://doi.org/10.18653/v1/2020.acl-main.704
https://doi.org/10.18653/v1/2023.findings-emnlp.278
https://doi.org/10.18653/v1/2023.findings-emnlp.278
https://doi.org/10.18653/v1/2023.findings-emnlp.278
https://doi.org/10.18653/v1/2023.findings-emnlp.278
https://doi.org/10.18653/v1/2023.findings-emnlp.278
https://doi.org/10.18653/v1/2023.emnlp-main.543
https://doi.org/10.18653/v1/2023.emnlp-main.543
https://doi.org/10.18653/v1/2023.emnlp-main.543
https://doi.org/10.18653/v1/2023.emnlp-main.543
https://doi.org/10.18653/v1/2023.emnlp-main.543
https://doi.org/10.18653/v1/2023.emnlp-main.581
https://doi.org/10.18653/v1/2023.emnlp-main.581
https://doi.org/10.18653/v1/2023.emnlp-main.581
https://doi.org/10.18653/v1/2023.emnlp-main.581
https://doi.org/10.18653/v1/2023.emnlp-main.581
https://aclanthology.org/2024.eacl-short.9
https://aclanthology.org/2024.eacl-short.9
https://aclanthology.org/2024.eacl-short.9
https://doi.org/10.18653/v1/2023.sigdial-1.25
https://doi.org/10.18653/v1/2023.sigdial-1.25
https://doi.org/10.18653/v1/2023.sigdial-1.25
https://doi.org/10.18653/v1/2023.sigdial-1.25
https://doi.org/10.18653/v1/2023.sigdial-1.25
https://doi.org/10.18653/v1/2020.acl-main.450
https://doi.org/10.18653/v1/2020.acl-main.450
https://doi.org/10.18653/v1/2020.acl-main.450


Jiaan Wang, Yunlong Liang, Fandong Meng, Zengkui605
Sun, Haoxiang Shi, Zhixu Li, Jinan Xu, Jianfeng Qu,606
and Jie Zhou. 2023a. Is ChatGPT a good NLG evalu-607
ator? a preliminary study. In Proceedings of the 4th608
New Frontiers in Summarization Workshop, pages609
1–11, Singapore. Association for Computational Lin-610
guistics.611

Peiyi Wang, Lei Li, Liang Chen, Zefan Cai, Dawei Zhu,612
Binghuai Lin, Yunbo Cao, Qi Liu, Tianyu Liu, and613
Zhifang Sui. 2023b. Large language models are not614
fair evaluators. Preprint, arXiv:2305.17926.615

Jason Wei, Yi Tay, Rishi Bommasani, Colin Raffel,616
Barret Zoph, Sebastian Borgeaud, Dani Yogatama,617
Maarten Bosma, Denny Zhou, Donald Metzler, Ed H.618
Chi, Tatsunori Hashimoto, Oriol Vinyals, Percy619
Liang, Jeff Dean, and William Fedus. 2022a. Emer-620
gent abilities of large language models. Transactions621
on Machine Learning Research. Survey Certifica-622
tion.623

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten624
Bosma, Fei Xia, Ed Chi, Quoc V Le, Denny Zhou,625
et al. 2022b. Chain-of-thought prompting elicits rea-626
soning in large language models. Advances in neural627
information processing systems, 35:24824–24837.628

Minghao Wu and Alham Fikri Aji. 2023. Style over sub-629
stance: Evaluation biases for large language models.630
Preprint, arXiv:2307.03025.631

Wenda Xu, Danqing Wang, Liangming Pan, Zhenqiao632
Song, Markus Freitag, William Wang, and Lei Li.633
2023. INSTRUCTSCORE: Towards explainable text634
generation evaluation with automatic feedback. In635
Proceedings of the 2023 Conference on Empirical636
Methods in Natural Language Processing, pages637
5967–5994, Singapore. Association for Computa-638
tional Linguistics.639

Wenda Xu, Guanglei Zhu, Xuandong Zhao, Liangming640
Pan, Lei Li, and William Yang Wang. 2024. Perils of641
self-feedback: Self-bias amplifies in large language642
models. Preprint, arXiv:2402.11436.643

Xiang Yue, Boshi Wang, Ziru Chen, Kai Zhang, Yu Su,644
and Huan Sun. 2023. Automatic evaluation of attri-645
bution by large language models. In Findings of the646
Association for Computational Linguistics: EMNLP647
2023, pages 4615–4635, Singapore. Association for648
Computational Linguistics.649

Rui Zhang, Fuhai Song, Hui Huang, Jinghao Yuan,650
Muyun Yang, and Tiejun Zhao. 2023a. HIT-MI&T651
lab’s submission to Eval4NLP 2023 shared task. In652
Proceedings of the 4th Workshop on Evaluation and653
Comparison of NLP Systems, pages 139–148, Bali,654
Indonesia. Association for Computational Linguis-655
tics.656

Xinghua Zhang, Bowen Yu, Haiyang Yu, Yangyu Lv,657
Tingwen Liu, Fei Huang, Hongbo Xu, and Yongbin658
Li. 2023b. Wider and deeper llm networks are fairer659
llm evaluators. Preprint, arXiv:2308.01862.660

Lianmin Zheng, Wei-Lin Chiang, Ying Sheng, Siyuan 661
Zhuang, Zhanghao Wu, Yonghao Zhuang, Zi Lin, 662
Zhuohan Li, Dacheng Li, Eric Xing, Hao Zhang, 663
Joseph E Gonzalez, and Ion Stoica. 2023. Judging 664
llm-as-a-judge with mt-bench and chatbot arena. In 665
Advances in Neural Information Processing Systems, 666
volume 36, pages 46595–46623. Curran Associates, 667
Inc. 668

Ruiyang Zhou, Lu Chen, and Kai Yu. 2024. Is LLM 669
a reliable reviewer? a comprehensive evaluation of 670
LLM on automatic paper reviewing tasks. In Pro- 671
ceedings of the 2024 Joint International Conference 672
on Computational Linguistics, Language Resources 673
and Evaluation (LREC-COLING 2024), pages 9340– 674
9351, Torino, Italia. ELRA and ICCL. 675

Terry Yue Zhuo. 2024. ICE-score: Instructing large 676
language models to evaluate code. In Findings of the 677
Association for Computational Linguistics: EACL 678
2024, pages 2232–2242, St. Julian’s, Malta. Associa- 679
tion for Computational Linguistics. 680

A Surveyed Papers 681

A.1 Indexed by ACL Anthology 682

Kotonya et al. (2023); Larionov et al. (2023); 683

Zhang et al. (2023a); Liu et al. (2024); Chiang 684

and Lee (2023b); Liusie et al. (2024); Leiter et al. 685

(2023); Liu et al. (2023); Kocmi and Federmann 686

(2023a); Xu et al. (2023); Ferron et al. (2023); Fer- 687

nandes et al. (2023); Hada et al. (2024); Baswani 688

et al. (2023); Yue et al. (2023); Zhuo (2024); Sture- 689

borg et al. (2024); Svikhnushina and Pu (2023); 690

Mendonça et al. (2023); Naismith et al. (2023); 691

Pradhan and Todi (2023); Fu et al. (2023); Kocmi 692

and Federmann (2023b); Chiang and Lee (2023a); 693

Chan et al. (2023); Lin and Chen (2023); Huang 694

et al. (2024); Wang et al. (2023a); Shen et al. 695

(2023); Zhou et al. (2024); Sottana et al. (2023); 696

Stammbach et al. (2023); Freitag et al. (2023) 697

A.2 Others 698

Saha et al. (2024); Zhang et al. (2023b); Chan 699

et al. (2024) (ICLR); Wu and Aji (2023); Zheng 700

et al. (2023) (NeurIPS); Bubeck et al. (2023); Xu 701

et al. (2024); Panickssery et al. (2024); Wang et al. 702

(2023b) 703

8

https://doi.org/10.18653/v1/2023.newsum-1.1
https://doi.org/10.18653/v1/2023.newsum-1.1
https://doi.org/10.18653/v1/2023.newsum-1.1
https://arxiv.org/abs/2305.17926
https://arxiv.org/abs/2305.17926
https://arxiv.org/abs/2305.17926
https://openreview.net/forum?id=yzkSU5zdwD
https://openreview.net/forum?id=yzkSU5zdwD
https://openreview.net/forum?id=yzkSU5zdwD
https://arxiv.org/abs/2307.03025
https://arxiv.org/abs/2307.03025
https://arxiv.org/abs/2307.03025
https://doi.org/10.18653/v1/2023.emnlp-main.365
https://doi.org/10.18653/v1/2023.emnlp-main.365
https://doi.org/10.18653/v1/2023.emnlp-main.365
https://arxiv.org/abs/2402.11436
https://arxiv.org/abs/2402.11436
https://arxiv.org/abs/2402.11436
https://arxiv.org/abs/2402.11436
https://arxiv.org/abs/2402.11436
https://doi.org/10.18653/v1/2023.findings-emnlp.307
https://doi.org/10.18653/v1/2023.findings-emnlp.307
https://doi.org/10.18653/v1/2023.findings-emnlp.307
https://doi.org/10.18653/v1/2023.eval4nlp-1.11
https://doi.org/10.18653/v1/2023.eval4nlp-1.11
https://doi.org/10.18653/v1/2023.eval4nlp-1.11
https://arxiv.org/abs/2308.01862
https://arxiv.org/abs/2308.01862
https://arxiv.org/abs/2308.01862
https://proceedings.neurips.cc/paper_files/paper/2023/file/91f18a1287b398d378ef22505bf41832-Paper-Datasets_and_Benchmarks.pdf
https://proceedings.neurips.cc/paper_files/paper/2023/file/91f18a1287b398d378ef22505bf41832-Paper-Datasets_and_Benchmarks.pdf
https://proceedings.neurips.cc/paper_files/paper/2023/file/91f18a1287b398d378ef22505bf41832-Paper-Datasets_and_Benchmarks.pdf
https://aclanthology.org/2024.lrec-main.816
https://aclanthology.org/2024.lrec-main.816
https://aclanthology.org/2024.lrec-main.816
https://aclanthology.org/2024.lrec-main.816
https://aclanthology.org/2024.lrec-main.816
https://aclanthology.org/2024.findings-eacl.148
https://aclanthology.org/2024.findings-eacl.148
https://aclanthology.org/2024.findings-eacl.148

	Introduction
	Method
	Using LLMs for Assessment
	Direct Assessment
	Comparative Assessment
	Error Diagnosis
	Branch and Merge

	Meta Evaluation
	Tasks
	Datasets and Benchmarks
	Correlations
	Results
	Interpretability

	Potential Risks
	Biases
	Replicability

	Towards Building a Leaderboard for LLM-as-a-judge
	Correlations
	Core Tasks
	Challenge Sets

	Conclusion
	Surveyed Papers
	Indexed by ACL Anthology
	Others


