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Abstract001

Temporal Logic (TL), especially Signal Tem-002
poral Logic (STL), enables precise formal003
specification, making it widely used in cyber-004
physical systems such as autonomous driving005
and robotics. Automatically transforming NL006
into STL is an attractive approach to overcome007
the limitations of manual transformation, which008
is time-consuming and error-prone. However,009
due to the lack of datasets, automatic transfor-010
mation currently faces significant challenges011
and has not been fully explored. In this pa-012
per, we propose a NL-STL dataset named STL-013
Diversity-Enhanced (STL-DivEn), comprising014
16,000 samples enriched with diverse patterns.015
To develop the dataset, we first manually create016
a small-scale seed set of NL-STL pairs. Next,017
representative examples are identified through018
clustering and used to guide large language019
models (LLMs) in generating additional NL-020
STL pairs. Finally, diversity and accuracy are021
ensured through rigorous rule-based filters and022
human validation. Furthermore, we introduce023
the Knowledge-Guided STL Transformation024
(KGST) framework, a novel approach for trans-025
forming natural language into STL, involving026
a generate-then-refine process based on exter-027
nal knowledge. Statistical analysis shows that028
the STL-DivEn dataset exhibits more diversity029
than the existing NL-STL dataset. Moreover,030
both metric-based and human evaluations in-031
dicate that our KGST approach outperforms032
baseline models in transformation accuracy on033
STL-DivEn and DeepSTL datasets. Dataset034
and code will be released upon publication.035

1 Introduction036

Signal Temporal Logic (STL) (Maler and Ničković,037

2004) provides a flexible and precise framework038

for specifying requirements in safety-critical cyber-039

physical systems. Extending Temporal Logic040

(TL) (Pnueli, 1977) by introducing real-time and041

real-valued constraints, STL can describe not only042

discrete temporal events but also continuous-time043

and real-valued dynamic changes. Therefore, STL, 044

as a powerful expression tool for system design, 045

offers valuable guidance in cyber-physical systems, 046

such as autonomous driving (Maierhofer et al., 047

2020) and robot control (Tellex et al., 2020). But 048

one of the main challenges in leveraging the STL 049

specification is the need to accurately transform the 050

potentially ambiguous and complex constraints ex- 051

pressed in natural language into precise STL logical 052

expressions, as shown in the following example: 053

• Natural Language: 054

Whenever the robot detects an obstacle within 055

1 meter in the first 60 seconds, it should move 056

away from the obstacle and remain at least 1.5 057

meters away for at least 30 consecutive seconds 058

within the next 50 seconds. 059

• Signal Temporal Logic (STL): 060

G[0,60]((dobs < 1) → F[0,50] G[0,30] (dobs ≥ 1.5)) 061

Writing accurate STL formulas directly is a huge 062

burden for domain experts, as it is both time con- 063

suming and error-prone. With the development of 064

natural language processing (NLP) technology, re- 065

searchers have been experimenting with the use of 066

NLP technology to transform natural language into 067

TL and STL expressions, aiming to improve the ac- 068

curacy of the transformation. For example, Lignos 069

et al. (2015); Ghosh et al. (2016) use predefined 070

pattern formulas to transform natural language sen- 071

tences into intermediate representation. Subse- 072

quently, by applying a set of predefined rules man- 073

ually, the intermediate representation is mapped to 074

temporal logic formulas. These approaches require 075

extensive domain expertise and involve a steep 076

learning curve (Kulkarni et al., 2013). Specifically, 077

they can only be applied to very restrictive struc- 078

tured natural language expressions that match with 079

the given patterns. 080

In recent years, due to the great success of 081

deep learning and Large Language Models (LLMs), 082

increasing attention has been paid to use them 083

to solve the transformation problem from natu- 084
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ral language to STL. For example, DeepSTL (He085

et al., 2022) introduces a grammar-based synthetic086

data generation technique and trains an attentional087

translator of English to STL using a transformer-088

based neural translation technique. NL2TL (Chen089

et al., 2023) uses LLMs to help create the Nat-090

ural Language-Temporal Logic dataset, which is091

then used to fine-tune the T5 models. However,092

since the dataset is generated based on predefined093

rules, these efforts suffer from insufficient expres-094

sive ability and diversity of expression. In addition,095

the transformation methods they propose also face096

challenges in accurately transforming complex nat-097

ural language into Signal Temporal Logic.098

In order to address these challenges, our efforts099

focus on the following two aspects. Firstly, aiming100

at developing high-quality and expressively diverse101

NL-STL datasets to deal with the scarcity of NL-102

STL datasets, we explore utilizing LLMs to synthe-103

sis NL-STL pairs under the guidance of prompts.104

However, NL-STL pairs generated by LLMs often105

closely resemble the examples in the prompts. To106

ensure diversity and comprehensiveness, we intro-107

duce a method for constructing the STL-Diversity-108

Enhanced (STL-DivEn) dataset. We start by hand-109

crafting a seed set of 120 NL-STL pairs, covering110

both basic and nested logic to serve as the foun-111

dation for data augmentation. Next, a clustering112

algorithm is employed to select representative sam-113

ples from the seed set. These examplars are used114

to guide LLMs in generating new NL-STL pairs,115

which are then refined using rule-based filters and116

human validation to ensure diversity and precision.117

Finally, the qualified NL-STL pairs expand the seed118

set and are stored in the STL-DivEn dataset.119

Secondly, transformer-based models perform120

poorly when handling complex natural language121

transformation tasks. Transforming NL sentences122

into STL formulas remains a challenging task due123

to the complexity of temporal constraints in the124

requirements of cyber-physical systems, including125

nested semantics (Boufaied et al., 2021). Even126

many advanced models, such as GPT-4 (Achiam127

et al., 2023) and DeepSeek (Liu et al., 2024), while128

excelling at text generation tasks, still face limita-129

tions in transforming NL into STL. To address this130

limitation, we propose a novel transforming frame-131

work called Knowledge-Guided STL Transforma-132

tion (KGST). This framework operates in two steps:133

first, we fine-tune an LLM on NL-STL dataset (e.g.,134

STL-DivEn) and use the finetuned LLM to gener-135

ate a preliminary STL formula from the natural136

language input; second, the top K similar NL-STL 137

pairs are retrieved from the dataset, and these pairs 138

are referenced as external knowledge; then, GPT- 139

4 is used to evaluate and refine the preliminary 140

STL with the external knowledge to generate the 141

refined STL. Experimental results demonstrate that 142

the KGST framework significantly outperforms ex- 143

isting baseline models in both quantitative and hu- 144

man evaluation metrics, showcasing its advantages 145

in STL transformation tasks. 146

In general, our contributions are as follows: 147

• We develop a dataset, named STL-DivEn, con- 148

taining 16k high-quality NL-STL pairs using 149

LLMs and manual annotation. Compared to 150

the existing DeepSTL dataset, the statistics 151

show that this dataset exhibits significantly 152

greater diversity. 153

• We propose a Knowledge-Guided STL Trans- 154

formation (KGST) framework. It substantially 155

improves the accuracy of the NL to STL trans- 156

formations. 157

• The proposed KGST framework demonstrates 158

superior performance not only on the newly 159

developed STL-DivEn dataset but also on the 160

existing DeepSTL dataset. This highlights 161

its versatility and robustness across different 162

datasets. 163

2 Related Work 164

2.1 From Natural Language to TL and STL 165

Many researchers have tried to transform natural 166

language sentences into Temporal Logic formu- 167

las (Dwyer et al., 1999; Žilka, 2010; Ghosh et al., 168

2016; Santos et al., 2018; Cosler et al., 2023). For 169

example, Žilka (2010) transform the properties 170

which are specified by controlled English to TL for- 171

mulas using syntax and grammatical dependency 172

parsing techniques. Santos et al. (2018) also de- 173

fine a controlled natural language to specify how a 174

system model interacts with its environment, and 175

sentences in this controlled language are automat- 176

ically transformed into TL using predefined rules. 177

Nl2spec (Cosler et al., 2023) derives formal formu- 178

las from unstructured natural language using LLMs 179

combined with human corrections. However, these 180

TL-specific approaches cannot be directly applied 181

to STL, as STL involves real-time and real-valued 182

constraints that exceed the expressiveness of TL. 183

As STL is widely used in academia and in- 184

dustry (Madsen et al., 2018), several efforts have 185

been made to transform natural languages into 186

2



STL (He et al., 2022; Chen et al., 2023; Mao et al.,187

2024; Mohammadinejad et al., 2024). For instance,188

DeepSTL (He et al., 2022) utilizes grammar-based189

techniques to synthesize data, which is then used190

to train Transformer models for transformation.191

NL2TL (Chen et al., 2023) fine-tunes T5, trained192

on lifted Natural Language-Temporal Logic (NL-193

TL) datasets created by LLMs to perform transfor-194

mation. However, synthetic data generated from195

specific templates do not capture the full diver-196

sity of the real-world language. In addition, Dia-197

logueSTL (Mohammadinejad et al., 2024) trans-198

forms natural language task descriptions into ac-199

curate STL formulas through user interaction and200

reinforcement learning, but relies on user feedback,201

increasing the complexity of usage. To address the202

insufficient dataset and inefficiencies in transfor-203

mation, we introduce a new comprehensive dataset204

and propose a framework to improve the transfor-205

mation from natural languages to STL.206

2.2 Instruction Dataset Construction207

The generation of instruction datasets involves208

both manual annotation and synthesis using LLMs.209

Manual annotation includes designing prompts and210

labeling them based on human expertise (Srivas-211

tava et al., 2023; Conover et al., 2023; Zheng et al.,212

2023; Zhao et al., 2024; Zhou et al., 2024; Köpf213

et al., 2024). However, obtaining high-quality data214

only through manual annotation can be costly. With215

the growing use of LLMs, research is shifting to-216

ward generating data using LLMs, reducing re-217

liance on manual annotation. For example, Taori218

et al. (2023); Wang et al. (2024); Sun et al. (2024)219

start with a small set of seed instructions, which220

are then expanded using in-context learning to221

generate diverse instruction-response pairs. How-222

ever, these methods often struggle with ensuring223

sufficient diversity in the generated data. To ad-224

dress this, strategies such as iterative generate-filter225

pipelines (Wang et al., 2023) and cluster-based data226

selection (Köksal et al., 2024) have been proposed.227

Additionally, WizardLM (Xu et al., 2023) intro-228

duces an instruction evolution paradigm to enhance229

diversity by increasing the complexity of new in-230

structions. In our work, the STL-DivEn dataset is231

created using manual annotation to generate a small232

set of high-quality seeds. LLMs are then used with233

carefully designed instructions to generate various234

NL-STL pairs, followed by rigorous validation to235

ensure consistency.236

3 Signal Temporal Logic 237

STL is widely adopted as a specification formal- 238

ism for cyber-physical systems. For example, Au- 239

tomatic transmission (AT), a widely-used bench- 240

mark (Ernst et al., 2020, 2021, 2022), is a trans- 241

mission controller of automotive systems. It con- 242

tinuously outputs the gear, speed and rpm of the 243

vehicle. One of its safety requirements is as fol- 244

lows: In the following 27 time units, whenever the 245

speed is higher than 50, the rpm should be below 246

3000 in three time units. STL can represent such 247

real-time and real-valued constraints. 248

Let R denote the set of real numbers. R≥0 and 249

R+ represent the nonnegative and positive real 250

numbers, respectively. Let N+ be the set of positive 251

integer numbers. 252

Let T ∈ R+ be a positive real number, and let 253

d ∈ N+ be a positive integer. A d-dimensional 254

signal is a function v : [0, T ] → Rd, where T is 255

called the time horizon of v. Given an arbitrary 256

time instant t ∈ [0, T ], v(t) is a d-dimensional real 257

vector; each dimension concerns a signal variable 258

that has a certain physical meaning, e.g., speed, 259

rpm, acceleration, etc. In this paper, we fix a set 260

X of variables and, without ambiguity, we call a 261

variable a signal (1-dimensional signal). 262

Definition 1 (STL Syntax). In STL, atomic formu- 263
las α and formulas φ are inductively defined as 264
follows: 265

α ::≡ f(x1, . . . , xK) > 0 266

φ ::≡ α | ⊥ | ¬φ | φ1 ∧ φ2 | GIφ | FIφ | φ1 UI φ2 267

where f is a K-ary function f : RK → R, 268

x1, . . . , xK ∈ X , and I is a closed non-singular in- 269

terval in R≥0, i.e., I = [l, u], where l, u ∈ R≥0 and 270

l < u. G,F, and U are temporal operators, which 271

are known as always, eventually and until, respec- 272

tively. The always operator G and eventually the 273

operator F are two special cases of the until oper- 274

ator U, which can be defined by FIφ ≡ ⊤UI φ 275

and GIφ ≡ ¬ FI ¬φ. Other Boolean connectives 276

such as ∨,→ are introduced as syntactic sugar, i.e., 277

φ1 ∨φ2 ≡ ¬(¬φ1 ∧¬φ2), φ1 → φ2 ≡ ¬φ1 ∨φ2. 278

The Boolean semantics of an STL formula can 279
be described in a satisfaction relation (v, t) |= φ, 280
which represents the signal v that satisfies an STL 281
formula φ at time t: 282

(v, t) |= α ⇔ f(v(t)) ≥ 0 283

(v, t) |= ¬φ ⇔ (v, t) ̸|= φ 284

(v, t) |= φ1 ∧ φ2 ⇔ (v, t) |= φ1 ∧ (v, t) |= φ2 285

(v, t) |= G[l,u]φ ⇔ ∀t′ ∈ [t+ l, t+ u]. (v, t′) |= φ 286

(v, t) |= F[l,u]φ ⇔ ∃t′ ∈ [t+ l, t+ u]. (v, t′) |= φ 287
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(v, t) |= φ1 U[l,u] φ2 ⇔ ∃t′ ∈ [t+ l, t+ u]. (v, t′) |= φ2288

∧ ∀t′′ ∈ [t, t′]. (v, t′) |= φ1289

Now, we can formally specify the above AT
safety requirement by the following STL formula:

G[0,27](speed > 50 → F[1,3](rpm < 3000)).

Note that nested STL formula refers to an STL290

formula where temporal operators are applied291

within the scope of other temporal operators.292

4 Approach293

In this section, we first present our approach for294

constructing the STL-Diversity-Enhanced (STL-295

DivEn) dataset, which combines manual annota-296

tion and LLMs to generate diverse, high-quality297

data. Second, we introduce the Knowledge-Guided298

STL Transformation (KGST) framework to further299

enhance performance in STL transformation.300

4.1 Dataset Construction301

To build a comprehensive and diverse NL-STL302

dataset, we follow the steps below: 1) Seed Se-303

lection: Manually create an initial set of NL-STL304

pairs and use clustering algorithm to identify repre-305

sentative seeds, 2) Diversity-Guided Augmentation:306

Utilize the identified seeds as diverse examples to307

guide GPT-4 (gpt-4-0125-preview) for augmenta-308

tion in generating new NL-STL pairs, 3) Quality309

Assurance: Apply rule-based filters to remove low-310

quality pairs and human validation to verify seman-311

tic consistency, and 4) Dataset Expansion: Add312

qualified pairs to the seed set and store them in the313

STL-DivEn database. This pipeline is illustrated in314

Figure 1.315

Seed Selection. Signal Temporal Logic encom-316

passes a variety of complex applications. Without317

high-quality seeds, the generated data may lack di-318

versity. Therefore, the first step is to build a seed319

set, which includes natural language descriptions320

and corresponding STL formulas covering both321

nested and basic logic, as well as applications in322

fields such as autonomous driving, robotics, and323

electronics. To ensure both comprehensiveness and324

accuracy, these initial NL-STL pairs are manually325

created. The seed set is created by 6 domain ex-326

perts, two from each field, resulting in a total of327

120 NL-STL pairs, with 40 pairs from each field.328

When using GPT-4 to generate new NL-STL329

pairs, selecting appropriate examples is crucial as330

the generated NL-STL pairs tend to mimic the pro-331

vided examples. To ensure diversity, we employ the332

k-means (Hartigan et al., 1979) to cluster five cen- 333

ters from the seed set, and then use these centers as 334

examples to guide the GPT-4 in data augmentation. 335

We use the Sentence-Transformers (Reimers and 336

Gurevych, 2019) to map NL-STL pairs into a high- 337

dimensional vector space, determining the cluster 338

centers. This approach prevents any single category 339

of NL-STL pairs from dominating the generated 340

data. 341

Diversity-Guided Augmentation. After selecting 342

the most representative NL-STL pairs, the next step 343

is to generate new NL-STL pairs based on these 344

seeds to expand the dataset. The five chosen NL- 345

STL instruction seeds are used as input examples 346

for GPT-4, with evolution prompts guiding GPT-4 347

to generate new NL-STL pairs. The prompts can 348

be found in the Appendix A.2. 349

Quality Assurance. Since GPT-4 may produce in- 350

correct NL-STL pairs, including those with syntax 351

errors, redundancy with the seed set, or inaccurate 352

semantics, we employ rule-based filtering and hu- 353

man validation to ensure the quality of the dataset. 354

In detail, rule-based filtering is applied in two 355

stages. The first stage applies the syntax check 356

algorithm to eliminate NL-STL pairs that do not 357

adhere to the syntax rules outlined in Section 3. 358

Each NL-STL pair is then compared to the exist- 359

ing data in the seed set by calculating their Rouge 360

scores (Lin, 2004). If the Rouge score between 361

a new NL-STL pair and all existing seed pairs is 362

below 0.5, the new pair is considered to exhibit 363

sufficient diversity. 364

Next, the NL-STL pairs that pass the rule-based 365

filtering undergo human validation to ensure con- 366

sistency between the natural language and STL 367

specifications. Seven annotators who have been 368

trained in STL usage and expressions spend two 369

months conducting the annotation. 370

Dataset Expansion. To continuously enhance data 371

diversity, NL-STL pairs filtered through rule-based 372

filtering and human validation are added to the seed 373

set as candidates for guiding the next generation. 374

These pairs are also incorporated into the STL- 375

DivEn dataset, which is organized in a structured 376

format that links natural language expressions to 377

their corresponding STL formulas. 378

4.2 Applying LLMs to Generate Formulas 379

To enable LLMs to utilize the acquired knowledge 380

more effectively, we structure the NL-STL trans- 381

formation task as a generate-then-refine process, as 382

shown in Figure 2. 383
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<NL,STL>
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GPT-4 Driven
Augmentation

# Seed <NL,STL> Selection
NL: The distance between signal x_1 and …
STL: φ::=F[0,5](||x_1-x_2||<=3)
NL: During 0-300 time units,if signal x_1 is  …
STL: φ::=G[0,300]((x_1>0.7)->F[3,5](x_2>0.7))
NL: Signal x turns from bigger than 0.7 to …
STL: φ::=(x>0.7)U[3,5](x<0.5)
…

Seed Selection
Diversity-Guided 

Augmentation Quality Assurance

Rule-based 
Filters

Human 
Validation

# Instructions:
Core Task:
Use the provided cases as  a reference for inspiration, 
but ensure the generated NL and STL are entirely 
different in content.
Example:
<NL,STL1>
<NL,STL2>
…
Now, generate new NL-STL instances while adhering 
to the above rules.

STL-DivEn

) < 0.5Seed 
<NL,STL>

Generated
<NL,STL>

Rouge(
,

Syntax_Check( ) == True

Generated
<NL,STL>

#Rules:

NL-STL
Seed Set

New Generated 
NL-STL

Seed Set Expansion

Generated
<NL,STL>

Generated
<NL,STL>

Generated
<NL,STL>

Figure 1: The pipeline of STL-DivEn construction. We first handcraft a set of seed NL-STL pairs. Next, representa-
tive NL-STL pairs are selected by clustering to guide GPT-4 in data augmentation. The newly generated NL-STL
pairs pass through rule-based filters and human validation. Finally, verified pairs are added to the STL-DivEn
dataset and seed set for the next round generation.

Natural Language
Description

Refined STL
Formula

Retrieve from 
STL-DivEn

GPT-4 Based 
Refinement

LLaMA 3-8B
Fine-tuned by STL-DivEn

Preliminary STL
Formula

NL STL

Top-K Similarity

NL STL

NL STL

2.

3.

1.

Reference Pairs

Figure 2: Architecture of Knowledge Guide STL Trans-
formation (KGST).

Specifically, we first fine-tune LLMs such as384

LLaMA 3-8B on STL-DivEn, enabling them to385

transform natural language descriptions into pre-386

liminary STL formulas.387

Next, GPT-4 is employed to refine the prelimi-388

nary STL formula. Specifically, we select the top389

K most similar NL-STL pairs from external knowl-390

edge (e.g., STL-DivEn) as reference pairs based391

on the input natural language description using a392

similarity algorithm, where K is set to 5. These393

reference pairs, along with the original natural lan-394

guage description and the preliminary STL formula,395

are then fed into GPT-4.396

Finally, GPT-4 evaluates and refines the prelim-397

inary STL formula based on the reference pairs,398

generating the refined STL formula. The prompts399

used for this process are detailed in Appendix A.3.400

5 Experiments 401

In this section, we conduct experiments on our 402

proposed dataset and the existing benchmark pro- 403

posed (He et al., 2022) to evaluate our methods. 404

5.1 Experiment Settings 405

We first introduce our empirical settings, includ- 406

ing datasets, evaluation measures, baselines and 407

implementation details. 408

Datasets. We conduct experiments on two NL- 409

STL datasets, including DeepSTL (He et al., 2022) 410

and the proposed STL-DivEn Dataset. Specifi- 411

cally, DeepSTL generates STL formulas through 412

randomly sampling from templates and operator 413

distributions, while STL-DivEn is a dataset created 414

using GPT-4 and human annotation. We randomly 415

selected 14,000 samples from each dataset for the 416

training set and 2,000 samples for the test set. 417

Evaluation Measures. To evaluate the results of 418

STL generation, we utilize both quantitative met- 419

rics and human evaluation in our experiment. In de- 420

tail, we use three evaluation metrics: STL Formula 421

Accuracy, Template Accuracy (He et al., 2022), and 422

BLEU (Papineni et al., 2002), which are used for 423

the STL generation task. STL Formula Accuracy 424

emphasizes strict alignment of symbols and syntax, 425

Template Accuracy evaluates the completeness of 426

logical structures, and BLEU assesses local seman- 427

tics and phrase-level similarity. The calculation 428

methods for STL Formula Accuracy and Template 429

Accuracy are provided in Appendix B. 430

For human evaluation, we randomly selected 100 431

NL-STL pairs from the test set of STL-DivEn and 432

DeepSTL. Five annotators (all students who have 433
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grasped the usage of STL formulas) are required to434

compare our model with baseline models. They are435

unaware of which STL formulas are generated by436

our model and which are generated by the baseline437

models. The annotators evaluate whether the STL438

formula faithfully reflects the natural language de-439

scription in four aspects: whether the operators in440

the STL are correct, whether the values are accu-441

rate, whether the generated STL conforms to the442

syntax rules, and whether the semantics are con-443

sistent with the natural language description. The444

evaluation results are labeled as correct only when445

all aspects are correct; otherwise, they are marked446

as incorrect if any aspect is wrong.447

Baselines and Implementation Details. We448

conduct the comparison experiments using five449

baseline methods: DeepSTL, GPT-3.51, GPT-450

42, DeepSeek (Liu et al., 2024), and Self-451

Refine (Madaan et al., 2024). In our experiments,452

the GPT-4 version is "gpt-4-0125-preview", the453

GPT-3.5 version is "gpt-3.5-turbo-1106", and the454

DeepSeek version is "DeepSeek-V3". The Self-455

Refine method involves GPT-4 generating an initial456

STL formula, followed by refinement using GPT-457

4’s own knowledge. DeepSTL uses the Adam opti-458

mizer (Kingma, 2014) and is trained with the Trans-459

formers model architecture. KGST is fine-tuned460

on LLaMA 3-8B and utilizes GPT-4 for refinement461

with external knowledge, which is derived from the462

corresponding training set. Details on hyperparam-463

eter determination are provided in Appendix C.464

5.2 Experimental Results465

In this section, we show our experimental results466

on the two datasets STL-DivEn and DeepSTL.467

5.2.1 Metric-Based Evaluation468

The quantitative evaluation results on the STL-469

DivEn and DeepSTL datasets are shown in Table 1.470

For the STL-DivEn dataset, our model performs the471

best (Table 1a). Across the three metrics, our model472

achieves scores of 0.5587 for STL Formula Accu-473

racy, 0.5627 for Template Accuracy, and 0.2142474

for BLEU, surpassing other models. For exam-475

ple, DeepSeek obtains 0.4790, 0.4852, and 0.0791,476

while GPT-4 obtains 0.4733, 0.4741, and 0.1931477

for the respective metrics.478

For the DeepSTL dataset, as shown in Table 1b,479

we also observe that our model achieves the high-480

1https://platform.openai.com/docs/models/gpt-3-5-turbo
2https://platform.openai.com/docs/models/gpt-4-turbo-

and-gpt-4

Model
STL Formula

Accuracy
Template
Accuracy

BLEU

DeepSTL 0.1986 0.1883 0.0293
GPT-3.5 0.3018 0.3034 0.0424
GPT-4 0.4733 0.4741 0.0831
DeepSeek 0.4790 0.4825 0.0791
GPT-4+Self-Refine 0.4422 0.4466 0.0521
KGST 0.5587 0.5627 0.2142

(a) STL-DivEn

Model
STL Formula

Accuracy
Template
Accuracy

BLEU

DeepSTL 0.2002 0.2916 0.3332
GPT-3.5 0.2145 0.3002 0.2249
GPT-4 0.2262 0.3048 0.2881
DeepSeek 0.2537 0.3254 0.3982
GPT-4+Self-Refine 0.2203 0.3019 0.2682
KGST 0.4538 0.4939 0.5686

(b) DeepSTL

Table 1: Metric-based evaluation results.

est scores. It obtains 0.4538 for STL Formula 481

Accuracy, 0.4939 for Template Accuracy, and 482

0.5686 for BLEU, outperforming all other mod- 483

els. Specifically, DeepSeek obtains 0.2537, 0.3254, 484

and 0.3982, while GPT-4 obtains 0.2262, 0.3048, 485

and 0.2882 for the respective metrics. 486

Furthermore, we observe a decrease in the perfor- 487

mance of the Self-Refine method after refinement. 488

This suggests that refining STL formulas requires 489

external knowledge rather than relying solely on 490

the model’s internal capabilities. In conclusion, our 491

KGST model demonstrates superior performance 492

in generating more accurate STL formulas com- 493

pared to the baseline models. 494

5.2.2 Human Evaluation 495

The human evaluation results are shown in Table 2. 496

We use the correctness percentage as a compre- 497

hensive evaluation of operator correctness, value 498

accuracy, semantic consistency, and syntax confor- 499

mity in generated STL formulas. From the results, 500

it can be observed that the evaluators consider the 501

proportion of correct STL formulas generated by 502

our model to be the highest among all methods. For 503

example, on the STL-DivEn dataset, the accuracy 504

of our model is 62.4%, validating the effectiveness 505

of our KGST model. 506

5.3 Analysis 507

5.3.1 Corpus Statistics 508

Table 3 presents the statistics for the DeepSTL and 509

STL-DivEn datasets. Specifically, Table 3a pro- 510

vides statistics on the STL formulas, including sub- 511
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Model
Accuracy (%)

STL-DivEn DeepSTL

DeepSTL 43.4 42.0
GPT-3.5 48.4 45.6
GPT-4 53.0 48.8
DeepSeek 55.0 49.2
GPT-4+Self-Refine 51.2 47.0
KGST 62.4 54.6

Table 2: Human evaluation results.

Dataset
#subformula
per formula

#STL oper.
per formula

#N-gram
diversity

avg. median avg. median
DeepSTL 6.98 7 6.98 7 1.474
STL-DivEn 14.66 14 20.04 19 2.386

(a) STL formula statistics: # subformula for each STL formula,
# operators for each STL formula and # N-gram diversity of
STL formulas.

Dataset #sent. #word
#words
per sent.

# N-gram
d“ 1‘iversity

avg. median
DeepSTL 120,000 265 38.49 37 1.132
STL-DivEn 16,000 4,954 35.83 35 2.424

(b) Natural language descriptions statistics: # unique sen-
tences, # unique words, # words per sentences and # N-gram
diversity of natural language descriptions.

Dataset
#char per
identifier

#digits per
constant

#identifiers
per formula

avg. median avg. median
DeepSTL 5.50 5 2.31 2 2.59
STL-DivEn 2.63 2 1.70 2 7.2

(c) Identifier and constants statistics: # chars used per iden-
tifier, # number of digits used per constant and # average
number of identifiers per formula.

Table 3: Dataset statistical analysis of DeepSTL and
STL-DivEn.

formulas, STL operators, and the N-gram diversity512

of all STL formulas. A subformula is defined as513

any well-formed part of a formula that constitutes514

a complete expression. Table 3b displays statistics515

for the natural language descriptions, such as the516

total number of unique sentences, the number of517

unique words, the average number of words per518

sentence, and the N-gram diversity of all descrip-519

tions. Meanwhile, Table 3c shows the frequency of520

identifiers and constants.521

The numbers of subformulas and operators in522

each STL formula indicates that the formulas in the523

STL-DivEn dataset have more complex structures.524

The total word count of 4,954 unique words in STL-525

DivEn, compared to only 265 words in DeepSTL,526

highlights the richer vocabulary in the STL-DivEn527

dataset. Additionally, both the N-gram diversity528

of the STL formulas and the natural language de-529

Model
STL Formula

Accuracy
Template
Accuracy

BLEU

KGST 0.5587 0.5627 0.2142
- w/o Fine-tuning 0.5360 0.5390 0.1978
- w/o Refinement 0.4956 0.5007 0.1784

Table 4: Ablation experimental results on STL-DivEn.

scriptions demonstrate a greater level of diversity 530

in STL-DivEn. In conclusion, STL-DivEn is a com- 531

prehensive and diverse dataset, making it a valuable 532

resource for further research. 533

5.3.2 Ablation Study 534

To validate the effectiveness of the fine-tuning and 535

refinement modules, we conduct ablation experi- 536

ments on STL-DivEn, with results shown in Ta- 537

ble 4. KGST w/o Refinement indicates the KGST 538

model with the Refine module removed, where 539

STL is generated solely by fine-tuning the LLMs. 540

The results show that when STL is generated using 541

only the fine-tuned LLMs, the metrics are higher 542

than those of the baseline models but lower than 543

those of the complete KGST model. KGST w/o 544

Fine-tuning indicates the KGST model with the 545

fine-tuning module removed, where STL is gener- 546

ated using only the top five high-similarity NL-STL 547

pairs retrieved from external knowledge as refer- 548

ences. Compared to the complete KGST model, all 549

metrics show a decrease, but still higher than those 550

of the baseline models. Therefore, we conclude 551

that both fine-tuning and refinement play active 552

roles in STL generation. 553

5.3.3 Case Study 554

To intuitively demonstrate how KGST improves the 555

quality of STL generation, we present a case study 556

in Table 5. In this study, we compare the STL for- 557

mulas generated by KGST with those generated by 558

GPT-4 and the fine-tuned LLaMA 3-8B model. In 559

Case 1, according to the natural language descrip- 560

tion, x3 > 2 must occur within 2 to 4 time units 561

in the future. However, GPT-4 incorrectly uses 562

F[2,4](x3 > 2) to express a logical "until", which 563

is not accurate. On the other hand, while the syntax 564

of LLaMA 3-8B is not fully compliant (e.g., it does 565

not explicitly use G[20,50] to indicate the global 566

time interval constraint), its basic logic is correct. 567

In Case 2, both GPT-4 and LLaMA 3-8B use incor- 568

rect syntax for the triggering condition. The correct 569

expression should use the global operator G[0,500] 570

to specify that the triggering condition must be 571

monitored across the entire time interval, rather 572

than at a specific point in time. Furthermore, in 573
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Case 1:

NL (STL-DivEn):
Between time 20 and 50, the sum of signals x1 and x2 must not exceed
1.5, unless within 2 to 4 time units later, x3 exceeds 2.

GPT4:
G[20,50](x1 + x2 ≤ 1.5 → F[2,4](x3 > 2))
LLaMA 3-8B (Finetuned):
20 ≤ t ≤ 50 → ((x1 + x2 ≤ 1.5) U[2,4] (x3 > 2)
KGST:
G[20,50]((x1[t] + x2[t] ≤ 1.5) U[2,4] (x3[t] > 2))

Ground Truth:
G[20,50]((x1[t] + x2[t] ≤ 1.5) U[2,4] (x3[t] > 2))

Case 2:

NL (STL-DivEn):
Whenever signal z2 falls below -0.5 or exceeds 0.5 within 0 to 500 time
units, signal z1 must exceed 1 within the next 200 time units and maintain
that level for at least 50 time units.
GPT4:
F[0,500](z2[t] < −0.5 ∨ z2[t] > 0.5) → (F[0,200](z1 > 1) ∧
G[0,50](z1 > 1))
LLaMA 3-8B (Finetuned):
F[0,500]((z2[t] < −0.5 ∨ z2[t] > 0.5) → F[0,200] G[0,50] (z1 > 1))
KGST:
G[0,500]((z2[t] < −0.5∨ z2[t] > 0.5) → F[0,200] G[0,50] (z1[t] > 1))

Ground Truth:
G[0,500]((|z2| > 0.5) → (F[0,200] G[0,50] (z1 > 1)))

Table 5: Generated STL formulas from different models
on STL-DivEn.

the formula generated by GPT-4, F[0,200](z1 > 1)574

and G[0,50](z1 > 1) are used in parallel, but there575

is no indication of the sequential relationship. The576

correct logic should specify that z1 > 1 must first577

occur, followed by its persistence for 50 time units.578

These results confirm that KGST effectively cor-579

rects errors in the generated STL, such as misused580

operators or invalid syntax.581

5.3.4 Impact of Refinement582

To validate the impact of refinement on specific er-583

ror types, we track four types of errors in 100 gener-584

ated STL formulas: incorrect operator usage, value585

errors, syntax violations, and semantic inconsisten-586

cies with the corresponding NL. The differences587

before and after the refinement process are shown588

in Figure 3, and it is observed that the frequencies589

of all error types have decreased.590

We also conduct an experimental analysis of the591

iteration rounds by calculating the STL Formula592

Accuracy, Template Accuracy, and Bleu score for593

different numbers of refinement iterations on STL-594

DivEn. Figure 4 shows that as the number of it-595

erations increases, there is no significant impact596

on the effect of refinement, because each iteration597

uses the same NL-STL as the reference.598

5.3.5 Scaling Effect599

Figure 5 presents the results of the scaling effect ex-600

periments on the STL-DivEn dataset. It illustrates601

how STL Formula Accuracy changes as the dataset602

Figure 3: Tracking errors before and after refinement.

Figure 4: Impact of iteration rounds on refinement.

Figure 5: Scaling effect of STL-DivEn dataset on STL
formula accuracy.

size increases. Both the fine-tuning and KGST 603

show gradual improvement with the growth of the 604

dataset, with KGST consistently outperforming the 605

fine-tuning across all dataset sizes, particularly on 606

larger datasets. The performance on other evalua- 607

tion metrics can be found in Appendix D. 608

6 Conclusion 609

In this work, we present a new dataset, STL-DivEn, 610

which features NL-STL pairs with enhanced diver- 611

sity. Additionally, we introduce the KGST frame- 612

work, a novel approach for transforming natural 613

languages into STL. Results from both metric- 614

based evaluations and human evaluations demon- 615

strate that our approach significantly improves 616

transformation capabilities across two datasets. 617

Our approach facilitates the automatic extraction 618

of temporal and continuous constraints in cyber- 619

physical systems, supporting efficient and reliable 620

modeling to ensure the safety and robustness. 621
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Limitations622

Our dataset is currently built using GPT-4 rather623

than directly derive from requirement documents624

of real-world cyber-physical systems. Although we625

have already guided GPT-4 to generate diverse NL-626

STL pairs, it may still not fully cover the temporal627

property patterns of real-world cyber-physical sys-628

tems, or the dataset may be biased. This may limit629

the effectiveness and accuracy of our model when630

applied to real-world cyber-physical systems.631

To address this issue, at least the following ap-632

proaches can be considered in the future. First,633

we can extract temporal property patterns from ex-634

isting real-world cyber-physical systems. Second,635

for specific domains like autonomous driving, we636

can extract necessary data from domain-related re-637

quirements documentation, e.g., international stan-638

dards related to AUTOSAR for electronic vehicles.639

Furthermore, we can infer possible timing prop-640

erties and other temporal characteristics of cyber-641

physical systems by simulating their real interac-642

tive environments. In this way, our dataset can643

be continuously enriched by incorporating human644

validation to train better models.645
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A Prompts input to Large Language854

Models855

In this section, we present the prompts designed to856

guide large language models.857

A.1 Prompts for GPT-4 to generate NL-STL858

pairs859

### Dataset Construction Prompt:

I am constructing a dataset that pairs Natural Language descriptions with their 
corresponding Signal Temporal Logic (STL) expressions. 
Please generate three unique instances in each request. 
Use the provided cases as a reference for inspiration, but ensure the generated NL 
and STL are completely different in content.
{Example_Pairs} 
Now, generate new NL-STL instances while adhering to the above rules.
The format for each generated pair must adhere strictly to the following format: 
NL:[Natural Language Description] 
STL:[Signal Temporal Logic Expression].

Figure 6: Evolution Prompts for GPT-4 in NL-STL Pairs
Generation.

Figure 6 shows the prompt used for GPT-4 to860

generate NL-STL pairs. The example pairs are861

selected from the seed set using a clustering algo-862

rithm.863

A.2 Prompts for LLMs to Generate STL864

### STL Generation Prompt:
Please translate the Natural Language into STL specification.
Let a and b be two variables, and let φ be the specification. The rules are as follows:
1. φ₁U[a,b]φ₂ indicates that there exists a moment t' such that φ₁ is satisfied before t', 
and φ₂ is satisfied at t', where t' is within a time distance of a to b from the current 
moment.
2. F[a,b]φ indicates that there exists a point within the interval [a, b] where φ is 
satisfied.
3. G[a,b]φ indicates that φ is satisfied at every point within the interval [a, b].
Additionally, assume signals x1[t], x2[t], . . . , xn[t], then atomic predicates are of the 
form:f(x1[t], . . . , xn[t]) > 0. 
The STL formula should only contain atomic propositions, boolean operators &, ~, ->, 
<-> and temporal operators U[a,b], G[a,b], F[a,b].

Figure 7: The prompt for Baseline Models to generate
STL formulas.

Figure 7 shows the prompts used for baseline865

models, including GPT-3.5, GPT-4, and DeepSeek,866

to generate STL formulas from input natural lan-867

guage descriptions.868

A.3 Prompts for Refinement Part in KGST869

### KGST Prompt:
Given the input natural language description {Input_Natural_Language}
and the preliminary STL formula {Preliminary_STL}.
Validate and refine the STL formula using the following five most similar NL-STL 
pairs from external knowledge: {Reference_Pairs}.
Ensure that the refined STL accurately captures the intended meaning.
Correct any inconsistencies to improve clarity and precision.
Refined STL:

Figure 8: The prompts in the refinement part of KGST.
Figure 8 shows the prompts used for KGST to870

refine the preliminary STL. Reference pairs refer871

to the top K NL-STL pairs selected from external 872

knowledge based on their similarity to the trans- 873

formed natural language. 874

### Feedback Prompt:

The following STL specification was generated from a natural language description. 
Please review the STL formula for correctness, clarity, and adherence to the 
following rules:\n
1. Temporal operators should include U[a,b], F[a,b], and G[a,b].
2. Use atomic predicates in the form of f(x1[t], ..., xn[t]) > 0.
3. Boolean operators should be limited to &, ~, ->, and <->. 
4. Ensure the STL formula accurately represents the intent of the natural language 
description.
Identify any errors, ambiguities, or improvements needed. 
Natural Language: {Input_Natural_Language}
Preliminary STL: {Preliminary_STL}
Feedback:

Figure 9: The prompts in the feedback part of Self-
Refine.

A.4 Prompts for Self-Refine 875

### Refiner Prompt:
Based on the provided feedback, refine the STL specification to address the 
identified issues. 
Ensure that the updated STL formula:
1. Correctly reflects the original natural language intent.
2. Follows the syntax rules for STL with appropriate temporal and boolean operators.
3. Improves clarity, correctness, and logical consistency.\n\n"
Natural Language: {Input_Natural_Language}
Preliminary STL: {Preliminary_STL}
Feedback: {Feedback} 
Refined STL:

Figure 10: The prompts in the refinement part of Self-
Refine.

Figure 9 shows the prompts used for GPT-4 to 876

generate feedback on whether the STL is correct 877

based on the STL generation criteria for the given 878

natural language input and its corresponding STL. 879

Figure 10 shows the prompts used for GPT-4 to 880

refine the preliminary STL based on the feedback. 881

A.5 Prompts for KGST w/o Finetune 882

### KGST w/o Finetune Prompt:
Given the input natural language description {Input_Natural_Language}
Generate the STL formula refering the following five most similar NL-STL pairs : 
{Reference_Pairs}.
Ensure that the generatedSTL accurately captures the intended meaning.
Generated STL:

Figure 11: The prompts for KGST w/o Finetune to
generate STL.

Figure 11 shows the prompts used for GPT-4 to 883

generate STL based on the input natural language 884

description and the top K NL-STL pairs retrieved 885

from external knowledge with the highest similarity 886

to the input, which serve as reference pairs in the 887

context. 888
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B Evaluation Metrics889

STL formula accuracy (AF ) and template accuracy890

(AT ). The first metric measures the alignment accu-891

racy between the reference and predicted sequences892

at the string level, while the second metric involves893

transforming both the reference and predicted in-894

stances into STL templates and then calculating895

their alignment accuracy. For example:896

Formula: eventually (a < 5) ⇒ Template :897

G (ϕ)898

Formula: eventually (b < 5) ⇒ Template :899

G (ϕ)900

The first line represents the reference sequence,901

and the second line corresponds to the model’s902

prediction. To illustrate more clearly, spaces are903

inserted between each token, resulting in six to-904

kens in the formula and four tokens in the tem-905

plate. In the formula, five tokens appear in the906

same positions—‘G’, ‘(’, ‘<’, ‘5’, ‘)’—while the907

remaining token ‘a’ in the reference is mistrans-908

lated as ‘b’. Therefore, the formula accuracy (AF )909

is calculated as:910

AF =
5

6

For the template, since all tokens align perfectly,911

the template accuracy (AT ) equals:912

AT = 1

C Details of Implementation913

The experiments are conducted on eight NVIDIA914

4090 GPUs, with all implementations utilizing915

PyTorch3, LLaMA-Factory4, and Huggingface’s916

Transformers5. To ensure efficient training, the917

learning rate is set to 5e-5 and the batch size is 16.918

To ensure the adequacy of the training results, the919

model is run for 10 epochs under each setting.920

3https://pytorch.org/
4https://github.com/hiyouga/LLaMA-Factory
5https://github.com/huggingface/transformers

Figure 12: Scaling effect of STL-DivEn on three evalu-
ation metrics.

D Scaling Effect of Multi-Metrics 921

Figure 12 shows the scaling effect of the STL- 922

DivEn dataset, illustrating the performance metrics 923

of STL generation after fine-tuning with Llama- 924

3-8B on the STL-DivEn dataset, as well as the 925

performance of KGST in generating STL formulas. 926

The metrics include STL formula accuracy, tem- 927

plate accuracy, and BLEU score, as the dataset size 928

increases from 1k to 16k. 929
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