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Abstract

We study online classification under smoothed adversaries. In this setting, at each
time point, the adversary draws an example from a distribution that has a bounded
density with respect to a fixed base measure, which is known apriori to the learner.
For binary classification and scalar-valued regression, previous works [Haghtalab
et al., 2020, Block et al., 2022]] have shown that smoothed online learning is as
easy as learning in the iid batch setting under PAC model. However, we show that
smoothed online classification can be harder than the iid batch classification when
the label space is unbounded. In particular, we construct a hypothesis class that is
learnable in the iid batch setting under the PAC model but is not learnable under the
smoothed online model. Finally, we identify a condition that ensures that the PAC
learnability of a hypothesis class is sufficient for its smoothed online learnability.

1 Introduction

Classification is a canonical machine learning task where the goal is to classify examples in X" into
one of the possible classes in ). There are two common classification settings based on how the
data is available to the learner: batch and online. In the batch setting, the learner is provided with
a fixed set of training samples that are used to train a classifier, which is then deployed to make
predictions on new, real-world examples [Vapnik and Chervonenkis, |1971, Natarajan, |1989]. On
the other hand, data arrives sequentially in the online setting and predictions need to be made in
each round [Littlestonel 1987, |Daniely et al., 2011]]. The batch setting is often studied under the iid
assumption, whereas the stream can be fully adversarial in the online setting.

For binary classification (i.e. || = 2), the batch learnability of a hypothesis class H C V¥ under the
PAC model [Valiant| |1984] is characterized in terms of a combinatorial parameter called the Vapnik-
Chervonenkis (VC) dimension of . On the other hand, the Littlestone dimension characterizes the
learnability of H under the adversarial online model [Littlestone, |1987, Ben-David et al., 2009]. As
Haghtalab et al.|[2020] remark, the latter characterization is often interpreted as an impossibility
result because even simple classes like 1-dimensional thresholds have infinite Littlestone dimension.
This hardness result arises mainly because the adversary can deterministically choose hard examples,
even possibly adapting to the learner’s strategy. One way to circumvent this hardness result is to
consider a smoothed online model, where the adversary has to choose and draw examples from
sufficiently anti-concentrated distributions [Rakhlin et al., 2011, |[Haghtalabl 2018} |[Haghtalab et al.,
2020, Block et al.,|2022]. This idea is inspired from the seminal work by [Spielman and Teng|[2004],
who showed that the smoothed analysis of the simplex method yields a polynomial time complexity
in the input size, instead of the known worst-case exponential time complexity.
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In smoothed online classification, a learner plays a game with the adversary over 7" € N rounds.
Before the game begins, the adversary reveals a base measure p over X and an anti-concentration
parameter o > 0 to the learner. The distribution i can be fairly non-informative such as uniform when
applicable for X'. Then, in each round ¢t € [T'], the adversary picks a labeled sample (z,y;) € X X ),
where x; is drawn from a o-smooth distribution v; with respect to p. That is, v¢(E) < u(E)/o
for all measurable subsets E in X'. The adversary then reveals z; to the learner, who makes a
prediction g; € ). Finally, the adversary reveals the true label ¢, € ) and the learner suffers the loss
1{9: # v:}. Given a hypothesis class 1 C YV, the goal of the learner is to minimize the regret, the
difference between its cumulative loss and the best possible cumulative loss over hypotheses in H.

The smoothed online model interpolates between the iid setting (c = 1) and the adversarial setting
(0 = 0). When || = 2, Haghtalab| [2018]] and Haghtalab et al.|[2020] showed that all VC classes
are learnable in the smoothed setting with the regret O(y/T VC(H) log (T//o)). Extending this
result to real-valued regression, where )V = [—1, 1], with the absolute-value loss, Block et al|[2022]]
showed that the finiteness of the fat-shattering dimension [Bartlett et al.,|1996| |Alon et al., [ 1997] of
H C Y% is a sufficient condition for smoothed online learnability. Since the finiteness of VC and
fat-shattering dimensions are characterizations of learnability under the PAC model, these results
suggest that smoothed online learning may be as easy as batch learning.

In this work, we study smoothed online classification for arbitrary label spaces ) under oblivious
adversary — one that picks o-smooth distirbutions v, .., v, samples x1 ~ v1, ..., xp ~ v indepen-
dently, and finally picks the labels vy, ..., y7, all before the game begins. This obvlious model has
been studied in the past/Wu et al.[[2023]], but is slightly different than the one studied by [Haghtalab,
2018 [Haghtalab et al.| [2020, Block et al., [2022]] (see Section@]for more details). For this model, we
show that smoothed online classification continues to be as easy as batch classification when || < co.
However, when || is not finite, we show that smoothed online classification can be harder than batch
classification. We note that there has been recent interest in studying multiclass learnability when
|| is unbounded [Brukhim et al.|[2022} [Hanneke et al., 2023, |Pabbaraju}, 2024]. Studying infinite
label spaces is important for understanding when one can establish learning guarantees independent
of the label size. This is quite a practical question as many modern machine learning paradigms
have massive label space, such as in face recognition and protein structure prediction, where the
dependence of label size in learning bounds would be undesirable.

Theorem (Informal) Let X = [0,1]. Then, there exists H C V¥ that is PAC learnable but not
learnable in the smoothed online setting with ¢ = Uniform(X’) and o = 1.

We also provide a quantitative version of this theorem that shows a regret lowerbound linear in T’
even when || < oo but bigger than 27 10g(T)  Note that this is tight up to a factor of log T because
we prove a sublinear upperbound as long as || = 2°(7) in Section 4l To prove these results, we
exploit the large size of the label space to construct a hypothesis class # C Y% such that for every
h € H, its output on a finite subset of X" effectively reveals its identity. We then show that such a
hypothesis class has a sample compression scheme of size 1. Then, the result “compression implies
learning” by [David et al.|[2016] shows that H is PAC learnable. However, we show that even the
adversary that generates iid samples from Uniform(X’) can construct a difficult stream for the learner.
Our construction is inspired by the hypothesis class from [Hanneke et al.|[2024) Claim 5.4]. However,
a key challenge in our construction is the fact that the adversary does not have full control over
the sequence of examples the learner will observe (due to o-smoothness) whereas the adversary in
Hanneke et al.|[2024] can pick hard examples deterministically.

In light of this hardness result, we identify a sufficiency condition for smoothed online
learnability. To do so, let B(u,o) denote the set of all o-smooth distributions with re-
spect to p. For any z1,...,z, € &, let us define an empirical metric on d,, on H as
dn(hi,ho) = n=t 3" 1{hi(x;) # ho(x;)}. Define N'(e,H,d,) to be the covering number of
‘H under metric d,,. Then, H is said to have uniformly bounded expected empirical metric entropy
(UBEME) if sup,,c SUP,,., eB(u,0) Erin~vrn N (€, H,dy)] < oo for every fixed € > 0. We show
that if H has the UBEME property, then it online learnable under smoothed adversaries.

Theorem (Informal) If sup,, e SUp,, . ep(y.0) Eayonmrion N (8, H, dp)] < oo forevery fixed e, 0 >
0, then H is smoothed online learnable under the base measure .



When |V| = 2, Haussler’s packing lemma implies that N'(e, %, d,,) < (41 E*I)VC(H) [Haussler,

1995]]. That is, every class with finite VC satisfies UBEME, and thus our sufficiency condition
recovers the result from |Haghtalab| [2018]] on the smoothed learnability of VC classes. For |V| < oo,

we generalize the packing lemma to show that N (e, H, d,,) < (”TM)G(H), where G(H) is the graph
dimension of . This inequality shows that PAC learnability of H is sufficient for its smoothed
online learnability when |)| < co.

A key contribution of our sufficiency result is going beyond VC and Graph dimension and giving
the weaker sufficiency condition than the worst-case empirical entropy. Indeed, in Section 4] we
show that our sufficiency condition still provides meaningful upperbounds even when the VC and
Graph dimensions are infinite. To prove our sufficiency result, we show that UBEME implies
the bounded metric entropy of # with respect to the base measure p. That is, for d,(h1, he) =
Pyplhi(z) # ho(z)], we have N (e, H, d,,) < oo for every fixed € > 0. Then, we use algorithmic
ideas from [Haghtalab| [2018]] that involve running multiplicative weights using the cover of H under
d,. Unfortunately, when | V| is unbounded, the sufficiency condition (the UBEME of H) is not
necessary. This is demonstrated by constant functions H = {x — a : a € N} that is easy to learn but

N(E,H,dl) = Q.

Given our separation and sufficiency results, it is natural to ask for a characterization of learnability
for smoothed online classification. Any meaningful characterization must be a joint property of both
‘H and p. This is because choosing p to be a Dirac distribution will make any #, even the set of
all measurable functions from X to ), trivially learnable. Since the most natural joint complexity
measure of 7 and p is (e, H,d,,), one might ask whether N'(e,H,d,) < oo for every e > 0
is necessary and sufficient for smoothed online learnability of H under p. Surprisingly, we show
that this condition is neither necessary nor sufficient (see Theorem[4.3). These results highlight the
difficulty of characterizing learnability in the smoothed setting.

2 Preliminaries

Let X denote the instance space and ) denote the label space. We assume that (X', ) is a measurable
space and let IT(X') denote the set of all probability measures on (X, ). Let H C Y denote an
arbitrary hypothesis class consisting of predictors h : X — ). For any T € N, we use the notation
1.7 to denote the sequence {z;}7_,. Finally, we let [N] := {1,2,..., N}.

2.1 Smoothed Online Learning

In the smoothed online model, an adversary plays a sequential game with the learner over 7' rounds.
Before the game begins, the adversary reveals a base measure 1 € II(X') and a scalar o > 0 to
the learner. As mentioned before, 1 can be non-informative measures such as uniform if X is
totally-bounded. Then, in each round ¢ € [T'], an adversary picks a labeled sample (x¢,y;) € X x ),

where z; is drawn from a distribution v; € II(X) that satisfies v, (E) < @ for every E € X. The
adversary then reveals x; to the learner A. Using all the past examples (z1,41), ..., (Tt—1,%t-1),
the learner then makes a potentially randomized prediction A(xz;). The adversary then reveals the
true label y; € ) and the learner suffers the loss 1{.A(x;) # v: }. Given a hypothesis class H C Y,
the goal of the learner is to output predictions .A(x;) that minimizes the regret, which is the difference
between its cumulative loss and the best possible cumulative loss over hypotheses in H. To formally
define the regret, let B(p,0) := {v € II(X) : v(E) < u(%‘)/a VE € ¥} denote the set of all
o-smooth distributions on X with respect to p. Given H C Y, the worst-case expected regret of an
algorithm A is defined as

R(T,H) = sup E

V1o €B(p,0) FLT VLT | yy.p

d T
sup (t_l IE [L{A(x¢) # ye}] — }%g{; 1{h(z;) # yt}>1 '

Note that as o — 0, the set B(u, o) contains all Dirac distributions on X’. This amounts to replacing
SUD,, . ure B(uo) Brrr~uvry -] Operator in the definition of regret above by sup,, ., which yields
the expected regret of A in the fully adversarial model under an oblivious adversary. Thus, our
adversary is a generalization of the online oblivious adversary for the smoothed setting. Given
this definition of expected regret, we adopt the minimax perspective to define the learnability of a
hypothesis class.



Definition 1 (Smoothed Online Learnability). The class H C V¥ is learnable in the smoothed online
setting if and only if for every o > 0 and p € I1(X'), we have

inf RI{7(T.H) = o(T).

Our worst-case expected regret is defined with respect to an oblivious adversary that picks the
entire stream (21,y1), ..., (1, yr) before the game begins. Moreover, the sequence of distributions
v1,...,vr has to be chosen upfront before the sampling step (z1,...,z7) ~ (v1,...,vr). Thatis,
the distribution v; cannot depend on the realization of previous instances 1, . .., z;—1. This ensures
that the instances z1, . . ., zp are independent random variables. One can also consider an oblivious
adversary, where v, can depend on the past instances (x1, ..., x;—1) sampled from (vq,...,v4_1).
Since the primary contribution of this work is the hardness result in Section [3| we only focus on
the case where v, ..., v are chosen upfront. As the first adversary is a special case of the second
adversary, our hardness result also applies for the second adversary. The fully general setting of
adaptive adversaries where 1, can depend on the entire history of the game up to time point ¢ — 1 has
been studied extensively in [Haghtalab et al., 2020} [Block et al.l 2022], where the dependence among
Z1,...,27 is handled through coupling.

There are three natural choices for how y; may be selected by an oblivious adversary. In the first
choice, y; may depend only on the z; ~ v;. In the second choice, y; may depend on prefix on x1 ~
V1, ..., Ty ~ V. Finally, in the last choice, y; may depend on the entire sample x1 ~ v1, ..., 27 ~ vr.
The first choice is considered in [Haghtalab| [2018]]and the second by |[Haghtalab et al.|[2020]], Block
et al.|[2022]. In this work, we focus on the third choice, which has been considered by Wu et al.
[2023]]. This choice is natural because o-smoothness is just a property of the instances and should
not impact how the labels are selected. Since the third choice is the strongest, our sufficiency result in
Section A holds for the first two choices. However, establishing the separation result for the first two
choices remains an open question.

2.2 PAC Learning and Sample Compression Schemes

In contrast to existing work, we establish a separation between smoothed online learnability and
batch learnability. The notion of batch learnability we consider is PAC learnability, a canonical model
in statistical learning theory. See Appendix [A]for a complete definition. To prove the agnostic PAC
learnability of hypothesis classes, we use the relationship between learnability and the existence of
sample compression schemes.

A compression scheme (k, p) consists of a compression function x and a reconstruction func-
tion p. The compression function £ : U;>1(X x Y)! — U;>1(X x Y)* maps a sample S =
{(z1,91),-- ., (Tn,yn)} to a subsample S’ C S. The reconstruction function p : U;>1 (X x V) —
Y% takes S’ as input and outputs a function f € J*. We define the size of the compression scheme
(k, p) on a sample S to be |S’|, where k(S) = S’. We let the quantity k(n) denote the maximum size
of the compression scheme on all samples S such that |S| = n. A hypothesis class H C J* has a
compression scheme (k, p) of size k(n) if for every sample S = {(x1, h(z1)), ..., (xn, h(zn))} for
some h € H, we have f = p(x(S)) such that f(z;) = h(z;) forall i € [n].

The compression scheme in|David et al.|[2016] is slightly more general as their compression function
 can output (S’,b) where b is a finite bitstring. However, the restricted notion of a compression
scheme without b is sufficient for our purpose. The following Theorem shows that the existence of
sample compression schemes for 7 implies agnostic PAC learnability of .

Theorem 2.1 (Compression =—> Learnability [David et al., [2016]). Let (k,p) be a sample
compression scheme for H C Y% of size k(n) and define fs = p(k(S)) for any S € (X x V)™
Then, for every D on X x Y and n € N such that k(n) < n/2, with probability at least 1 — 0 over
S € D", we have

%—Fk(n)—klog%'

n

. k(n)log
E {fs(@)#y} < inf E T1{h(z) #y}] + 100

(z,y)~D (z,y)~D

2.3 Covering Numbers, Metric Entropy, and Complexity Measures

In Sectionfd] we provide conditions for which a hypothesis class H is online learnable under smoothed
adversaries. While sufficient conditions for learnability are typically established via combinatorial



dimensions, our sufficient conditions will be in terms of covering/packing numbers of H using a
distance metric that depends on the base measure . This discrepancy with existing literature is due
to a simple observation: any parameter of H alone cannot characterize smoothed online classification.
Indeed, if one takes the base measure 1 to be a Dirac measure, then every H C Y? is trivially online
learnable under a smoothed adversary. Accordingly, any meaningful characterization of smoothed
online classification must be in terms of both 7 and .

To start, we first define e-covering numbers for generic metric spaces (G, d).

Definition 2 (Covering Number). Let (G, d) be a bounded metric space. A subset G' C G is an
e-cover for G with respect to d if for every g € G, there exists an g’ € G’ such that d(g,g’) < e. The
covering number of G at scale €, denoted N (e,G,d), is the smallest n € N such that there exists an
e-cover of G with cardinality n. That is, N'(¢,G,d) := inf{|G’| : G’ is an e-cover for G}.

The metric entropy for (G, d) at scale £ > 0 is defined as log NV (g, G, d). In this paper, we consider the
metric space (H, d,,) where H C Y is a hypothesis class and d, (h1, ha) = Py, [h1(x) # ha(z))]
for some p € II(X). The key complexity measure in this work is

Ceo(H,p) :=sup  sup E [N H,da,)],

neN vy, €B(u,0) Flin~Vin

where fi,, denotes the empirical measure over z1.,. At a high-level, C. ,(#, 1) measures the com-
plexity of H in terms of its average empirical covering number, where the average is taken over
processes from B(y, o). Using C. ,(H, i), we define the property of uniformly bounded empirical
metric entropy.

Definition 3 (Uniformly Bounded Empirical Metric Entropy). A hypothesis class H C Y~ has the

Uniformly Bounded Empirical Metric Entropy (UBEME) property with respect to i if Ce o(H, 1) <
oo for every e,0 > 0.

In Theorem [4.1) we show that H is online learnable under smoothed adversaries if H enjoys the
UBEME property with respect to the base measure (.

3 PAC Learnability is Not Sufficient for Smoothed Online Learnability

In Section[d] we show that the PAC learnability of # is sufficient for its smoothed online learnability
when || < oo. Here, we show that this is not the case when |)| is unbounded by constructing a PAC
learnable hypothesis class that is not smoothed online learnable. In fact, we prove a stronger result.

Theorem 3.1. There exists a hypothesis class H C Y% such that following holds:

(i) H has a compression scheme of size 1.
(ii) For p = Uniform(X) and o = 1, we have inf 4 R (T, H) > L.

The part (i) of Theorem 3.1] together with Theorem [2.1] shows that # is agnostic PAC learnable with

error rate (0, n) = O ( logn +106(1/9) } ' Op the other hand, based on Definition , part (ii) shows

that 7 is not smoothed online learnable. Together, we infer the following corollary.

Corollary 3.2 (Agnostic PAC Learnability # Smoothed Online Learnability). There exists H C
Y such that H is agnostic PAC learnable but not learnable in the smoothed setting under j =
Uniform(X) and o = 1.

When || < o0, the existence of a O(1)-size compression schemes and agnostic PAC learnability are
equivalent [David et al., 2016|. Thus, there is no qualitative difference between Theorem @] and
Corollary However, when || = oo, a recent work has shown that the multiclass PAC learnability
does not imply the existence of O(1)-size compression schemes [Pabbarajul 2024]]. Thus, Theorem
[3.1]is a qualitatively stronger result than Corollary [3.2] Moreover, our proof of Theorem [3.1| below
provides an explicit PAC learner for H.

Proof. (of Theorem [3.1) Let X = [0,1]. Given a bitstring = (61,...,6,) € {0,1}", define
O<; := (61,...,0;) and Oy := (61,...,0,—1) forany t € {1,...,n}. Fix ann € N and ordered



sequence (x1,Z2,...,Z,) € X" such that z; # x; for all i # j. For every 6 € {0,1}", define

0 (2) = ((®1,...,2p),0<,) if 3t € [n] such that x = x;
@10 ST (24,0 ), %) otherwise
Let O, := {(z1,22,...,2,) € X" : x; # x;} be the set of all ordered sequences of length n with

distinct elements. Then, we define our hypothesis class to be

w=1 U U {#lran}-

neN (z1,...,2,)€O0, 0{0,1}™

Here, the label space is ) := Upex {image(h)}. For any y € Y, let us define y[1] and y[2] to be
the first and the second entry of the tuple y respectively. Note that y[1] € O,,, for some m € N and
y[2] € {0,1} for some t < m.

Proof of (i). We now define a compression scheme (k, p) of size 1 for H.

* Define a compression function & : Uizl(X X y)i — X x ) as follows. Given any
realizable sample S = {(z1,¥1),-..,(Zn,yn)} of size n € N, the function x outputs
k(S) = {(z1,y1)} if y;[2] = % for all ¢ € [n]. On the other hand, if there exists a y; such
that y;[2] € {0, 1} for some ¢ € N, then x(.S) = {(z¢,y¢)}. Here, £ € [n] is the index such
that y,[2] is the longest binary string among all ¢ € [n] for which y;[2] # *.

* Define a reconstruction function p : X x )Y — H as follows. Given an output of the
compression function {(x, y)}, the reconstruction function outputs p({(z,y)}) = h(y’[l] eH

if y[2] = . Here, O is all 0’s bitstring of length equal to that of the tuple y[1]. On the other
hand, if y[2] € {0, 1} for some ¢ < |y[1]|, then output p({(z,y)}) = hzm € H, where 0
is an arbitrary bitstring of length y[1] such that <, = y[2].

Next, we show that (x, p) is a valid compression scheme for H. Let S = {(z1,91),---, (Tn,yn)} €
(X x Y)™ denote any sample of size n that is realizable by 7. We want to show that f = p(k(S))
satisfies f(z;) = y; for all ¢ € [n]. Since S is realizable by H, there exists m € N, (z1,...,2m) €
X™ such that z; # z; forall 4, j € [m] and 8 € {0,1}" such that h(ﬁ%.__,zm)(xi) =y; forallie
[n]. By definition of H, for all ¢ € [n], we have y;[1] = (21,. .., zm) and y;[2] € {x, B<;} for some
t < m. Given a realizable sample .S, there are two cases to consider: (a) y;[2] = % for all ¢ € [n] and
(b) there exists ¢ € [n] such that y;[2] # *.

If we are in case (a), then we know that z; ¢ {z1,...,2,} for all i € [n]. Moreover, we have
k(S) = {(z1,y1)} where y1[1] = (z1,. .., zm) and y;[2] = *. By definition of the reconstruction

function, p({(z1,41)}) = h{,, . ). Since z; ¢ {z1,...,2m}, by definition of A?, . we

have h?zl,...,zm)(xi) = ((21,.--,2m),x) = y; forall i € [n]. Thus, (k,p) is a valid compression
scheme for # in this case.

Suppose (b) is true. Define Is := {i € [n] : y;[2] # x}. Since h,(le,...,zm) is consistent with the
sample .S, we must have y;[2] = B<|,, (2 for each i € Is. Here, |y;[2]| is the length of bitstring y;[2].
Let ¢ € Ig such that |y¢[2]| > |y;[2]| for all ¢ € Is. By definition of the compression function ,
we have £(S) = {(2¢,ye)}, where yo[1] = (21, ..., zm) and y¢[2] = f<|y,2)- Let 0 € {0,1}™ be

the completion of y,[2] such that the reconstruction function returns p({(z¢, y¢)}) = h? By

Z1seeey Zm)”

definition of p, we have 8<; = <, for t = |y,[2]|. To complete our proof, it suffices to show that

((921 _____ oy (@i) = yi foralli € [n]. There are two cases to consider: i € I andi ¢ Ig. Wheni ¢ Is,
we have x; ¢ {z1,..., 25} and thus h‘(gzl,...,zm)(xi) = ((z1,-..,2m),*x) = y;. As for the index
i € Ig, we must have that z; € {z1,..., z;, }. Otherwise, y;[2] would be equal to %, contradicting
the fact that ¢ € Ig. In fact, by definition of h?zh___7zm), we have z; = 2|y 12]|- This implies
that, for all ¢ € Ig, we have h(e217___7zm)(xi) = h?zh___7zm)(z|yi[2“) = ((z1,.. .,zm),9§|yi[2“) =

(21,5 2m), B<|y.[21]) = vi- Here, we use that |y;[2]| < |y,[2]| for all i € 5 and the fact that
0<; = B< for all t < |y,[2]|. Therefore, we have shown that h((’ o) (z;) =y, foralli € [n].

21,0y

Proof of (ii). Let 2 = Uniform([0, 1]). We now specify the stream {(z¢, y¢)}/_, to be observed by
the learner. For the instances, we take x1, ...,z ~ p to be iid samples from p. Note that x1, ..., 271



are distinct with probability 1. Moreover, as all the instances are drawn from the same distribution p,
this adversary is o-smooth for ¢ = 1. To specify y1, ..., yr, we first draw 6 ~ Uniform({0, 1}
and define y, = ((z1,...,27),0<¢) forall t € [T]. Given distinct x1, . .., zp, for any algorithm A,
we first show that

E[1 — inf Yy 1{A(
6~Umf0rm({0 1}7) (Z {A xt #yt ln Z { Tt #yt}>

The probabilistic method implies the existence of a § € {0, 1} such that the claimed bound of 7'/2
holds. This subsequently implies that, for a distinct x1, . .., 27, we have

ey

N\’ﬂ

YT

T

sup (ZE [L{A(z:) # y:}] — mf Z 1{h(x) # yt}> 3
Finally, using the fact that x1, ...,z ~ p are distinct with probability 1, we obtain the bound
T T T
inf R (T > E E[1 — inf 1{h -
m Ry (TH) = [sup (ZA {A(z:) # ye ] ”12”; {h(z:) # yt}> 5

Tlyee s TNy

To complete our proof, it now suffices to prove Equation (I). Fixing distinct 21, ..., z7, the
lowerbound on the expected cumulative loss of the algorithm A is

M=

ZGNWO o [E0EAG) 2] = 3 [ (1040 # (1. r).020)) | A b

—1 t

1

[
[M]=

E [;]1 {A(x:) # ((z1.7), (0<¢,0)) } + %]1 {A(zy) # (w1.7, (0<1,1)) }

~
I
-

vV
[M]=
DN =
I
NN

~
Il
-

At a high-level, we use the fact that 6, is sampled uniformly at random from {0, 1} and is independent
of A as well as 6; for all i # t. Thus, on each round, the algorithm cannot do any better than
randomly guessing the value of 6;. Next, we upperbound the expected loss of the best-fixed function
in hindsight. Given distinct z1, ..., 27 and @ € {0,1}T, we can pick the hypothesis h(eml,...,mT)' By

definition of this hypothesis, we have h(e_qcl 3?T)(act) = ((z1,...,27),0<¢) = y;. Thus, for every
distinct x1, . .., 7, we have
T T
E 1{h E h? =0.
0~ Unif({0,1}T) he?—t — () # yt}] 0~ Unif({0,1}T) lz ar..ooam) (@) 7 2}

Finally, equation (I)) follows upon combining the lowerbound on the cumulative loss of .4 and the
upperbound on the cumulative loss of the optimal hypothesis in hindsight. O

To prove the qualitative separation between PAC and smoothed online learnability in Theorem[3.1] we
required || to be unbounded. The following theorem, proved in Appendix |C| shows the quantitative
dependence of the regret on |)| when it is bounded.

Theorem 3.3. For every K € N, there exists H C Y% with |V| = K such that H has a compression

scheme of 1, but inf 4 R} (T, H) > %ﬁ)ru = Uniform(X) and o = 1.

Theorem shows that one can get quantitative separation whenever K > 27187
4 A Sufficient Condition for Smoothed Online Classification

In this section, we provide a sufficient condition for smoothed online classification. Our main result
provides a quantitative upperbound on the expected regret in terms of C  (#, 1t).



Theorem 4.1. For every H C Y%, pp € TI(X) and o > 0, we have that

mfR“U(T’H)<61nf{+\/Tlog =20 (H, ﬂ))}

Theorem [d.1| shows that as long as H satisfies the UBEME condition with respect to y, it is online
learnable under a smoothed adversary. As a corollary, we also establish the following sufficient
condition in terms of the Graph dimension, a combinatorial dimension characterizing PAC learnability
when || < oo (see Appendix |Alfor a complete definition) [Natarajan, 1989].

Corollary 4.2. For every H C Y%, u € II(X) and o > 0, we have that

e T \/ A1)y % 41T (Y|
1ngA (T,’H)SG;EE{U + TG(H)log( = ) <12 TG(’H)log( = ),

where G(H) denotes the Graph dimension of H.

Corollary [4.2] whose proof is in Appendix [E} shows that PAC learnability of # is sufficient for
smoothed online classification whenever || < co. When || = 2, this bounds, up to a constant
factor, recovers that from Haghtalab| [2018]]. We now proceed with the proof of Theorem[4.1]

Proof. (of Theorem. 4.1) Let vy, ..., vr € B(u, o) denote the sequence of o-smooth distributions
picked by the adversary. Fixae > 0. Then by Lemma|B.2} we have that (e, H, d,,) < C5 o (H, ).
Let %' C H denote an e-cover with respect to d,, of size at most C’ e o(H, ). Let A denote the
online learner that runs the Randomized Exponentlal Weights Algorlthm (REWA) on the the data
stream (21, Y1), ..., (X7, yr) using A’ as its set of experts. By the guarantees of REWA,

T

T
IE Z {A(x) # yt}] < h,ig{, 2 L{R' (1) # ye} + /2T log(|H'])

t=1

T
< i ! e
< Jnf, 2o UH ) e} /2 1oB(C o (1)

T T
s 2t inf > 1{h' 271
< jnf, 2 1he) £ e+ sup inf, 31K (@) # a0} + /2T og(C

where the expectation is only taken with respect to the randomness of the REWA and the last
inequality follows by the triangle inequality. Taking an outer expectation with respect to the process

T1.7 ~ V1.1, we have ]E{Zle 1{A(x;) # yt}} is at most

T

%,U(Hvﬂ))

E

\/2T log(C
T1:T7~V1:T
It remains to bound E [supheﬂ infpep Zle 1{h (z¢) # h(a:t)}] We provide a sketch of the

proof here and defer the full details to Appendix [D} Consider the class G = {z — 1{}'(z) # h(z)} :
h € H}, where h' € H' denotes the e-cover of h with respect to d,,, and note that

sung Tt ] .

9€9 =1

heH

inf > 1 (b £ e} | +

T
E lsup inf 1{R (zs) # h(z)}
rrT~VLT | pep B EH! e}

T

s h/m%/ l{h/(xt) # h(xf)}] <

E

T1.T~V1:T

X1: T""Vl T

By standard symmetrization arguments, we get

> oo <p £ |3 ate)

9€9 ;1 geg s TN”l T

+oT E [ﬁa(g,mm)}

Z1: TNVI T T1.T7~V1:T

where R(G, 1.7) is the Rademacher complexity of G (see Appendix @) Note that G C HAH where
HAH = {I — ]l{hl(x) # hg(l‘)} : hl, hy € H}, and thus %(g,xlzT) < m(HAH,CCLT). USiIlg

1 1))-



the discretization-based upperbound (Lemma[A.T) on the empirical Rademacher complexity and a
relation between the covering numbers of H and HAH (Lemma , we have

21og N (e, HAH, poy) <€+\/21og/v<g2ﬂm,dw) <E+2\/log/\/(522,?—t,dw)

R(HAH, x1.7) < s+\/ T a e

Plugging in the upperbound on the Rademacher complexity and using the change of measure,
o-smoothness, and the definition of #’ on the first term gives

e[S o] < Lowrsafrin( e, [v(50a.)])

T1.T7~V1:T geg =1 1. T~V1:T

Using the definition of C. ,(#, p) to get

E

T1.7~VLT | hep hEH

T
T
sup inf E 1{W (z;) # h(zt)}l < 0T+ 4\/T logC.2 (H,p),
’ o 50
t=1
substituting into the regret bound for .A, and doing some algebra completes the proof sketch. O

Our upperbounds in terms of expected empirical covering numbers can be meaningful even when
VC and Graph dimension of A is infinity. As a simple example, let X = [0, 1], ;4 = Uniform(X),
and consider the binary hypothesis class H = {z — 1{x € A} : A C Q,|A4| < co}. It’s not too
hard to see that VC(?) = co. On the other hand, C; ,(#, ) = 1 since for every n € N, the sample
Z1.m ~  does not lie in Q almost surely, and when 1., ¢ Q, dj, (hi, ho) = 0 for all hq, hy € H.

To prove Theorem we show that the UBEME implies a bound on the metric entropy N (¢, H, d,,).
It is natural ask whether the finiteness of N'(e, H, d,,) for every € > 0 alone is necessary and sufficient
for smoothed online learnability. Unfortunately, it is neither sufficient nor necessary.

Theorem 4.3. Let X = [0,1] and y = Uniform(X'). Then,

(i) There existsa™ C {0,1}* suchthat N'(e,H,d,,) = 1foreverye > 0but R% (T, 1) > L
for every o > 0.

(ii) There exists . C N% such that N'(e,H, d,,) = oo for every ¢ > 0 but inf 4 R}y (T, H) =
O(\/Tlog(T)) for every o > 0.

Proof. We first prove (i). Consider the hypothesis class H = {x — 1{z € S} : S C X, S| < o0}.
Note that for every h1, ho € H, we have that d,,(h1, he) = P~y [h1(x) # ho(x)] = 0 since h; and
ho disagree on at most a finite number of points in X. Thus, for every ¢ > 0, H is trivially coverable
using exactly one hypothesis in . To show that Ry (T, H) > % for every o > 0, consider the
adversary that picks 14 = p for all ¢ € [T)]. The process 1.7 ~ v1.7 is then an iid draw from p of
length T'. Consider the data stream (21, y1), ..., (27, yr) where x1.7 ~ p” and y, ~ Unif({0, 1}) for
every t € [T]. Such a stream is realizable by H almost surely since the the sequence of instances z1.7
are all distinct with probability 1 and there can be at most a finite number of timepoints where y, = 1.
On the other hand, any learning algorithm .A must make at least 7'/2 mistakes in expectation (with
respect to all sources of randomness), since the labels y; ~ Unif({0, 1}). Thus, by the probabilistic
method, for every learning algorithm .4, there must exist a sequence of labels y;.7, such that A’s
expected regret is /2.

We now prove (ii). Let X = {z — a : a € N} be the class of constant functions. Note that
for every hq, ho € H, we have that d,(h1,h2) = 1 since hy and ho disagree everywhere on X'
Thus, for every ¢ < 1, we have that N'(,H,d,) = oo since || = oo. On the other hand, the
Littlestone dimension of H is 1. Thus, by Theorem 4 from Hanneke et al.|[2023]], we get that
inf 4 R7(T, H) = O(\/T'log T) for every o > 0. O

5 Discussion

In this work, we show a separation between the learnability of H C V¥ in the PAC setting and the
smoothed online setting when |)| is unbounded. We also provide a sufficient condition for smoothed



online learnability under any base measure ;.. However, as noted in Section 4] our sufficient condition
is not necessary for the smoothed learnability of . Thus, an important open question is to find a
condition that is both necessary and sufficient for smoothed online learnability. Traditionally, in
learning theory, learnability is characterized in terms of a combinatorial property of just the hypothesis
class H C Y. However, the property of H alone cannot provide a characterization of learnability in
the smoothed online setting. Choosing p to be a Dirac distribution will make any #, even the set of
all measurable functions from X" to ), trivially learnable. Thus, the characterization of learnability
must necessarily be a property of the tuple (H, 11). To that end, we pose the following question.

Given (H, p), is there a complexity measure that characterizes the smoothed online learnability of H
with base measure y?
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A PAC Learnability, Combinatorial Dimensions, Complexity Measures

We begin by defining the agnostic PAC framework, a canonical learning model in the batch setting.

Definition 4 (Agnostic PAC Learnability). A hypothesis class H C Y is agnostic PAC learnable if
there exists a function m : (0,1)2 — N and a learning algorithm A : U;>1(X x V)" — V¥ with
the following property: for every €, € (0, 1) and for every distribution D on X x Y, A running on
n > m(e,0) i.i.d. samples from D outputs a predictor Ag such that with probability at least 1 — §

over S ~ D",
E 1{A <inf E [14h te
(w)w[ HUs@ #ull < of, | E @) £y}l +e

The VC and Graph dimension characterize PAC learnability when || = 2 and || < oo respectively.

Definition 5 (Vapnik-Chervonenkis (VC) Dimension). A set S = {x1,...,x4} C X is shattered by
a binary function class H C {0, 1}¥ if for every T € {0, 1}, there exists a hypothesis h, € H such
that for all i € [d], we have h.(x;) = 7;. The VC dimension of H, denoted VC(H), is the size of the
largest shattered set S C X. If H can shatter arbitrarily large sets, we say that VC(H) = oo.

Definition 6 (Graph Dimension). For any multiclass hypothesis class H C VX, let 0 o H =
{(z,y) = 1{h(x) #y}: h € H} C {0,1} X3 denotes its loss class. The Graph dimension of H
is defined as G(H) := VC({ o H).

Our proof of this result relies on bounding the Rademacher complexity, a canonical complexity
measure used to establish generalization bounds in the batch setting [Bartlett and Mendelson, 2002].

Definition 7 (Empirical Rademacher Complexity). Let F C RY and x4, ..., z,, € X™. The empirical
Rademacher complexity of F with respect to x1., is defined as

. 1 n
R(F,x1.,) = —E |[sup T f (x5
where T4, ..., T, are independent Rademacher random variables.
The following upperbound on the empirical Rademacher complexity follows by a simple application

of Massart’s lemma [Shalev-Shwartz and Ben-David, 2014, Lemma 28.6].
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Lemma A.1 (Discretization Bound). For every F C RY and 1, ...,z, € X", we have that

R arn) < fnf {H (sup E [f?}) \/ 2log N, 7, pm}

feF \ fin n

where fi,, denotes the empirical measure on the sample x1.,, and p,, is the distance metric defined as

i fio 1) 1= LB, [(7(@) = o))

Finally, we define the packing number for generic metric spaces.

Definition 8 (Packing Number). Let (G,d) be a bounded metric space. A subset G' C G is an
e-packing with respect to d if for every g;, g; € G' we have that d(g;, g;) > €. The packing number
of G at scale €, denoted M(e,G, d), is the largest n € N such that there exists an e-packing of G
with cardinality n. That is, M(e,G,d) := sup{|G’| : G’ is an e-packing for G}.

B Helper Lemmas

Lemma B.1 (Covering-Packing duality [Anthony and Bartlett, 1999]). For any metric space (G, d)
and € > 0, we have that

M(angvd) S N(S,g,d) S M(E,g,d)-

Using the Covering-Packing duality, we prove the following technical Lemma.

Lemma B.2 (UBEME =— Bounded Metric Entropy with respect to u). For any pu € TI(X),
hypothesis class H C Y, and & > 0, we have that

N H,d,) <sup B [N(E,H,d,lm)]

meN L1~ ™ 2

Proof. Fix € > 0. By the Covering-Packing duality, we have that

sup E  [M(e,H,dg,)] <sup E [N (%,"H,dﬂmﬂ .

meN T1im~p™ meEN TLm~p™

Thus, it suffices to show that N'(e, H,d,,) < sup,,cy Eqy.,oopm [M(e, H, dp,,)]. Suppose, for the
sake of contradiction, we have that N'(¢, H,d,,) > sup,,cy Eq,.,,~um [M(g, H,dp,,)]. Then by the
Covering-Packing duality, we have that M(e, H, d,,) > sup,,en Eay.rpopm (M, H, dp,, )] = c.
By the definition of e-packing, we can find n > ¢ hypothesis hi, ..., h, € H and § > 0 such that
du(hi, hj) > e+ 6 forevery i # j.

Fix m € N and consider a sample x1.,, ~ p™. Let S;; = >" 1{h;(x;) # h;(z¢)} denote
the random variable counting the number of samples on which h; and h; differ. Note that S;; ~
Binom(m, d,(h;, h;)). Let E,, be the event that S;; > e m for all i < j. Then,

Pyymopm [Em} =1-Puoum [Eli < j such that S;; < sm]

21— Y Poypyim [ Siy < £

i<j

> 1= 3 exp {—2m (dy(hishy) —€)’ |
i<j

>1- Zexp{—2m52}
i<j

> 1 —n?exp{—2m §?},
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where the second inequality follows by Hoeffding’s inequality. Moreover, under event F,,, we have
that M(e, H,d,,) > n, where dj,,, is the empirical measure on x1.,,. Finally, note that

sup E  [M(e,H,dy,)] >sup E [ M(e,H,dpy,, )| En]Pasy., ~cpm [Em}

meEN T1:m~p™ meEN T1:m~p™

> h0p By ]
meN

> n sup (1 —n?exp{—2m 52})
meN

=n.
Since n > c and ¢ = sup,,cn Ez,.,,~pm [M(e, H, dy,, )], we arrive at a contradiction. O

Lemma B.3 (Covering Number of Symmetric Differences). For any H C VX >0, and sequence
Ti,...,Ty, € X", we have that

. € . 2
N(E,HAH,,U/n) S (N (577{7#71) )
where i, is the empirical measure on 1., and HAH = {J: — 1{h1(z) # ha(z)} : b1, h2 € 7-[}.

Proof. Fix e > 0. Let ' be an e-cover for 7 with respect to d,, . It suffices to show that H'AH' is
an 2e-cover for HAH with respect to dj,,, . To see this, pick a g € HAH. Then by definition, we can
decompose g(x) = 1{h1(x) # ha(x)} for some hy, ho € H. Let b, hY, € H' be the elements that
cover hq, hs respectively. Then, observe that we have

%Z L{1{A) (2;) # ha(xi)} # L{ha (@) # ha(z:)}} < %(Z L{ha (i) # Ry (z)} + ) 1ha(x;) # h'z(ﬂﬁz‘)})

i — =1 i=1

< 2e.

Thus, x — 1{h}(z) # h4H(x)} is 2e-close to x > 1{hi(x) # ha(z;)}. Since x — 1{h}(z) #
hy(z)} € H'AH' and hy,hy € H were chosen arbitrarily, it follows that H'AH’ is a 2e-cover
for HAH with respect to dj, . Finally, note that [H'AH’'| < |H/|?. Since € > 0 is arbitrary, this
completes the proof. O

C Proof of Theorem

The proof here is similar to the proof of Theorem[3.1} Thus, we only provide a high-level sketch of
the arguments here.

Proof. Fixm € N, and take X = {1,2,...,m?}. For every ordered sequence (71,2, ..., Tm) €
X™ such that z; # x; for all ¢ # j and a bitstring § € {0,1}™, define a hypothesis

((x1y...,Tm),0<¢) if 3t € [m] such that z = z;
h(:c T )((E) = N .
Loeo®m (1, 2m), %) otherwise
Let Oy, := {(z1,22,...,Tm) € X™ : x; # x;} be the set of all ordered sequences of length m

with distinct elements. Then, we define our hypothesis class to be
— 9
He= | U {h(%___,zm)}.
(-'Elynwfm)eOm 06{071}”"

Here, the label space is ) := Upcy {image(h)}. Thus, the size of the label space is

m® m?! 2(,.2 2 2
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when m > 2. This implies that
m > lilog V| .
~ 3loglog ||

Note that the Proof of (i) in Theorem [3.1] can be used verbatim to show that 7{ has a compression

scheme of size 1. Thus, H is PAC learnable with error rate O < 10gn+10g(1/6))

n

Therefore, we now focus on establishing regret lowerbound for . Let z = Uniform({1, 2, ..., m?}).
Let m < T. We now specify the stream { (x4, ) }7_; to be observed by the learner. For the instances,
we take z1, ..., 2, ~ p to be iid samples from w. Note that x4, . . ., x,, are distinct with probability

m\™ 1\™ 1
2(1——) —(1-2) >=  vm>2
m?2 m 4

Moreover, as all the instances are drawn from the same distribution p, this adversary is o-
smooth for o = 1. To specify yi,...,Ym, we first draw 6 ~ Uniform({0,1}") and define

ye = ((x1,...,2m),0<¢) for all ¢ € [m]. Conditioned on the fact that x1,...,z,, are distinct,
there will be a hypothesis class hj; € H such that hj}j(x;) = y, forallt € [m]. Form <t < T,
sample z; ~ 1 and define y; = hj (x¢). Note that for any x1, . . ., T, we have
T m m
[1{A( E E[1{A > —.
0~Un1form({0 1}m) ; { zf 7£ yt}]‘| 0~Uniform({0,1}™) ;A[ { (zt) 7£ yt}]‘| -2

Here, we use the fact that bitstrings 6; are sampled uniformly randomly, so no algorithm can do better

than randomly guessing. Moreover, conditioned on the event that x4, . .., z,, are distinct, we have
T
E inf 1{h hy( =0.
0~Uniform({0,1}"™) |f%£H =1 { (l’t) # yt}] 0~Umt0rm({0 1}m) [Z { 0 .Tt 75 yt}‘|
Since x1, . .., Z,, are distinct with probability at least 1/8, we obtain
. m_ 1 log|y]
f R;(T > — > —_—
A (T.H) = 8 4 loglog | V|’
O
D Proof of Theorem 4.1]
Proof. Let vq,...,vp € B(u,o0) denote the sequence of o-smooth distributions picked by the

adversary. Fix a ¢ > 0. Then, by Lemma[B.2] we have that N'(e,H,d,) < Cj,,(H,p). Let
H' C H denote an s-cover with respect to d,, of size at most Cs ,(#, j1). Let A denote the online
learner that runs the Randomized Exponential Weights Algorithm (REWA) on the data stream
(21,91), -, (X7, yr) using H’ as its set of experts. By the guarantees of REWA,

T T
E Z H{A(zy) # yt}] < h,igqf_[, Z LA (1) # ye} + /2T log(|H'])
t=1 t=1
T
< nf, DM () # ) + V2T 108(C5 o (M, 1))
T T
< fof o1 £} + sup fnf, Zj (R (21) # h(ze)} + /2T 10g(Cs5 o (H, 1))

where the expectation is only taken with respect to the randomness of the MWA and the last inequality
follows by the triangle inequality. Taking an outer expectation with respect to the process 1.7 ~ vy.1,
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we get that

E[il{/‘(%) # yt}}

T
SE[J?&;””(“)#%} +E |sup inf le{h’ 21) # hlae)} | + /2T 1og(Cy o (H, 1),

It remains to bound E [suphe% infp,rcqy Zthl I{h (x) # h(xt)}} To do so, consider the class

G ={z— 1{h/(z) # h(x)} : h € "}, where h/ € H' denotes the e-cover with respect to d,, of h,
and note that

T

sup inf 1{h (zy) # h(a:t)}] <E lbung Zy ] .

h/e /
heH 9€6 14

E

By standard symmetrization arguments, we get that

1. TNl/l T

oS 5[] <. 30 )

geg LT VYT 9€9 1

T
= E

1o VLT 228;9,5 (g(xt) - g(m;))H

o]

9€9 121

IE91;T

<2 E

T1.T7~V1:T

<o B [R(G20r)|
T1.T~V1:T
where 6.7 are independent Rademacher random va{iables. Note tllat G C HAH where HAH :=
{z — 1{hi(z) # ha(x)} : h1,he € H}, and thus R(G, z1.7) < R(HAH, z1.7). Using Lemma
we can pointwise upperbound

2log N (e, HAH, pyr) _ €+\/2logN(52,HAH,dMT) _ €+2\/logN(8;,H,duT).

Sf{(/}{A”L[axl:T) < E+\/ T T T

The first inequality follows by taking p,.,.(g1,92) = \/% Zle 1{g1(z¢) # g2(x4)} for any two
functions g1, go» € HAMH. The second inequality follows from the fact that N' (e, HAH, p,,.) <
N (g2, HAMH,d,,,.). The last inequality follows after using Lemma Plugging in the upperbound

on the Rademacher complexity, we get that
\/T 1og/\/( JH, d;w)]
T

2
<spy E [g(x;)}+2sT+4\/Tlog E [N(;,H,dwﬂ

9€9 14 Ty vy T1.T7~VLT

~ [ €2
< sup E E [ t } +2eT+44/T1log E {N(,’H,dlw>}
9€9 1, AT o T1.T~VLT 2
T 2
<5+25T+4\/T log E [/\f (E7H7dw)],
g Z1.T7~V1:T 2
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+2T+4 E

Z1.T7~V1:T

sung T ] <sup E [Zg(l‘%)

9€9 1 geG Thp VLT —1

x1: TNV1 T




where the third and fourth inequality follow by change of measure, o-smoothness, and the definition
H’ respectively. By the definition of C. ,(H, 1), we get that

eT
< —
E }sltelg 1€nf Z]l{h (z4) # h(xt)}] < +2€T+4\/T logC’%’ﬂ(’H,u),
implying that
L a eT
E ; H{A(x:) #y}h| <E ;}Iel?f{; {h(we) # ye}| + - T 2eT + 4\/T log Céja(f%ﬂ) + \/2T log Cs »(H, 1)
a 3eT
<E ,3252 Uh(ze) # yi}| + == +6,/TlogCez (M, ).

Since v4,...,vr € B(u,0) and € > 0 were chosen arbitrarily, we have that

RY(TH) < 1nf {+6\/T logC’az S(H, u)} <61nf {—i—\/T log Cez2 »(H, ,u)}

O

E Proof of Corollary4.2]

The following lemma from |[Haghtalab [2018]], which uses the seminal packing lemma by [Haussler
[1995]], will be useful.

Lemma E.1 (Haussler| [1995], Haghtalab| [2018]]). For any H C {0,1}* and u € TI(X), we have
that

N(eH,dy) < (£>VC(H).

3

Lemma together with Definition E]implies that for any multiclass hypothesis class H C Y%, we
have that

41\ GH)
sup  N(e,loMH,dy) < (*) )
RETI(XXY) €

where £ o H := {(x,y) — L{h(z) # y} : h € H} C {0,1}(¥*¥) denotes the loss class of H. We
now begin the proof of Corollary [4.2]

Proof. (of Corollary #.2) It suffices to show that

Ca,U(H7M) < sup (|y| LoH, du) ,

RETI(X xY)

for every ¢,0 > 0. Fix £,0 > 0. Recall that

Ce,a(Ha M) ‘= sup sup E [N(E, Ha dﬂn)] s

nEN vy, €B(p,0) Tlin~Vin

where [i,, denotes the empirical measure over z1.,. We will actually show something stronger, that is
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sup sup N(e,H,dz,) < sup (|y| loH,d; > )

nEN 1., EX™ RETI(X X))

Fix n € Nand let ¢ := supjcrxxy) N(E o loHt, dj ;). To see why Inequality H is true, consider

a sequence z1., € X" and let /i,, denote the empirical measure on z1.,. Let fi,, € II(X x )) be
the joint measure over X’ x ) defined procedurally by first sampling « € ji,, and then sampling the
label y ~ Uniform()). Since fi,, € II(X x ), by definition of ¢, there exists a subset H' C H of

size at most ¢ such that £ o H' is an |2y€\ -cover for £ o H with respect to fi,,. It suffices to show that

‘H' is an e-cover for H with respect to fi,,. Fix a h € H and let b’ be the element in H’ such that

di, (Loh,loh') < ‘stl Then, by definition, we have that

2€
VI~
- [1{¢ o h(z,y) # Lo I (z,y)}]

(z, y)N,U'n

dg, (Loh,Loh)

B4

ks Z 2 Z 1{1{h(z;) # j} # L{R' (z;) # j}}

|y| Z]l{h ) # B (i)}

2

= —dg, (h,1).

|y| Hn ( )
Therefore h’ is e-close to h with respect to dj,, . Since h was chosen arbitrarily, this is true for all
h € H. Accordingly, H' is an e-cover for H with respect to dj;,, , implying that N'(e, H, dp,) < ¢
Since n and 1., was also chosen arbitrarily, we have that sup,,cy sup,,  cx» N(e,H,dg,) < c
completing the proof.

Finally, upperbound 61nf5>0{f + \/T G(H) log(“g;’)}g 12\/T G(H) lo (41T|y\) fol-

lows by picking € = % O
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: Our abstract and introduction state that (i) we show that smoothed online
classification can be harder than batch classification and (ii) we provide a sufficiency
condition for smoothed online classification. The first claim is proven in Section 3 of the
paper and the sufficiency condition is proven in Section 4.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It s fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: In the introduction, we discuss that our work does not provide a complete
characterization of learnability in the smoothed setting. We reiterate this limitation in the
Discussion section of the paper, highlighting difficulties for complete characterization in
the smoothed online model. Finally, we pose an open question regarding the complete
characterization.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,

model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.
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3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: Although our Theorems do not have any assumptions, our results hold under
formal learning models, namely the PAC model and the smoothed online model. Both
are standard frameworks in learning theory, and we define them in the Preliminaries and
Appendix. Moreover, we provide detailed proofs of all our theoretical claims.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]
Justification: The paper does not include experiments.

Guidelines:

The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

19



(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]
Justification: The paper does not include experiments requiring code.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.
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8.

10.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: The paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: Our work conforms with NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Our work is theoretical and contributes to our understanding of machine learn-
ing algorithms. Beyond theoretical insights that can be used to develop better algorithms,
our work does not have direct societal impacts.
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11.

12.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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13.

14.

15.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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