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Abstract

Aspect sentiment quad prediction (ASQP) has001
become a popular task in the field of aspect-002
based sentiment analysis, which aims to pre-003
dict four sentiment elements: aspect category,004
aspect term, opinion term, sentiment polarity.005
Although its great success, existing methods006
still have shortcomings. First, the sentiment007
element is only related to the specific words008
in the input sentence. The existing works pre-009
dict quads based on the whole input, which010
adds redundant information. Second, recent011
methods convert quad prediction into a gen-012
erative task through a pre-defined templates.013
Constructing different template orders can im-014
prove the performance of the model. However,015
most methods simply utilize pre-trained lan-016
guage models to select template order group-017
ings without deeply analyzing the relationships018
between template orders. In this paper, we pro-019
pose a relational mask multi-head attention and020
template-order grouping method, which not021
only reduces the redundant information in the022
input but also select appropriate template order023
groupings. Specifically, we construct a train-024
able relation mask matrix and fuse it into the025
multi-head attention of the T5 decoder. Then026
we introduce relation constraint loss to reduce027
redundant information in the input. In addition,028
we quantify the effect of one template order’s029
gradient on another template order’s loss to030
determine the template order groupings. Exper-031
iments on multiple public datasets demonstrate032
that our method outperforms state-of-the-art033
methods.034

1 Introduction035

ASQP task has received widespread attention in the036

field of aspect-based sentiment analysis (ABSA).037

It focuses on extracting four elements of aspect-038

level sentiment, including (1) aspect category (ac)039

defines the type of the concerned aspect; (2) aspect040

term (at) is the opinion target which is explicitly041

or implicitly in the given text; (3) opinion term042

(ot) expresses the sentiment towards the aspect; (4) 043

sentiment polarity (sp) describes the orientation of 044

the sentiment over an aspect term. If the aspect and 045

opinion terms are implicit in the given text, they 046

are set as NULL. For example, the sentence “The 047

view is spectacular, and the food is great.” contains 048

two sentiment quadruples (location general, view, 049

spectacular, positive) and (food quality, food, great, 050

positive). 051

Existing methods (Zhang et al., 2021a; Hu et al., 052

2022, 2023; Gou et al., 2023; Bai et al., 2024) 053

gradually use generative methods to handle ASQP 054

task and have achieved good performance. They 055

convert sentiment quads into natural language sen- 056

tences through pre-defined templates and then train 057

the model using the sequence-to-sequence method. 058

However, the above method still has some issues. 059

First, the sentiment element is only related to spe- 060

cific words in the sentence. For example, "food 061

quality" corresponds to "food" in the sentence. Ex- 062

isting methods predict quads based on the entire 063

input, which may add redundant information and 064

harm the performance of the model. Second, dif- 065

ferent template orders can augment quads and im- 066

prove the performance of the model. Yet, previous 067

methods simply use pre-trained language models 068

to select template order groupings with minimal 069

entropy (Hu et al., 2022) or jensen–shannon diver- 070

gence (Bai et al., 2024) without deeply analyzing 071

the correlations between the template orders. 072

In this paper, we propose a relational mask multi- 073

head attention and template-order grouping method 074

to address the above problems. First, we introduce 075

a trainable relation mask matrix and integrate it into 076

the multi-head attention module of the T5 (Raffel 077

et al., 2020) decoder. We construct the correspond- 078

ing true relation mask matrices and use relation 079

constraint loss to reduce the redundant information 080

of the input sentence. Second, we use different tem- 081

plate orders to augment quads and relation mask 082

matrices. We train all template orders together and 083
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quantify the impact of gradient updates of one or-084

der on the loss of another order to measure the085

correlation score between template orders. Then086

we find all groups containing Kg template orders087

and select the group with the greatest correlation088

score. In summary, the main contributions of our089

work are summarized as follows:090

• We construct a trainable relation mask matrix091

and use relation constraint loss to reduce the redun-092

dant information in the input sentence. To the best093

of our knowledge, this work is the first focus on the094

relationship between input sentences and quads in095

the ASQP task.096

• We propose a template-order grouping method097

that can select more appropriate template order098

groups by deeply analyzing the relationship be-099

tween the orders.100

• Experimental results show that our method out-101

performs other state-of-the-art methods on multiple102

public datasets.103

2 Related Work104

2.1 Aspect-base Sentiment Analysis105

ABSA has received wide attention in recent years.106

Early studies focus on predicting a single sentiment107

element, such as aspect term extraction (Liu et al.,108

2015; Ma et al., 2019; Xu et al., 2019), aspect cate-109

gory detection (Zhou et al., 2015; Bu et al., 2021),110

and sentiment polarity classification for a given111

aspect term (Wang et al., 2016; Huang and Car-112

ley, 2018; Sun et al., 2019). Some works further113

consider the relationship between multiple senti-114

ment elements, including the aspect-opinion pair115

extraction (Wu et al., 2020; Gao et al., 2021), as-116

pect term-polarity co-extraction (Li et al., 2019;117

Luo et al., 2019; Chen and Qian, 2020), aspect118

sentiment triplet extraction (ASTE) (Peng et al.,119

2020), and ASQP (Zhang et al., 2021a). Among120

these, ASQP is the most complete and also the121

most challenging task.122

2.2 Aspect Sentiment Quad Prediction123

ASQP can reveal a more comprehensive and com-124

plete aspect-level sentiment structure. Genera-125

tive methods have gradually become mainstream126

because they use the information from label se-127

mantics and are highly universal. These methods128

can mainly be classified as template-based (Hu129

et al., 2022), structure-based (Mao et al., 2022;130

Bao et al., 2022, 2023). This paper focuses only131

on template-based methods. (Hu et al., 2023) pro-132

pose an uncertainty-aware unlikelihood learning, 133

which boosts original learning and reduces mis- 134

takes. Multi-view Prompting (MVP) (Gou et al., 135

2023) is an element order-based prompt learning 136

method and improves the performance of the model 137

by aggregating multi-view results. Broad-view Soft 138

Prompting (BvSP) (Bai et al., 2024) aggregates 139

multiple templates with a broader view by consid- 140

ering the correlations between different templates. 141

Self-Consistent Reasoning-based Aspect sentiment 142

quadruple Prediction (SCRAP) (Kim et al., 2024) 143

uses the reasoning of large language models to 144

improve the accuracy and interpretability of the 145

model. Since labeled quads are scarce, some stud- 146

ies augment the training samples to solve the high 147

annotation cost problem. (Wang et al., 2023) use 148

quads-to-text generation task to generate the texts 149

and utilize average context inverse document fre- 150

quency to evaluate the difficulty of augmented sam- 151

ples and balance the difficulty distribution. (Yu 152

et al., 2023) and (Zhang et al., 2024b) use the self- 153

training mechanism to filter out mismatched sam- 154

ples to improve the quality of generated samples. 155

(Zhang et al., 2024a) propose an adaptive data aug- 156

mentation method to tackle the quad-pattern imbal- 157

ance and aspect-category imbalance. 158

The sentiment element in the quads is only asso- 159

ciated with the specific words in the input. Most 160

of the above methods utilize the entire input to pre- 161

dict the quads, which adds redundant information. 162

Our approach constructs multiple trainable relation 163

mask matrices and uses relation constraint loss to 164

make the sentiment element focus on related words. 165

Furthermore, we deeply analyze the relationship 166

between template orders to find more suitable tem- 167

plate order groupings. 168

3 Approach 169

3.1 Task Definition 170

Given an input sentence I = {w1, w2, ..., wN} con- 171

taining N words, ASQP aims to predict all quads 172

(at, ot, ac, sp). In order to better predict implicit 173

aspect terms and opinion terms, we add special 174

markers to the input sentence: “[IA] [IO] I”. Fol- 175

lowing the previous template-based method (Hu 176

et al., 2022), we use special markers to convert 177

the quads into a target sequence: “[AT] at [OT] ot 178

[AC] ac [SP] sp”. If a sentence contains multiple 179

quads, the target sequences are concatenated with 180

a special marker [SSEP] to obtain the final target 181

sequence. 182
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Figure 1: The architecture of relational mask multi-head attention.

3.2 Relational Mask Multi-Head Attention183

Existing template-based methods predict quads184

based on the entire input. The sentiment elements185

in the quads are only related to specific words186

in a sentence. In this paper, we propose a rela-187

tional mask multi-head attention that incorporates188

a trainable relation mask matrix into the multi-189

head attention of the T5 decoder in Figure 1. For-190

mally, X ∈ RN×d denotes the feature representa-191

tions of I and is projected through three matrices192

WQ ∈ Rd×dq , WK ∈ Rd×dq and WV ∈ Rd×dq193

to obtain Q, K, and V . d and dq are dimensions.194

PE ∈ RN×N is the position embedding. The195

multi-head attention of the T5 model is computed196

as follows:197

Qh = XW h
Q

Kh = XW h
K

Vh = XW h
V

zh = softmax(QhK
T
h + PEh)Vh

Z = concat(z1, z2, ..., zH)WZ

(1)198

where zh is the h-th head. H is the number of heads.199

WZ ∈ RHdq×d is the parameter matrices. We intro-200

duce a trainable relation mask matrix Mp ∈ RN×N201

and integrate it into the multi-head attention of the202

T5 decoder. The h-th head is computed as follows:203

zRh = softmax(QhK
T
h + PEh +Mp)Vh (2)204

Note that Mp is the same in each head. The205

relational mask multi-head attention is as follows:206

ZR = concat(zR1 , z
R
2 , ..., z

R
H)WZ (3)207

3.3 Relation Constraint 208

We introduce a relation constraint to establish the 209

connection between sentiment elements and cor- 210

responding words in the input, which can reduce 211

redundant information in the input. First, we con- 212

struct the real relation mask matrix. For aspect 213

terms, we keep the corresponding aspect terms in 214

the input and mask other words. For opinion terms, 215

we keep the corresponding aspect terms and opin- 216

ion terms in the input and mask other words. If 217

the aspect terms or opinion terms are implicit, they 218

are mapped with the corresponding special mark- 219

ers. The aspect category and sentiment polarity 220

are consistent with the aspect terms and opinion 221

terms, respectively. [SSEP] does not mask words 222

in the input. For example, the sentence is “The 223

food is terrible and not worth going again” and 224

the target sequence is “<BEGIN> [AT] food [OT] 225

terrible [AC] food quality [SP] negative [SSEP] 226

[AT] NULL [OT] not worth [AC] restaurant gen- 227

eral [SP] negative”. The true relation mask matrix 228

is shown in Figure 2. For a template order, we 229

compute the true and predicted cross-attention and 230

use the euclidean distance to compute the relation 231

constraint loss: 232

Ap
h = softmax(QhK

T
h + PEh +Mp)

Ag
h = softmax(QhK

T
h + PEh +Mg)

LR
h = ED(Ap

h, A
g
h)

LR =
1

H

H∑
h=1

LR
h

(4) 233

where Mg is the true relation mask matrix. 234

3



<BEGIN>

[AT]  food

[OT] terrible 

[AC] food quality

[SP] negative

[SSEP]

[AT] NULL

[OT] not worth

[AC] restaurant general

[SP] negative

[IA]    [IO]    The    food    is    terrible    and    not    worth    going    again No mask

Mask

No mask

Mask

Figure 2: The true relation mask matrix between the input sentence and the target sequence.

3.4 Template-Order Grouping235

Inspired by (Hu et al., 2023), we construct all tar-236

get sequences with multiple order mapping func-237

tions oi, where i ∈ [0, 23]. Note that we only sort238

the sentiment quadruple. Formally, θs represents239

the shared parameters and {θi = M i
p|i ∈ [0, 23]}240

represents the private parameters corresponding241

to each template order. We train the model using242

the sequence-to-sequence method. The encoder-243

decoder model converts the input sentence into the244

target sequence {yoi} by oi. The cross-entropy loss245

is as follows:246

Lce
i = −

N∑
t=1

logp{θs,θi}(y
oi
t |I, yoi<t) (5)247

Existing methods simply use pre-trained lan-248

guage models to select template order groupings249

without deeply analyzing the correlations between250

the template orders. In this paper, we propose a251

template order grouping method that can quantify252

the effect of one template order’s gradient on an-253

other template order’s loss to select the appropriate254

groupings. For the training batch Dt at time-step255

t, we define θt+1
si to represent the updated shared256

parameters after template order i is updated. The257

formula is as follows:258

θt+1
si = θts − η∇θts

Li(D
t, θts, θ

t
i) (6)259

where η is the learning rate. Li(D
t, θts, θ

t
i) denotes260

the relation constraint loss and cross-entropy loss261

of template order i. For the same training batch, we262

can compare the loss of template order j before and263

after applying the gradient update of template order264

i. We define an asymmetric measure to evaluate265

the correlation score between template order i and266

template order j at time-step t.267

Ct
i→j = 1−

Lj(D
t, θt+1

si , θtj)

Lj(Dt, θts, θ
t
j)

(7)268

Notice that a positive value of Ct
i→j denotes that 269

the update of shared parameters is beneficial to 270

template order j, while a negative value of Ct
i→j 271

denotes that the update of template order i will re- 272

duce the performance of template order j. Then we 273

can calculate the correlation score over the whole 274

training set. 275

Ci→j =
1

T

T∑
t=1

Ct
i→j (8) 276

where T is the number of iterations. For all groups 277

containing Kg template orders, we first calculate 278

the correlation score of each group. For exam- 279

ple, for the group consisting of template orders 280

{1, 2, 3}, the correlation score is as follows: 281

C1,2,3 =
C2→1 + C3→1

2
+

C1→2 + C3→2

2

+
C1→3 + C2→3

2

(9) 282

Then we pick the group with the highest score. 283

Algorithm 1 describes the process of template- 284

order grouping. 285

3.5 Training Strategy 286

We train the model by combining relation con- 287

straint loss and cross-entropy loss on the selected 288

template-order grouping: 289

L =
1

Kg

Kg∑
k=1

λLRk + Lce
k (10) 290

where λ controls the impacts of relation constraint, 291

balancing the two learning objectives. 292

4 Experiment 293

4.1 Dataset Preparation 294

We evaluate our method on four tasks. Rest15 295

and Rest16 datasets are proposed by (Zhang et al., 296
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Algorithm 1 Procedure of template-order grouping
Input: Training dataset D, Nt is the batch size,
θs is the shared parameter of all template orders,
{θi|i ∈ [0, 23]} is the private parameter of each
template order, Kg and NKg are the number of
selected template orders and groups, T is the total
number of iterations.
Stage 1: Template order correlation calculation:

1: Let t = 0.
2: while t <T do
3: Randomly select Nt samples Dt from D
4: Let i = 0.
5: while i <24 do
6: Compute the forward loss of all template

orders {Lj(D
t, θts, θ

t
j)|j ∈ [0, 23]}

7: Update the θts and θti of the i-th template
order

8: Compute the forward loss of all template
orders {Lj(D

t, θt+1
si , θtj)|j ∈ [0, 23]}

9: Compute the correlation score Ct
i be-

tween the i-th template order and all tem-
plate orders

10: i = i+ 1
11: end while
12: Obtain the correlation score matrix Ct by

connecting {Ct
j |j ∈ [0, 23]}

13: t = t+ 1
14: end while
15: Compute the final correlation score matrix C

by averaging {Ct|t ∈ [0, T ]}
Stage 2: Template order grouping:

1: Let t = 0.
2: while t <NKg do
3: Compute the correlation score Gt of the t-th

group
4: t = t+ 1
5: end while
6: Select the group with the highest score from

{Gt|t ∈ [0, NKg ]}

2021a). They are based on SemEval Shared Chal-297

lenges (Pontiki et al., 2015, 2016). The annotations298

of the opinion term and aspect category are derived299

from (Peng et al., 2020) and (Wan et al., 2020)300

respectively. Restaurant and Laptop datasets are301

proposed by (Cai et al., 2021). The Restaurant302

dataset is constructed based on the SemEval 2016303

Restaurant dataset (Pontiki et al., 2016) and its ex-304

pansion datasets (Fan et al., 2019; Xu et al., 2020).305

The Laptop dataset is collected from the Amazon306

Data Train Test Val
#S #Q #S #Q #S #Q

Rest15 834 1354 537 795 209 347
Rest16 1264 1989 544 799 316 507
Restaurant 1530 2484 583 916 171 261
Laptop 2934 4172 816 1161 326 440

Table 1: Statistics of the experimental datasets. #S: num-
ber of sentences. #Q: number of sentiment quadruple
labels.

platform at the years of 2017 and 2018. Table 1 307

summarizes the all datasets. In addition, we also 308

conduct experiments on augmented dataset (Zhang 309

et al., 2024b). 310

4.2 Implementation Details 311

We adopt T5-base (Raffel et al., 2020) as the pre- 312

trained generative model. During the training, The 313

maximum sequence length, learning rate, and batch 314

size is 200, 1e-4, and 16, respectively. The epochs 315

of the original dataset and augmented dataset are 316

20 and 10. For the hyper-parameter Kg and λ, the 317

experimental results are in Section 4.6. During 318

the inference, we employ a beam size of 1 and 319

use different templates to generate results. Then 320

we get the final quadruple on the original dataset 321

through the voting mechanism. For the augmented 322

dataset, we use the reranking method (Zhang et al., 323

2024b) to improve the prediction performance of 324

the model. All the reported results are the average 325

of 5 runs. 326

4.3 Baselines 327

We compare our model with the strong baselines. 328

They include both the large language model, i.e. 329

ChatGPT (Xu et al., 2023), and the following 330

state-of-the-art methods, namely Extract-Classify- 331

ACOS (Cai et al., 2021), GAS (Zhang et al., 332

2021b), Paraphrase (Zhang et al., 2021a), SS, 333

DLO, ILO (Hu et al., 2022), MvP (Gou et al., 334

2023), GenDA (Wang et al., 2023), ADA (Zhang 335

et al., 2024a), ST-Scorer (Zhang et al., 2024b), and 336

UGTS (Su et al., 2025). 337

4.4 Experiment Results 338

We compare our method with other state-of-the-art 339

methods on the four datasets and the experimental 340

results in Table 2. SS+Ours and ST-Scorer+Ours 341

represent the experimental results of our method 342

on the original and augmented datasets. As can 343
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Model Rest15 Rest16 Restaurant Laptop
P R F1 P R F1 P R F1 P R F1

ChatGPT 29.66 37.86 33.26 36.09 46.93 40.81 29.66 37.86 33.26 36.09 46.93 40.81
Extract-Classify∗ 35.64 37.25 36.42 38.40 50.93 43.77 38.54 52.96 44.61 45.56 29.48 35.80
GAS∗ 45.31 46.70 45.98 54.54 57.62 56.04 57.09 57.51 57.30 43.45 43.29 43.37
Paraphrase∗ 46.16 47.72 46.93 56.63 59.30 57.93 59.85 59.88 59.87 43.44 42.56 43.00
SS∗ 48.24 48.93 48.58 58.74 60.35 59.53 59.98 58.40 59.18 43.58 42.72 43.15
DLO∗ 47.08 49.33 48.18 57.92 61.80 59.79 60.02 59.84 59.93 43.40 43.80 43.60
ILO∗ 47.78 50.38 49.05 57.58 61.17 59.32 58.43 58.95 58.69 44.14 44.56 44.35
MvP∗ - - 51.04 - - 60.39 - - 61.54 - - 43.92
GenDA∗ 49.74 50.29 50.01 60.08 61.70 60.88 - - - - - -
ADA∗ 49.31 53.96 51.53 59.34 62.83 61.03 60.15 61.95 61.04 45.03 44.53 44.78
ST-Scorer∗ 51.94 52.00 51.97 63.46 64.31 63.88 65.43 61.92 63.63 47.05 45.32 46.17
UGTS∗ 52.76 52.43 52.59 65.72 64.50 65.10 65.94 63.47 64.68 48.21 46.39 47.28
SS+Ours 52.28 50.63 51.44 61.31 59.95 60.62 64.91 59.71 62.20 45.83 43.66 44.72
ST-Scorer+Ours 54.22 52.69 53.44 66.90 66.23 66.56 66.72 63.96 65.31 48.37 45.94 47.12

Table 2: Evaluation results compared with baseline methods. The experimental results of baseline methods, marked
with ∗,are obtained from (Hu et al., 2023) and (Su et al., 2025).

Model Rest15 Rest16 Restaurant Laptop
P R F1 P R F1 P R F1 P R F1

Original Datasets
SS+Ours 52.28 50.63 51.44 61.31 59.95 60.62 64.91 59.71 62.20 45.83 43.66 44.72
w/o RMMA 50.84 49.61 50.22 60.72 58.97 59.83 63.67 58.51 60.98 44.36 43.04 43.69
w/o RC 50.12 47.26 48.65 59.83 56.77 58.26 61.15 57.32 59.17 43.17 42.06 42.61
w/o TOG 51.06 48.68 49.84 59.96 58.41 59.17 62.88 58.39 60.55 44.13 42.98 43.55

Augmented Datasets
ST-Scorer+Ours 54.22 52.69 53.44 66.90 66.23 66.56 66.72 63.96 65.31 48.37 45.94 47.12
w/o RMMA 53.77 51.88 52.81 66.23 65.89 66.06 65.48 63.54 64.50 47.24 44.53 45.84
w/o RC 52.39 50.52 51.44 65.12 64.85 64.98 65.17 62.18 63.64 46.71 44.16 45.40

Table 3: Results of ablation on Rest15, Rest16, Restaurant, and Laptop datasets. w/o means deletion operation.

be seen, our method has achieved the best perfor-344

mance on most tasks.345

Specifically, we have the following observations:346

(1) Compared to the pipeline Extract-Classify, end-347

to-end methods achieve better performance be-348

cause they can reduce the error propagation prob-349

lem. (2) Compared with ILO, SS+Ours gains abso-350

lute F1-score improvements by 2.39% (4.87% rel-351

atively), 1.30% (2.19% relatively), 3.51% (5.89%352

relatively), and 0.37% (0.88% relatively) in Rest15,353

Rest16, Restaurant and Laptop datasets, respec-354

tively. Similarly, SS+Ours also outperform MvP,355

DLO, and SS on all datasets. (3) On the augmented356

datasets, ST-Scorer+Ours outperforms ST-Scorer357

and UGTS on most datasets. Overall, our method358

reduces the redundant information in the input and359

selects more appropriate groups by deeply analyz-360

ing the relationship between the template orders.361

The experimental results verify the effectiveness of 362

the proposed method. 363

4.5 Ablation Study 364

To analyze the effect of relational mask multi-head 365

attention (RMMA), relation constraint (RC), and 366

template-order grouping (TOG), we conduct the 367

ablation experiments in Table 3. The experimental 368

results show that adding the trainable relation mask 369

matrix can improve classification accuracy. When 370

we remove the relation constraint loss, the classi- 371

fication accuracy of w/o RC degrades on Rest15, 372

Rest16, Restaurant, and Laptop datasets. It shows 373

that RC is beneficial to improve model perfor- 374

mance. Besides, template order grouping can fur- 375

ther improve the performance of the model on the 376

original dataset. Although RMMA, RC, and TOG 377

are both beneficial to improve the performance of 378
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Figure 3: F1-score under different Kg values on Rest15, Rest16, Restaurant, and Laptop datasets.
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Figure 4: F1-score under different λ values on Rest15, Rest16, Restaurant, and Laptop datasets.

the model, RC tends to play a more essential role.379

Kg F1 T-Speedup I-Speedup
1 49.89 1.00x 1.00x
2 50.26 0.50x 0.56x
3 51.44 0.33x 0.35x
4 51.52 0.25x 0.26x
5 51.24 0.20x 0.21x
6 51.35 0.17x 0.18x

Table 4: The F1, training speedup, and inference
speedup under different Kg values on the Rest15 dataset
in the original dataset.

4.6 Hyperparameter Study380

We observe the effect of two hyperparameters: Kg381

and λ. Kg is the number of selected template or-382

ders. λ balances relation constraint loss and cross-383

entropy loss.384

We analyze the effect of the Kg value on the385

origin and augmented datasets in Figure 3. The386

range of Kg is 1, 2, 3, 4, 5, 6. It can be seen that387

increasing the Kg can improve the performance of388

the model on the original dataset. However, the389

improvement on the augmented dataset is small or390

even decreases. The augmented dataset has more391

training data, and increasing the Kg may cause392

overfitting. Besides, we also analyze the impact393

of Kg on training time and inference time in Table394

4. As Kg increases, the training and inference 395

time gradually increases. Considering the model 396

performance, training, and inference efficiency, we 397

choose Kg = 3 and Kg = 1 on the original and 398

augmented datasets. 399

We investigate the effect of the λ value on the 400

origin and augmented datasets in Figure 4. We 401

vary the λ value with 0.001, 0.005, 0.01, 0.02, 0.05, 402

0.1, 0.5, and 1 respectively. The F1 increases first 403

and then decreases as λ increases on most tasks. 404

It shows that our method can improve the perfor- 405

mance of the model through appropriate parame- 406

ters. 407

4.7 Effect of Trainable Relation Mask Matrix 408

For each attention head, we construct two different 409

ways to observe the effects of the trainable relation 410

mask matrix in Table 5: same trainable relation 411

mask matrix (STRMM) and different trainable re- 412

lation mask matrices (DTRMM). The experimental 413

results show that DTRMM does not achieve bet- 414

ter performance. For example, STRMM obtains a 415

higher F1 score on the Rest15 dataset. Finally, we 416

use the same trainable relation mask matrix in the 417

relational mask multi-head attention module. 418

4.8 Effect of Correlation Score 419

The template order grouping is obtained according 420

to the correlation score matrix between different 421
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Model Rest15 Rest16 Restaurant Laptop
P R F1 P R F1 P R F1 P R F1

Original Datasets
STRMM 52.28 50.63 51.44 61.31 59.95 60.62 64.91 59.71 62.20 45.83 43.66 44.72
DTRMM 52.09 49.82 50.93 60.24 60.57 60.40 64.76 60.59 62.61 45.55 44.26 44.90

Augmented Datasets
STRMM 54.22 52.69 53.44 66.90 66.23 66.56 66.72 63.96 65.31 48.37 45.94 47.12
DTRMM 54.24 52.56 53.39 67.01 66.45 66.73 66.07 63.51 64.76 48.49 46.53 47.49

Table 5: Effect of trainable relation mask matrix on Rest15, Rest16, Restaurant, and Laptop datasets.

templates, so how calculating the correlation scores422

between different templates is very important. In423

the consecutive steps of model training, the corre-424

lation scores between different templates are likely425

to be similar. We set eight correlation score cal-426

culation methods and analyze the performance of427

the model on the Rest15 dataset. The experimental428

results demonstrate that the 10-steps is 6.16x faster429

while achieving more than 99.54% the performance430

of the 1-step. In addition, First 50%, Middle 50%,431

and Final 50% will reduce the performance of the432

model. This result suggests the correlation scores433

between different templates are constantly chang-434

ing during the training process. Considering com-435

putational cost and model performance, we choose436

10-steps on the original and augmented datasets.437

Model F1 Speedup
1-step 51.68 1.00x
5-steps 51.37 3.95x
10-steps 51.44 6.16x
15-steps 49.01 7.93x
20-steps 47.26 9.25x
First 50% 49.13 1.90x
Middle 50% 50.53 1.90x
Final 50% 49.67 1.90x

Table 6: Effect of correlation score on the Rest15 dataset
in the original dataset. First 50%, Middle 50%, and Fi-
nal 50% represent the start, middle and end of training.

4.9 Attention Visualization438

For more intuitive understanding our approach, we439

visualize the attention between the input and tar-440

get sequences. We train the model using a single441

template order and visualize the attention of the442

last layer in Figure 5. For aspect term and opinion443

term, our method can focus on specific words in the444

sentence and reduce redundant information. For445

aspect category and sentiment polarity, our method446

cannot pay attention to the specified words in the447

sentence well. For example, "positive" should fo- 448

cus on "nice" and "calm" instead of "The", The 449

observations are similar in other template orders, 450

which are presented in the Appendix A.1. 451

[IA] [IO] The place was nice and calm

<BEGIN>

[OT]
 nice

[AC] 
 ambience

 general

[SP]
 positive

[AT]
 place

[SSEP]

[OT] 
calm

[AC]
 ambience 

general

[SP]
 positive

[AT]
 place

3.9 6.8 14.8 5.6 6.5 5.7 5.8 1.4

0.5 0.8 2.6 1.7 10.4 20.2 5.7 17.9

0.4 0.6 2.1 0.7 1.2 3.3 0.3 0.4

1.1 1.4 6.3 3.7 1.3 0.3 0.6 0.3

1.0 1.6 5.5 15.1 2.9 1.7 0.3 2.8

0.3 0.8 1.0 5.9 0.5 0.5 0.2 1.7

0.2 0.6 2.6 1.9 5.9 1.5 3.3 20.2

0.3 0.6 2.5 0.9 1.2 0.3 0.2 2.9

0.7 1.4 8.5 5.7 1.2 0.2 1.2 2.1

0.6 1.6 10.2 17.3 1.6 0.1 0.2 3.6

2.5

5.0

7.5

10.0

12.5

15.0

17.5

20.0

Figure 5: The visualization of attention between input
sequence and target sequence. The template order is
"[OT] ot [AC] ac [SP] sp [AT] at".

5 Conclusion 452

In this paper, we propose a relational mask 453

multi-head attention and template-order grouping 454

method, which can reduce the redundant informa- 455

tion in the sentence and select appropriate template 456

order groupings. First, we introduce a trainable 457

relation mask matrix and use the relation constraint 458

loss to reduce the redundant information in the in- 459

put sentence. Second, we use different template 460

orders to augment quads and deeply analyze the re- 461

lationship between different templates to select the 462

template order groupings. Finally, experiments on 463

the original and augmented datasets demonstrate 464

that our method outperforms the state-of-the-art 465

methods. 466
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Limitations467

The limitations of our method are as follows:468

(1) We use euclidean distance to calculate the469

distance between the true and predicted cross-470

attention. There may be other measurement meth-471

ods that can achieve better results.472

(2) Although the template-order grouping473

method can deeply analyze the relationship be-474

tween different templates and achieve better per-475

formance, it also has a higher computational cost.476

However, the correlation score matrix between dif-477

ferent templates is only calculated once.478
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A Appendix696

A.1 Attention Visualization of Other697

Template Orders698

We visualize attention on multiple template orders699

in Figure 6, Figure 7, Figure 8, Figure 9, and Figure700

10. We scale up the original attention value by 100701

times for better display. If the sentiment element702

contains multiple words, we average the attention.703
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Figure 6: The visualization of attention between input
sequence and target sequence. The template order is
"[AT] at [OT] ot [AC] ac [SP] sp".
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Figure 7: The visualization of attention between input
sequence and target sequence. The template order is
"[OT] ot [AT] at [SP] sp [AC] ac".
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Figure 8: The visualization of attention between input
sequence and target sequence. The template order is
"[AC] ac [SP] sp [OT] ot [AT] at".
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Figure 9: The visualization of attention between input
sequence and target sequence. The template order is
"[SP] sp [OT] ot [AC] ac [AT] at".
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Figure 10: The visualization of attention between input
sequence and target sequence. The template order is
"[OT] ot [SP] sp [AC] ac [AT] at".
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