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Abstract

We present a generalizable classification ap-001
proach that leverages Large Language Models002
(LLMs) to facilitate the detection of implic-003
itly encoded social meaning in conversations.004
We design a multi-faceted prompt to extract a005
textual explanation of the reasoning that con-006
nects visible cues to underlying social mean-007
ings. These extracted explanations or rationales008
serve as augmentations to the conversational009
text to facilitate dialogue understanding and010
transfer. Our empirical results over 2340 ex-011
perimental settings demonstrate the significant012
positive impact of adding these rationales. Our013
findings hold true for in-domain classification014
and zero-shot and few-shot domain transfer for015
two different social meaning detection tasks,016
each spanning two different corpora.017

1 Introduction018

“All the world’s a stage, and all the men019

and women merely players.” (Shake-020

speare, 1623)021

Beyond content focused areas of Natural Lan-022

guage Processing (NLP), the past two decades have023

witnessed a surge of interest in modeling language024

from a social perspective (Nguyen et al., 2016). Ac-025

cording to sociologist Erving Goffman (Goffman,026

2002) language conveys two forms of “social mean-027

ing”, namely, one that is given or intentional, and028

one that is given off or unintentional, often thought029

of as “reading between the lines”.030

The former embodies the idea of linguistic031

agency, the deliberate choices people make to pro-032

tect their identity (Gee, 2014) or to accomplish033

social goals (Martin and Rose, 2003). The latter034

encompasses involuntary cues which signals their035

disposition, like mental illness (Kayi et al., 2017;036

Alqahtani et al., 2022), personality (Mairesse et al.,037

2006; Moreno et al., 2021), attitude (Martin and038

White, 2003), or emotion (Hazarika et al., 2018).039
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Figure 1: Fraction of cases where the classification
performance was better, same, or worse, when rationales
were augmented, for different tasks, i.e. Resistance
strategies (RES) and Emotion Recognition (ERC) and
settings i.e. in-domain (ID) and transfer (TF).

Since social meaning is subtly encoded, tradi- 040

tional classification models often over-fit to context- 041

specific linguistic elements that correlate with these 042

subtle cues within context. Consequently, this 043

makes transfer to unseen domains especially chal- 044

lenging. For example, the same strategy to resist 045

being persuaded would manifest in different ways, 046

depending on whether one is negotiating the price 047

of a commodity, or one is hesitating donating to 048

charity (Dutt et al., 2021). In this work, we propose 049

a generalizable framework that leverages Large 050

Language Models (LLMs) for detecting different 051

kinds of social meaning in conversations. 052

We systematically investigate the generation of 053

“rationales” by LLMs, that are designed to break 054

through the opaque surface form of the conversa- 055

tion’s text and make the social cues more trans- 056

parent. While rationales have been utilized pre- 057

viously, to facilitate reasoning (Rao et al., 2023; 058

Zelikman et al., 2022), or to explain model predic- 059

tions (Wiegreffe et al., 2021), we use rationales to 060

refer to the elicited social meaning, i.e. why and 061

how an utterance was conveyed in dialogue. 062

Our empirical study examines the role of aug- 063
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menting rationales for two specific social meaning064

detection tasks: (i) Resistance Strategies (RES),065

which aligns with intentional and purposeful com-066

munication, and (ii) Emotion Recognition (ERC),067

which is characterized by habitual and subcon-068

scious responses. For each of these tasks, the eval-069

uation is conducted over two separate corpora (dif-070

ferent domains), but the same social meaning detec-071

tion task. And thus we present results both for the072

in-domain (ID) and transfer (TF) settings. We il-073

lustrate in Figure 1 that baseline models performed074

significantly worse than their rationale-augmented075

counterparts for both tasks and settings. Our con-076

tributions are as follows :077

• We investigate the role of rationales to convey078

social meaning by making explicit the subtle079

cues implicitly encoded during a conversation.080

• We design a multi-faceted prompting frame-081

work, grounded in sociolinguistic theory, to082

generate rationales of high quality.083

• We demonstrate the positive impact of adding084

rationales for two social meaning detection085

tasks across several models.086

• We observe that rationales lead to greater per-087

formance gains in a cross-domain setting, es-088

pecially in low data regimes, thereby high-089

lighting the generalizability of our approach.090

We make the datasets augmented with rationales091

and code public to encourage future research, es-092

pecially for the purpose of developing open-source093

solutions that achieve the same functionality as the094

proprietary LLMs that perform best in our studies.095

2 Related Work096

2.1 Social Meaning in NLP097

Social meaning is the signaling people do during in-098

teractions to maintain positioning in terms of iden-099

tity and relationship (e.g., practices of signaling100

are defined in detail in Gee (2014), with additional101

operationalizations in Martin and White (2003) and102

Meyerhoff (2019)). It encompasses both the lin-103

guistic agency and goals of the speaker (“the ex-104

plicit") as well as their personal characteristics and105

dispositions (“the implicit") (Goffman, 2002).106

While originally defined in the context of socio-107

linguistics, the term “social meaning” been heavily108

used in the computational linguistics community. It109

can refer to different interactional styles (Jurafsky110

et al., 2009), or the social background and identity 111

of a user that can be predicated from linguistic 112

variation (Nguyen et al., 2021), or the meaning 113

that emerges through human interaction on social 114

media in the form of emotion, sarcasm, irony and 115

the like (Zhang and Abdul-Mageed, 2022). 116

Given the myraid definitions of the same, we 117

adopt “social meaning” as an umbrella term to re- 118

fer to tasks that infer the intentions of the users 119

or their characteristics in a social setting. Specifi- 120

cally, in this work we focus on two social meaning 121

detection tasks, namely the strategies employed 122

by an individual to resist persuasion (RES) or the 123

emotions expressed during a conversation (ERC). 124

2.2 Generalization in Dialogue 125

Generalization in the context of dialogue tasks is 126

a challenge because the interaction is typically or- 127

ganized around a task rather than the presentation 128

of information, has multiple loci of control, and so 129

much is implicit in it. Mehri (2022) provides an out- 130

line of different kinds of generalization imperative 131

for dialogue. These include (i) new inputs arising 132

from covariate shift or stylistic variation (Khosla 133

and Gangadharaiah, 2022), (ii) new problems in 134

dialogue modeling such as evaluation and response 135

generation (Peng et al., 2020) (iii) new outputs and 136

schemas corresponding to out-of-domain shift (Lar- 137

son et al., 2019) and (iv) new tasks like controlled 138

generation or fact verification (Gupta et al., 2022). 139

Politeness is a good example of a social meaning 140

where work on generalizability has been frequent, 141

and in fact, the theory itself was designed with 142

the intention of generalizability (Brown and Levin- 143

son, 1987). This particular theory has been oper- 144

ationalized computationally using a wide variety 145

of approaches as the field has evolved (Danescu- 146

Niculescu-Mizil et al., 2013; Li et al., 2020; Dutt 147

et al., 2020). In practice, generalizability is still 148

challenging (Khan et al., 2023), because the fea- 149

tures that garner the most influence within trained 150

models tend to domain-specific or the relatively 151

infrequent, strongly overt forms of politeness. An- 152

other notable work on transfer for social mean- 153

ing detection is that of Hazarika et al. (2021) 154

where they designed a hierarchical dialogue model, 155

pretrained on multi-turn conversations and subse- 156

quently adapted for emotion classification. 157

2.3 Rationales in NLP 158

In the context of NLP, the term “rationales” have 159

long been used to refer to textual explanations, ei- 160
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I would love to come and check it out. Would you be
willing to negotiate on price?" (Hesitance)

Yes. If you are willing to get the bike today
I can let it go for $220 (Personal Choice)

I was hoping to go closer to $150? (Hesitance)

Generated Rationales

[INT] The buyer wants to physically inspect the bike before
making a decision and is inquiring about the possibility.

[ASM] The buyer assumes that they can visit the seller to
examine the bike in person.

[IMP] The buyer wants to ensure the bike is in good condition
and meets their expectations before finalizing the purchase.
......                    

[INT] The seller is explaining the features of the bike and
justifying the current price.

[ASM] The seller assumes that the buyer is interested in the
bike's condition and specifications.

[IMP] The seller believes that the bike's good condition and
unique features justify the current asking price.

Buyer Seller

Prompt Framework

[Instructions to extract INT,
ASM, and IMP]

[Few-shot examples]

Well this bike is still in good condition and is a single
gear with custom paint. (Counter Argumentation)

LLMs

Dialogue Snippet

Figure 2: We present the prompting framework employed in this work to generate rationales that are subsequently
used for dialogue understanding and transfer using pre-existing LLMs such as GPT-3.5-turbo and LLama-2 variants.
We feed in the prompt (green box on the left) for a given dialogue to generate the speaker’s intentions (INT),
assumptions (ASM), and the underlying implicit information (IMP) (gray box in the right). For lack of space we
showcase the generated rationales only for the first (in blue) and last utterance(in red).

ther generated by machines or humans. Rationales161

serve a wide variety of purposes such as facilitat-162

ing commonsense and social reasoning (Zelikman163

et al., 2022; Majumder et al., 2022), explaining164

the predictions of neural models (Wiegreffe et al.,165

2021; Jayaram and Allaway, 2021; Zaidan et al.,166

2007), and even assisting humans in their tasks167

(Das and Chernova, 2020; Joshi et al., 2023).168

Recent research has demonstrated the efficacy of169

LLMs in generating step-by-step explanations or ra-170

tionales (Gurrapu et al., 2023) that can be harnessed171

to bolster downstream task performance (Rao et al.,172

2023; Wei et al., 2022b; Zelikman et al., 2022).173

Rationales have also contributed to the OOD gener-174

alization of models.(Majumder et al., 2022; Xiong175

et al., 2023; Joshi et al., 2022)176

Building upon this foundation, we frame ratio-177

nales as the elicited verbalization of social meaning178

in a conversation; they make explicit the underlying179

social signals and helps overcome some limitations180

of static text like omission of communicative in-181

tent (Sap et al., 2022). We make a distinction from182

prior works on social reasoning (Rao et al., 2023;183

Sap et al., 2020) which uses rationales as means184

of contextualizing a task with pre-conceived so-185

cial norms, whereas we use rationales to elicit the186

implicit intentions and assumptions of the speaker.187

3 Prompting Framework188

In this section, we propose a prompting framework189

to generate rationales that can capture the under-190

lying social meaning and assess their validity. We191

showcase our prompting framework in Figure 2.192

3.1 Prompt Design Motivation 193

The design for our prompts was grounded in Goff- 194

man (2002)’s notion of social meaning in language; 195

the intentional and the implied. Dialogue under- 196

standing relies on pragmatic reasoning to recognize 197

subtle clues that are implicit or obscured by the sur- 198

face form, often thought of as “reading between 199

the lines”. Accurate interpretation also includes 200

what assumptions underlie the choices made by the 201

speaker, and choices that may reveal aspects of the 202

speaker’s intentions. 203

Motivated by this conceptualization of social 204

meaning, we prompt the LLM to generate ratio- 205

nales that adhere to the speaker’s intention, their un- 206

derlying assumptions, and any implicit information 207

present in the conversation (henceforth referred to 208

as INT, ASM, and IMP respectively). We briefly 209

describe the three different rationales below. 210

(i) Intention (INT) refers to the underlying pur- 211

pose or goal that a speaker seeks to achieve or 212

communicate. It captures the deliberate messages 213

conveyed in the dialogue. 214

(ii) Assumptions (ASM) refer to the biases or pre- 215

sumptions that the speaker holds. They often re- 216

flect the speaker’s background, experiences, soci- 217

etal norms, and unacknowledged biases. 218

(iii) Implicit Information (IMP) encompasses the 219

information that, while not overtly expressed, is 220

inferred or understood within the context of the 221

conversation. It offers essential cues about the con- 222

versation and its nuances. 223
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3.2 Structured Prompting224

We adopt a “structured prompting” approach in-225

spired by recent work that craft prompts in a code-226

like-manner, such as utilizing python’s dictionary227

data structure (Jung et al., 2023; Madaan et al.,228

2022) or as pseudo-code (Mishra et al., 2023). In229

our case, the prompt had the following four com-230

ponents, namely (i) description of the high-level231

task, i.e. analysis of social meaning in dialogue,232

(ii) instructions that outline the generation of ra-233

tionales, i.e. the elicitation of speaker’s intention,234

assumptions, and implicit information (i.e. INT,235

ASM, and IMP) in a procedural manner, (iii) an236

output template that specifies the format in which237

the response is to be structured, and (iv) examples238

of input-output pairs consistent with the template.239

We observed that prompting LLM to generate240

all three rationales (INT, ASM, and IMP) together,241

facilitated instruction following. Hence we term242

our approach as “multi-faceted prompting”. These243

rationales were augmented with the conversational244

text for two downstream social meaning detection245

tasks. We provide examples of prompts for the two246

tasks in Tables 8 and 9 in the Appendix.247

3.3 Dialogue Context & In-Context Examples248

Even for humans, understanding an individual ut-249

terance is challenging in absence of the situated250

dialogue context. Consequently, for our prompting251

framework, we provide each utterance with the cor-252

responding dialogue history in the form of the five253

preceding utterances. During development process,254

we experimented with different context turns, and255

five achieved the best result.256

Furthermore, since LLMs are effective few-shot257

learners (Wei et al., 2022a), we also provide the258

prompts with a few in-context examples to improve259

response generation. These in-context examples260

were generated using GPT4 (Achiam et al., 2023).261

3.4 Validity of Generated Rationales262

To assess the quality of the generated rationales,263

we prompted two prevalent pre-trained LLMs in264

contemporaray NLP research; GPT-3.5-turbo-16k265

or ChatGPT1 and the Llama2-13B-Chat (Touvron266

et al., 2023) to generate rationales. We sampled 20267

instances from each dataset (80 in total) to compare268

the generation quality of the models. The assess-269

ment, which involved choosing the output with a270

higher quality, was carried out by three graduate271

1https://platform.openai.com/docs/models/gpt-3-5

students proficient in English. The results of our ex- 272

periments present in Table 3 of the Appendix show- 273

cases that annotators prefer the ChatGPT model 274

75% of the times, and hence we adopted it as the 275

LLM of our choice for subsequent experiments. 276

Furthermore, to measure the generation quality, 277

we provided two annotators with the aforemen- 278

tioned 80 rationales and asked them to score how 279

grammatical, relevant, and factual the rationales 280

are on a Likert scale (from 1-5, with 5 being the 281

best), in accordance with past work on generation. 282

We describe the details of the annotation process, 283

and qualitative analysis in the Appendix B. 284

Overall, we observe an average score of 5.0, 4.6, 285

and 4.8 for grammaticality, relevance, and factual- 286

ity respectively. We also compute the inter-rater 287

agreement scores (IRA) for these 3 dimensions us- 288

ing the multi-item agreement measure of Lindell 289

et al. (1999) and observe strong agreement scores 290

for all three criteria: grammaticality (0.99), rele- 291

vance (0.95), and factuality (0.96). Our qualitative 292

analysis reveals that the rationales generated are 293

of high quality and we use them vis-a-vis for our 294

downstream tasks of social meaning detection. 295

4 Experimental Setup 296

4.1 Datasets 297

We explore two social meaning detection tasks, 298

namely emotion recognition in conversations or 299

ERC (Hazarika et al., 2018, 2021) and resisting 300

strategies detection or RES (Dutt et al., 2021) . We 301

formulate both ERC and RES as utterance clas- 302

sification tasks, i.e. we categorize an utterance 303

into one of several labels (8 for both ERC and 304

RES), given its corresponding conversational con- 305

text. Each task is realized via two representative 306

datasets namely “Friends” (Hsu et al., 2018) and 307

“IEMOCAP” (Busso et al., 2008) for ERC and the 308

modified variants of the “P4G” and “CB” datasets 309

created by Dutt et al. (2021) for RES. 310

For each task, the corresponding datasets 311

(IEMOCAP and Friends for ERC, and P4G and 312

CB for RES) operated over the same set of labels, 313

but they exhibit different distributions (see Figure 314

5 in the Appendix). Thus the two datasets for both 315

tasks exhibit a natural covariate shift making them 316

prime candidates to investigate transfer. Further- 317

more, for RES, although the meaning of a given 318

strategy remains invariant across domains, their se- 319

mantic interpretation or instantiation depends on 320

the context. E.g., skepticism towards the charity in 321
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Source

BU
CTX [SEP] UTT [SEP] INT [SEP] ASM [SEP] IMP

CTX [SEP] UTT [SEP] INT [SEP] ASM [SEP] IMP

Model

Indomain

Transfer

Rationales

Rationales

Utterance

Utterance

Context

Context

Self 
Pity

Self 
Pity

Prompt

SE
Can you go $60? Kind
of all I have right now.

How about 65 and I can
deliver  it to you now? 

ER EE
I am sure but I just am

not able at this tim

Even the smallest amount
would be a BIG help

Target

Figure 3: Here we illustrate the process of transfer from
the source to target. The model is first fine-tuned on the
source dialogues, which comprises the current utterance,
the previous dialogue context, and the rationales (INT,
ASM, and IMP for intentions, assumptions, and implicit
information respectively). This fine-tuned model can
then be used off-the-shelf for predictions on the target
(zero-shot) or further fine-tuned in a few-shot setting.

P4G and criticism of the product in CB constitutes322

the same resisting strategy Source Derogation.323

We provide a definition for each of the eight324

emotions and resisting strategies along with exam-325

ples for RES and ERC in Table 6 and Table 7 of the326

Appendix respectively. We also note the fraction of327

instances, for which the generated rationales were328

valid. We assess validity based on whether the re-329

sponse was a non-null string, had the appropriate330

speaker as its subject, and had information of all331

three rationales (i.e. INT, ASM, and IMP). We ob-332

serve that valid generations account for ≈ 95% of333

P4G, IEMOCAP and Friends .334

4.2 Settings: In-domain and Transfer335

We carry out our experiments in two key settings,336

namely (i) in-domain (or ID) where the model is337

evaluated on unseen instances from the same do-338

main or dataset as during training, and (ii) transfer339

(or TF) where a model that is first finetuned on a340

domain (say CB) is subsequently used for infer-341

ence/training on another domain (say P4G).342

For both ID and TF scenarios, we simply pass343

to the model, the concatenated text comprising the344

past conversational context (whenever applicable),345

the current utterance, and one or more generated346

rationales corresponding to the utterance each sepa-347

rated by a [SEP] token. Our baseline is thus simply348

the text without the generated rationales. For ex-349

amples, where the generated rationales are invalid,350

we treat them similar to our baseline. 351

Additionally, we replicate the experiments for 352

both ID and TF for different N-way, k-shot cases, 353

where k ∈ 5, 10, 20, 50, and 100. This enables us 354

to diagnose the impact of adding rationales while 355

controlling for data sparsity. 356

4.3 Models and Metrics 357

We explore both fine-tuning and few-shot prompt- 358

ing, with the latter being used for inference. 359

Fine-tuning: We fine-tune three distinct language 360

model families ubiquitous for most NLP applica- 361

tions like Albalak et al. (2022). 362

(i) Encoder only: We use the base-uncased- 363

version of BERT (Devlin et al., 2019) 364

(ii) Decoder only: We employ the base-version 365

of GPT2 (Radford et al., 2019). 366

(iii) Encoder-Decoder: We utilize the base- 367

version of T5 (Raffel et al., 2020). 368

Few-shot prompting: We also explore the abil- 369

ity of LLMs, both proprietary and open-source, in 370

a few-shot learning setting. We experiment with 371

GPT-3.5-turbo-16k and the Llama-2-13b-chat-hf 372

(Touvron et al., 2023). We carry out inference in 0- 373

shot and 5-shot setting for LLama-2. We consider 374

only 0-shot for ChatGPT, due to budget restrictions. 375

For 5-shot we randomly sample five positive and 376

five negative instances for a given category from 377

the training split and append them after the task de- 378

scription and instruction. The few-shot prompting 379

framework appears in Table 11 in the Appendix. 380

Metrics: For all settings, we evaluate task perfor- 381

mance in terms of the macro-averaged F1 score to 382

account for the uneven distribution of labels for 383

the dataset. We reproduce our experiments across 384

three seeds and report the mean ± std deviation. 385

Statistical Analysis: We perform statistical signif- 386

icance using the paired bootstrapped test of Berg- 387

Kirkpatrick et al. (2012) to compare model per- 388

formance in presence of rationales against the cor- 389

responding baseline (absence of any rationale) as 390

stated in Dror et al. (2018). 391

5 Results 392

[RQ1:] What is the impact of rationales on task 393

performance for the in-domain (ID) setting? 394

We present the results of incorporating rationales 395

on all four datasets for the supervised fine-tuned 396

models in an in-domain setting in Table 1. We 397

observe that adding rationales improves model per- 398

formance across the board over that achieved by 399
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Table 1: Performance of the base-variants of models (BERT, GPT2, and T5) on all 4 datasets in an in-domain setting
for the entire dataset over three seeds. The rationales (RAT) correspond to intention (INT), assumption (ASM),
implicit information (IMP), and the combination of all 3 (ALL) while the absence of any rationale is denoted by -.
The best performance for each model category and dataset is denoted in bold, while * signifies the model performs
significantly better than the baseline (only the utterance or -).

CB P4G friends IEMOCAP

RAT BERT GPT2 T5 BERT GPT2 T5 BERT GPT2 T5 BERT GPT2 T5

- 66.7±3.6 60.0±0.9 70.8±1.8 50.6±2.5 35.7±4.4 48.8±0.9 40.9±0.9 26.5±0.8 39.8±3.4 40.7±1.5 35.3±2.4 42.8±1.7
INT 68.4±1.7 65.6±2.0* 70.6±2.8 53.0±1.6 45.7±1.6* 51.2±1.4 45.3±0.8* 44.5±1.0* 44.8±2.6* 42.6±1.3 42.5±2.4* 45.0±0.7*
ASM 66.6±0.7 65.3±1.3* 69.0±1.8 49.4±8.1 47.7±2.4* 51.1±0.8 44.6±0.1* 43.4±1.2* 39.8±0.6 41.0±1.8 39.3±3.2* 43.1±0.6
IMP 66.9±0.3 64.9±1.6* 69.1±2.6 52.3±1.7 50.1±2.6* 51.7±3.0* 44.7±1.7* 43.3±1.9* 44.1±3.3 42.0±1.2 39.9±0.9* 42.0±0.8
ALL 67.0±0.7 66.0±1.5* 72.2±0.5 53.2±1.4 50.1±1.4* 53.4±2.7* 46.2±1.3* 45.5±0.8* 43.8±3.1 40.4±1.0 39.7±1.8* 44.2±1.2
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Figure 4: Performance of the base-variants of models (BERT, GPT2, and T5) on the four datasets for different
few-shot examples. The solid and dashed lines correspond to the indomain (ID) and transfer (TF) case respectively.

the baseline that uses only the utterance. The best400

F1 score is observed with the combination of all401

three rationales (ALL) followed by intention (INT).402

A more nuanced view reveals that T5 achieves403

the best task performance followed by BERT and404

then GPT2. However, we notice a disparate impact405

of adding rationales on different language model406

families. GPT2 show significant and consistent407

improvements across all datasets in presence of any408

rationale. T5, also benefits largely from rationales409

where the best ID performance is significant for410

3 datasets. In contrast, BERT shows significant411

performance over the baseline only on the “Friends”412

dataset. We posit that this could be due to higher413

quality of rationales generated for the “Friends”.414

[RQ2:] How does adding rationales influence415

few-shot task performance?416

We present our results of incorporating ratio-417

nales on task performance for both in-domain (ID)418

and transfer (TF) for different k-shot cases in Fig-419

ure 4. We restrict our findings to rationales corre-420

sponding to intention (INT) and combination of all 421

three (ALL) because they had the highest perfor- 422

mance in Table 1. Our complete set of results are 423

relegated to Figure 7 in the Appendix. 424

Impact of transfer: One key finding is that the 425

TF performance is consistently higher than in ID 426

(dashed lines score better than the corresponding 427

solid lines) possibly because the model is already 428

trained on the entire source dataset. This is more 429

pronounced in the low data regimes for k-shot cor- 430

responding to 5, 10, 20, and 50. and is consistent 431

across all pairs of model and dataset combinations. 432

However, the gain diminishes as the model fine- 433

tuned on the entire dataset (denoted by ’all’). 434

Moreover, adding rationales is better realized 435

for TF than ID; 73.8% of all TF experiments with 436

the rationale ALL had a significantly higher perfor- 437

mance over the baseline, while only 1.2% exper- 438

iments were statistically worse than the baseline. 439

Compare this with 57.0% and 18.1% for ID. 440

Impact of rationales: Another key finding is the 441
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Table 2: Task performance in a few-shot prompting setting; 0-shot for GPT-3.5-turbo-16k (GPT-3.5), and both 0-shot
and 5-shot for the 13B variant of LLama2-chat model (LLama2-0 and LLama2-5 respectively) . The rationales
(RAT) correspond to intention (INT), assumption (ASM), implicit information (IMP), and all 3 (ALL) while the
absence of any rationale or the baseline is denoted by -. The best performance for each model is highlighted in bold.

CB P4G Friends IEMOCAP

RAT GPT-3.5 LLama2-0 LLama2-5 GPT-3.5 LLama2-0 LLama2-5 GPT-3.5 LLama2-0 LLama2-5 GPT-3.5 LLama2-0 LLama2-5

- 29.6 18.9 18.7 39.3 1.1 20.3 33.0 18.4 20.2 23.8 16.0 22.4
INT 31.3 14.4 21.5 40.2 1.5 19.1 37.7 24.3 24.9 26.5 25.6 23.6
ASM 31.2 16.2 21.4 39.6 5.8 19.7 38.8 20.4 23.6 26.2 25.2 22.5
IMP 31.9 18.8 23.2 39.7 6.6 27.7 39.5 22.2 23.2 26.5 24.5 24.7
ALL 32.4 19.2 19.2 41.2 9.9 20.9 39.9 23.3 32.5 27.0 24.8 23.1

disparate impact of rationales on the task choice.442

ERC benefits more than RES from adding ratio-443

nales. For TF, 82.1% and 63.1% of cases that in-444

clude the rationales are significantly better for ERC445

and RES respectively; the corresponding propor-446

tion in the ID setting is 58.3% and 51.4% respec-447

tively. We posit that since the semantic meaning448

of emotions remains consistent across domains,449

rationales facilitate transfer better for ERC; or al-450

ternately ERC is an easier task than RES.451

This observation is echoed vividly in 0-shot452

transfer where we observe a significant gain 83.3%453

of the times for ERC as opposed to 41.7% for RES.454

Nevertheless, in a few-shot setting when the model455

is exposed to instances from the corresponding tar-456

get domain, the gains start racking up. We empha-457

size that across all experiments, rationales perform458

significantly worse than the baseline fewer than459

10%. Thus, from a big picture view, rationales can460

indeed facilitate task performance and transfer.461

Significant Testing: Considering our massive slew462

of 2340 experiments, spanning multiple datasets,463

models, few-shot cases, rationales, and modes (ID/464

TF) we also conduct a full-factorial analysis of the465

experimental suite to obtain a conservative esti-466

mate of statistical significance that incorporates the467

needed adjustments in the face of multiple compar-468

isons in order to avoid type I errors (Gururaja et al.,469

2023). For each task, we computed an ANCOVA470

model with task f1 as the dependent variable, with471

model (BERT, T5, and GPT2), mode (ID vs TF),472

rationale (none, INT, ASM, IMP, and ALL) and tar-473

get domain as independent variables, and few-shot474

setting nested within mode as a covariate. We also475

included all 2-way and 3-way interactions between476

independent variables in the model.477

For RES, all independent variables and the co-478

variate were significant, but not the interactions479

between independent variables. Moreover, perfor-480

mance on CB was consistently higher than P4G,481

with BERT being the best model. ID was consis- 482

tently worse than TF. ALL was the best rationale 483

setting, with ASM being the only rationale that was 484

significantly worse than ALL. Including no ratio- 485

nale was significantly worse than all other rationale 486

settings except for ASM. 487

The story is a little more complicated for the 488

ERC task. We have all the same main effects ex- 489

cept dataset – for this task, they are not different 490

from one another. ALL and INT were equally good, 491

and both better than IMP and ASM. All of these 492

were significantly better than including no ratio- 493

nale. There was an interaction between model and 494

these rationales such that the ordering of preferred 495

rationale setting was relatively consistent across 496

different models, but which contrasts were signifi- 497

cant varied (note the Tables in the Appendix where 498

different models achieve the best score with differ- 499

ent rationales). Nevertheless, including rationales 500

was always better than not including rationales at 501

all, and INT was consistently ranked high. In a 502

nutshell, the rationale INT had the highest impact 503

on model performance. 504

[RQ3:] How does adding rationales affect few- 505

shot prompting performance for LLMs? 506

We present our results of using rationales for 507

few-shot prompting in LLMs in Table 2. We ob- 508

serve similar trends to the supervised learning set- 509

up wherein the inclusion of rationales improves 510

task performance. Once again, the combination 511

of rationales (ALL) achieves the highest F1 score, 512

while both INT and IMP take a close second. Un- 513

surprisingly, we see the best performance for GPT- 514

3.5 in 0-shot followed by LLama2-13B in a 5-shot 515

setting. Nevertheless, the few-shot prompting re- 516

sults are significantly worse than the fine-tuned 517

supervised models, with results on CB and IEMO- 518

CAP being matched by our smaller models at k=5 519

and k=50 respectively. 520
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6 Qualitative Analysis521

Having demonstrated the efficacy of rationales to522

facilitate understanding of social meaning in dia-523

logue, we do a deep dive on their utility, namely524

where do rationales help and why.525

We investigate the impact rationales have on in-526

dividual task labels or strategies in ID. For each527

dataset, we consider the combination of model and528

rationale pair with the highest ID performance in529

Table 1 and compare their predictions against the530

baseline (the corresponding model with only UTT).531

Immediately, we observe that rationales help to532

shift or re-distribute the prediction probability mass533

from the majority (“neutral” for ERC and “Not a534

resistance strategy or NAS” for RES) to others.535

We highlight examples where adding rationales536

were consistently better in Table 16 and cases537

where their presence consistently degrades perfor-538

mance in Table 17. In the following analysis we539

refer to instances in these Tables in the Appendix.540

Rationales better for ERC: Notably, for ERC,541

adding rationales is better at identifying the emo-542

tions “surprise” and “anger”. This improved perfor-543

mance can be largely attributed to the fact that the544

elicited rationales, particularly the intentions (INT),545

make apparent the emotional state. For instance,546

the INT rationale interprets the exclamation mark547

“!” in the utterance for the Friends dataset as an548

expression of excitement or surprise, and thus cor-549

responds with the actual label (surprise). Likewise,550

for the utterance “Thanks” from IEMOCAP is char-551

acterized in the rationales as reflecting gratitude or552

acknowledgment of support and condolences, con-553

tributing to an overall sentiment of “sadness” in554

response to a bereavement consolation.555

Rationales worse for ERC: The cases where the556

model mispredicts can be linked to the specific lan-557

guage usage. For example, the utterance in friends558

“What the hell happened on that beach?!” is erro-559

neously interpreted as anger possibly due to “what560

the hell.” Likewise, for the utterance “I’m just wor-561

ried,” in IEMOCAP, the rationales express a sense562

of anxiety or uncertainty from “worried” mislead-563

ing the prediction as “other” than “sadness.”564

Rationales better for RES: For RES, the integra-565

tion of rationales notably enhances performance for566

“Counter Argumentation” and “Hesitance.” E.g., in567

the CB dataset, for the utterance “but how about568

180 since I’m the one picking it up and with its one569

handle missing?”, the rationale accurately identifies570

the buyer’s intention to propose a reduced price due571

to the item’s missing handle, and thus aligns with 572

Counter Argumentation. Furthermore, for P4G, 573

“when finished with this task I will be sure to check 574

the website,” the rationales portray the speaker’s 575

implied conditional interest, indicating Hesitance 576

as the action is deferred until task completion. 577

Rationales worse for RES: Conversely, the 578

model’s performance for the “Source Derogation” 579

strategy is less effective. A typical example is 580

“perhaps a link to an organization or other agency 581

that rates major charities would be more helpful” 582

for P4G. Here, the rationales inaccurately interpret 583

the statement as a mere suggestion for a more ef- 584

ficient information source, and fail to detect the 585

speaker’s skepticism about the organization’s cred- 586

ibility. We posit that this misprediction is linked to 587

LLM’s tendency to generate responses with a posi- 588

tive connotation, leading to a misinterpretation of 589

critical tones as constructive suggestions. This re- 590

sults in erroneous labeling as “Information Inquiry” 591

indicating a request for additional information, or 592

“Counter Argumentation,” which suggests an alter- 593

native factual proposition. 594

While we note that overall rationales facilitate 595

transfer, the gains observed are not symmetric. 596

Specifically, we observe higher gains for the less 597

frequent classes in the target dataset, such as the 598

emotion “fear” on Friends and “Source Derogation” 599

and “Self Pity” classes on the P4G dataset. 600

7 Conclusion and Future Work 601

We present a generalizable framework that lever- 602

ages machine-generated rationales from LLMs to 603

deduce the underlying social meaning embedded 604

in conversations. We observe that augmenting pre- 605

trained models with the generated rationales sig- 606

nificantly improves performance over the baseline 607

across multiple datasets for both the tasks of emo- 608

tion recognition and detecting resisting strategies. 609

The gains are pronounced during cross-domain 610

transfer across both zero-shot and few-shot settings 611

thereby highlighting the generalizability of our ap- 612

proach. While our current work place emphasis 613

on domain adaptation, we believe the proposed 614

approach is generalizable to new social meaning 615

detection tasks (persuasion, empathy, argumenta- 616

tion) which we defer for future work. Furthermore, 617

as opposed to leveraging an LLM, we intend to 618

deploy or instruct-tune smaller models that can 619

generate these rationales (Rao et al., 2023; Zhou 620

et al., 2023). 621
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8 Limitations622

Some of the main limitations of our work include:623

(i) Reliance on closed-source or proprietary624

LLMs to generate rationales. Consequently we are625

not able to assure the reproducibility of generating626

the rationales or whether the service will be discon-627

tinued. We do however, release the entire dataset628

of rationales for public use for reproducibility.629

(ii) We note that our proposed framework of gen-630

erating rationales for fine-tuning a smaller model631

can be deemed more expensive than approaches632

that just prompts the LLM for an answer while633

generating these rationales during inference (Wei634

et al., 2022c). However, one of our contributions635

was to demonstrate that our approach is indeed636

possible. In a future work, we intend to use our cre-637

ated dataset, to instruction tune a smaller LM, like638

Flan-T5 (Chung et al., 2022) to generate these ra-639

tionales in-house. Prior work has demonstrated the640

reliability of this approach (Rao et al., 2023; Zhou641

et al., 2023), and we intend to follow up in a future642

work for other social meaning detection tasks like643

persuasion, negotiation, empathy amongst others.644

(iii) Recent studies, including (Zhou et al., 2022;645

Sclar et al., 2023; Leidinger et al., 2023), high-646

light prompt sensitivity and the influence of prompt647

choice on downstream tasks. Our manual evalu-648

ation of 80 GPT-3.5-generated rationales, using649

our selected prompts, indicates they are of suffi-650

cient high quality. Potential prompt optimization651

avenues may exist for further enhancing rationale652

quality, but we defer exploration to future work.653

(iv) Our choice to limit investigation to two654

datasets and three models is a deliberate one aimed655

at managing computational resources. Even within656

this constrained framework, we conduct 2340 ex-657

periments, highlighting the substantial computa-658

tional demands of our analysis.659

(v) We employ GPT-3.5-generated rationales in660

our study. However, we remain uncertain about661

their status as the ideal rationales for this purpose,662

or which kinds of rationales are the most effective663

towards this particular task.664

9 Ethical Concerns665

Our research relies on the responses generated by666

LLMs which are known to imbibe hidden biases667

in their representations. While during our experi-668

ments, we encountered no potential biases in terms669

of offensive language or stereotypes in the gener-670

ated response for our controlled setting of social671

meaning detection, we implore practitioners and 672

other researchers to conduct thorough analysis be- 673

fore adopting our particular prompting approach 674

for the respective use-case. We also recognize the 675

limitations of LLM in interpreting social meanings 676

and clarify that our conclusions, based on prob- 677

abilistic model outputs, do not construe absolute 678

facts. Moreover, we stress that the application of 679

LLM rationales, while beneficial within our con- 680

trolled research environment for understanding hu- 681

man intent in utterances, should not be extended un- 682

critically beyond these confines. The use of LLM 683

rationales in broader contexts, especially as sub- 684

stitutes for human judgment and rationale, is not 685

advocated. 686
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(a) Label Distribution in the emotion datasets (b) Label Distribution for the resisting strategies datasets

Figure 5: We present here the label distribution for the emotion recognition and the resisting strategies datasets.

A Dataset Statistics1084

Figure 5 provides a distribution of labels for the1085

two tasks of ERC and RES across the respective1086

two datastes. Furthermore, Table 6 and Table 71087

provide additional insight into the definition of the1088

categories/strategies for the corresponding datasets,1089

as well as representative examples of the same.1090

Table 5 also presents statistics of the datasets1091

and the corresponding rationales. Each dialog is1092

broken into multiple datapoints, one for each turn1093

in it. The average number of turns per dialogue1094

and the number of words per turn are reported,1095

with IEMOCAP seen to have significantly longer1096

dialogues compared to the rest. The number of1097

rationales generated for the dataset are reported –1098

For P4G and CB, we encounter parsing issues with1099

GPT-3.5’s generated rationales for some instances,1100

which are ignored during training. The average1101

number of words per generated intention/assump-1102

tion/implicit information is higher for the emotion1103

datasets compared to the resisting strategies ones,1104

which may have been influenced by the choice of1105

the one-shot example in the prompt. The generated1106

implicit information is found to be longer than in-1107

tention and assumption, and assumption is found1108

to be longer than intention, across all datasets.1109

Table 3: Fraction of times ChatGPT-3.5-turbo-16k was
chosen over LLama-2-13B-chat based on the quality of
the generated rationales.

CB P4G Iemocap friends

S1 15 16 12 16
S2 13 15 14 19
S3 13 11 12 12
Overall 15 16 12 17

Table 4: We present here the manual evaluation scores
(ranging from 1 to 5 with 5 being the best) for ChatGPT-
generated rationales on the used datasets.

Dataset Grammar Relevance Factuality

Friends 5.00 4.55 4.75
IEMOCAP 4.98 4.92 4.34
P4G 5.00 4.52 4.92
CB 5.00 4.55 5.00

B Qualitative Analysis of Rationales 1110

We present qualitative analysis of the responses 1111

generated by LLMs (GPT-3.5-turbo-16k and 1112

LLama2-13B-chat-hf) here with Table 3 highlight- 1113

ing the fraction of times the annotators preferred 1114

the quality of response generations of ChatGPT to 1115

LLama2. Table 4 highlights the average score of 1116

two annotators on the qaulity of responses gener- 1117

ated across different datasets in terms of grammati- 1118

cality, relevance, and factuality. 1119

Grammaticality is defined as how well formed, 1120

fluent, and grammatical the response is. It achieves 1121

a high score due to the sufficient prowess of con- 1122

temporary LLMs on text generation. 1123

Relevance indicates whether the rationale gen- 1124

erated actually answers the prompt query, i.e. the 1125

generated rationale aligns well with a human’s view 1126

of the speaker’s intention, assumption, and implicit 1127

information about the conversation. 1128

Factuality indicates whether the rationale gener- 1129

ated is consistent with the dialogue history; i.e. it 1130

does not hallucinate additional information or talk 1131

about cases which are not present in the text. 1132

We also provide examples of the actual prompt 1133

framework for the ERC and RES in Table 8 and 9 1134

respectively. 1135
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ERC Res

Friends IEMOCAP P4G CB

Dialogues 1000 151 473 713
Total datapoints 14503 10039 11260 8511
Labels 8 8 8 8
Avg. Turns/Dialogue 14.50 66.49 36.05 11.94
Avg. Words/Turn 7.83 11.57 9.22 12.38

Rationales Generated 97.8% 94.78% 97.90% 86.38%
Avg. Words/Intention 32.56 24.47 15.00 14.07
Avg. Words/Assumption 39.06 31.79 17.46 15.10
Avg. Words/Implicit Information 50.04 44.29 19.41 16.55

Table 5: We present here the statistics of the datasets used and the rationales generated.

Table 6: Framework describing the resisting strategies for persuasion (P4G) and negotiation (CB) datasets, as
specified in Dutt et al. (2021). Examples of each strategy are italicised. The examples for each of P4G and CB were
borrowed from the original datasets of the same name from Wang et al. (2019) and He et al. (2018) respectively.

Resisting Strategy Persuasion (P4G) Negotiation (CB)

Source Derogation Attacks/doubts the organisation’s credibility. Attacks the other party or questions the item.
My money probably won’t go to the right place Was it new denim, or were they someone’s funky

old worn out jeans?
Counter Argument Argues that the responsibility of donation is not

on them or refutes a previous statement.
Provides a non-personal argument/factual re-
sponse to refute a previous claim or to justify
a new claim.

There are other people who are richer It may be old, but it runs great. Has lower
mileage and a clean title.

Personal Choice Attempts to saves face by asserting their per-
sonal preference such as their choice of charity
and their choice of donation.

Provides a personal reason for disagreeing with
the current situation or chooses to agree with the
situation provided some specific condition is met.

I prefer to volunteer my time I will take it for $300 if you throw in that printer
too.

Information Inquiry Ask for factual information about the organisa-
tion for clarification or as an attempt to stall.

Requests for clarification or asks additional infor-
mation about the item or situation.

What percentage of the money goes to the chil-
dren?

Can you still fit it in your pocket with the case
on?

Self Pity Provides a self-centred reason for not being
able/willing to donate at the moment.

Provides a reason (meant to elicit sympathy) for
disagreeing with the current terms.

I have my own children $130 please I only have $130 in my budget this
month.

Hesitance Attempts to stall the conversation by either stat-
ing they would donate later or is currently un-
sure about donating.

Stalls for time and is hesitant to commit; specif-
ically, they seek to further the conversation and
provide a chance for the other party to make a
better offer.

Yes, I might have to wait until my check arrives. Ok, would you be willing to take $50 for it?
Self-assertion Explicitly refuses to donate without even pro-

viding a factual/personal reason
Asserts a new claim or refutes a previous claim
with an air of finality/ confidence.

Not today That is way too little.
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Table 7: Framework describing the emotion labels in the emotion recognition datasets (IEMOCAP and Friends)
(Busso et al., 2008; Poria et al., 2019). Examples of each label are italicised.

Emotion IEMOCAP Friends

Neutral Neutral emotion is characterized by the absence
of strong feelings or emotions.

Neutral emotion is characterized by the absence
of strong feelings or emotions.

I’ll go to basketball games. Yeah, apparently they’re turning it into some
kinda coffee place.

Joy Joy is a feeling of extreme gladness, delight, or
exultation of the spirit arising from a sense of
well-being or satisfaction.

Joy is a feeling of extreme gladness, delight, or
exultation of the spirit arising from a sense of
well-being or satisfaction.

I don’t know it seemed like a pretty good spot
to me. Look at the moon - view the moon view I
got from here.

I’m so proud of you.

Sadness Sadness is an emotional state of unhappiness,
ranging in intensity from mild to extreme and
usually aroused by the loss of something that is
highly valued

Sadness is an emotional state of unhappiness,
ranging in intensity from mild to extreme and
usually aroused by the loss of something that is
highly valued

Augie, I’m sorry. Uh, well... Joey and I broke up.
Surprise Surprise is an emotion typically resulting from

the violation of an expectation or the detection
of novelty in the environment.

Surprsie is an emotion typically resulting from
the violation of an expectation or the detection of
novelty in the environment.

Shut up. No- in Vegas? Oh my God, wh-what happened?
Fear Fear is a basic, intense emotion aroused by the

detection of imminent threat, involving an im-
mediate alarm reaction that mobilizes the organ-
ism by triggering a set of physiological changes.

Fear is a basic, intense emotion aroused by the
detection of imminent threat, involving an imme-
diate alarm reaction that mobilizes the organism
by triggering a set of physiological changes.

Good God. Oh boy, I just can’t watch. It’s too scary!
Disgust Disgust is characterized by strong aversion to

something deemed revolting, or toward a person
or behavior deemed morally repugnant.

Disgust is characterized by strong aversion to
something deemed revolting, or toward a person
or behavior deemed morally repugnant.

It was a terrible thing. I hated it. Ew! What is that? Something exploded!
Other An emotion or feeling which does not include

anger, surprise, sadness, joy, fear, or disgust.
An emotion or feeling which does not include
anger, surprise, sadness, joy, fear, or disgust.

How long did that row last? Oh well, okay, good luck.
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Table 8: Below is an example of our prompt for the task of emotion recognition in conversations (ERC).

Part 1: High level descrip-
tion of the objective

Analyze this dialogue, focusing on any underlying assumptions and implicit information.

Part 2: Instructions For the final utterance, provide a comprehensive and concise explanation for: a) Speaker’s
Intention, b) Assumptions about the conversation, and c) Implicit Information

Part 3: Output Template Please format your response as follows:
Speaker’s Intention in the final utterance: <your response>
Assumptions about the conversation in the final utterance: <your response>
Implicit Information in the final utterance: <your response>

Part 4: Examples for ICL Dialogue history:
The Interviewer: You must’ve had your hands full.
Chandler: That I did. That I did.
The Interviewer: So let’s talk a little bit about your duties.
Chandler: My duties? All right.

Final utterance:
The Interviewer: Now you’ll be heading a whole division, so you’ll have a lot of duties.

Speaker’s Intention in the Final Utterance: The speaker’s intention in the final utterance
is to inform Chandler about his upcoming role and the responsibilities associated with it.
The speaker is preparing Chandler for a new position.

Assumptions about the conversation in the Final Utterance: The assumption here is that
Chandler is about to take on a leadership role within the organization, specifically heading
a whole division. The speaker assumes that Chandler needs to be aware of the increased
responsibilities that come with this new position.

Implicit Information in the Final Utterance: The implicit information in the final utterance
is that Chandler has been promoted or assigned a higher-level job within the company.
Additionally, it suggests that the speaker expects Chandler to be prepared to handle the
increased workload and responsibilities that come with leading a division.
...
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Table 9: Below is an example of our prompt for the task of detecting resisting strategies (RES).

Part 1: High level descrip-
tion of the objective

Analyze this dialogue, focusing on any underlying assumptions and implicit information.
Ensure that you address each line individually without skipping or grouping.

Part 2: Step-wise guide For each line:
1. Provide a comprehensive and concise explanation for:
a)Speaker’s Intention
b)Assumptions about the conversation
c)Implicit Information
2. Continue until you have analyzed every line.

Part 3: Output Template Please format your response as follows:
Speaker’s Intention: <your response>
Assumptions about the conversation: <your response>
Implicit Information: <your response>

Part 4: Examples for ICL INPUT:
...
Persuadee: They are hungry and injured and also short.

Persuader: I’m so sorry, what a terrible thing.
...

Output:
...
Speaker’s Intention: The Persuadee provides additional details about their child’s situation,
emphasizing the child’s needs.
Assumptions about the conversation: The Persuadee assumes that sharing these specific
details will elicit a stronger empathetic response from the Persuader.
Implicit Information: The Persuadee seeks empathy and understanding from the Persuader
regarding their child’s dire circumstances.

Speaker’s Intention: The Persuader expresses sympathy and acknowledges the gravity of
the Persuadee’s situation.
Assumptions about the conversation: The Persuader assumes that offering sympathy and
acknowledging the seriousness of the situation is an appropriate response.
Implicit Information: The Persuader expresses compassion and understanding toward the
Persuadee’s plight.
...
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C Hyperparamter Tuning1136

Hyperparameter Value

Max sequence length 512
Learning rate 2e−5

Batch size 16
Num. epochs 15
Optimizer Adam

Table 10: Hyperparameters used for fine-tuning

We present the hyperparameters for our experi-1137

ments in Table 10. We carry out the experiments1138

over 3 seeds on a A6000 GPU with early stopping1139

with patience of 5 over the validation set for all1140

experiments. We implement the entire experiments1141

in Python, with help of the Pytorch library and use1142

the pre-trained models as specified in Huggingface1143

under the agreed upon license agreements.1144

Our experimental suite comprises encompasses 41145

datasets in 2 settings (ID/TF) for 3 models (BERT,1146

T5, GPT2) over 5 rationale combinations (none,1147

INT, ASM, IMP, ALL), for 6 few-shot settings (5,1148

10, 20, 50, 100, and all), and re-evaluated over 31149

seeds. This brings the host of experiments to 21601150

experiments. There is an additional 180 cases when1151

inferred over 0-shot TF cases, bringing the total to1152

2340 experiments.1153

The total cost of the GPT-3.5 credits during the1154

course of our experiments totalled to approx $2501155

($200 for generating prompts and $50 for ICL ex-1156

periments).1157

D Additional Results1158

We present the comprehensive results that could1159

not make it into the main paper for lack of space,1160

namely ID and TF results over all datasets with line-1161

plots showing a direct visualization of the same in1162

Figure 7 and zero-shot resulys in Figure 6. We1163

also highlight model mispredictions in terms of1164

confusion matrices (Figures 8 and 9) and highlight1165

labels where models perform consistently better /1166

worse in Figure 10 and Tables 16 and 17.1167
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Table 11: Example of our prompt for the zero-shot and few-shot experiments on LLMs. We illustrate with an
example from the P4G dataset.

Part 1: Description of strategy
being referenced in the example

These examples pertains to the Source Derogation strategy. For the dataset P4G, the
description of Source Derogation is as follows:
Attacks/doubts the organisation’s credibility.

Part 2: Instructions and output
format

Given a response for a particular speaker and recent dialogue context containing the past
utterances (wherever available), output ’Yes’ if the utterance contains the above strategy,
otherwise output ’No’. Your output should contain only ’Yes’ or ’No’, and no other text.

Part 3: Examples for in-context
learning

[CONTEXT]

[Persuadee]:Would you like to donate some of your bonus payment to the charity Save the
Children today?
[Persuadee]:You could choose to donate any amount, from $0 up to $2.
[Persuadee]:but i need money because i have finantial problems
[Persuadee]:I do understand how that can be.
[Persuadee]:But even .10 could go a long way overseas
[RESPONSE]
[Persuadee]:Thank you for your consideration.
[INTENTION] The Persuadee expresses gratitude to the Persuader for considering their
request.
[ASSUMPTION] The Persuadee assumes that expressing gratitude may positively influ-
ence the Persuader’s decision.
[IMPLICIT INFORMATION] The Persuadee appreciates the Persuader’s willingness to
consider their request.
[OUTPUT]
No
...

Part 4: Test datapoint [CONTEXT]
...
[RESPONSE]
...
[OUTPUT]

T5 GPT2 BERT
model_name

0.0

0.1

0.2

0.3

te
st

_f
1

tgt_dataset = friends

T5 GPT2 BERT
model_name

tgt_dataset = iemocap

T5 GPT2 BERT
model_name

tgt_dataset = P4G

T5 GPT2 BERT
model_name

tgt_dataset = CB

info
utterance
intention
assumption
implicit_info
all

Figure 6: Performance of the base-variants of models (BERT, GPT2, and T5) on the four datasets in a zero-shot
transfer setting, where models trained for the similar task on a given source domain was then applied to the new
target domain (e.g. P4G → CB and CB → P4G for RES and friends → iemocap and iemocap → friends for ERC.)
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Table 12: Performance of different models on the CB (Craigslist Bargain) dataset for both in-domain (ID) and
transfer (TF) setting across different few-shot splits (5, 10, 20, 50, 100) and the entire dataset (denoted by “All”).
The different rationales explored in this work are denoted by only utterance (-), utterance with speaker’s intention
(INT), utterance with the hearer’s assumption (ASM), utterance with implicit information (IMP), and utterance with
all the aforementioned rationales included i.e. INT, ASM, and IMP, and is denoted by ALL.

Model Mode Rationale 5 10 20 50 100 All

bert ID
- 13.8±4.7 20.2±1.4 27.2±6.8 44.7±2.4 57.2±2.0 66.7±3.6

INT 13.4±5.5 22.9±0.7 34.6±3.4 50.3±2.5 59.3±1.8 68.4±1.7
ASM 13.0±5.9 22.3±5.0 30.4±1.7 47.2±1.4 60.4±3.0 66.6±0.7
IMP 13.6±5.0 23.8±3.1 31.6±6.7 50.9±2.5 60.1±1.9 66.9±0.3
ALL 16.0±6.4 24.8±4.4 38.8±2.2 51.6±1.2 58.5±1.9 67.0±0.7

TF

- 33.5±2.1 38.1±3.0 39.6±3.2 44.2±3.3 53.8±1.2 65.7±0.9
INT 35.3±0.4 41.0±4.0 42.2±1.9 49.4±2.9 56.3±1.2 64.8±3.5

ASM 35.1±0.8 39.7±2.4 41.7±1.4 48.3±1.8 54.3±2.1 66.8±0.6
IMP 37.5±1.4 42.4±1.6 42.8±0.5 50.2±4.5 55.0±1.9 66.1±2.9
ALL 37.1±1.9 44.5±2.9 44.8±0.7 52.4±2.0 57.9±0.6 66.3±1.6

gpt2 ID
- 7.6±6.3 12.1±5.7 20.6±4.4 30.7±6.3 43.0±1.0 60.0±0.9

INT 5.6±1.7 12.7±5.1 17.6±2.8 36.4±5.4 46.1±0.2 65.6±2.0
ASM 9.8±5.1 12.6±3.1 14.8±3.7 30.1±0.2 43.5±3.5 65.3±1.3
IMP 6.3±2.8 11.3±5.1 19.9±5.9 35.5±2.8 48.2±4.3 64.9±1.6
ALL 10.6±6.1 12.1±5.8 20.2±4.5 34.7±3.5 47.6±2.5 66.0±1.5

TF

- 26.9±2.4 31.8±1.3 32.7±2.3 38.1±0.6 43.0±2.7 60.4±0.4
INT 33.7±7.4 38.4±1.7 41.7±3.1 48.9±0.9 53.0±0.4 63.7±3.2

ASM 25.6±6.4 33.1±1.8 34.9±2.6 46.2±1.9 52.1±1.0 63.4±2.9
IMP 33.6±7.3 35.8±4.2 39.8±2.7 48.0±4.6 53.8±3.0 64.0±1.1
ALL 31.3±4.8 37.0±5.0 38.1±3.4 47.4±1.8 53.4±1.8 67.0±2.8

t5-base ID
- 8.5±3.2 11.7±0.6 11.6±1.3 10.6±3.2 23.1±11.4 70.8±1.8

INT 7.3±2.5 11.8±1.9 11.5±1.7 10.7±3.4 30.7±1.6 70.6±2.8
ASM 9.2±2.6 7.9±0.9 11.2±2.3 7.0±0.3 23.4±3.1 69.0±1.8
IMP 8.0±4.3 7.8±1.6 11.3±1.1 10.8±3.0 29.8±2.8 69.1±2.6
ALL 9.4±2.5 8.2±2.2 10.1±1.5 10.4±4.0 37.7±3.9 72.2±0.5

TF

- 34.7±1.8 38.4±2.0 40.0±1.1 46.5±4.4 55.8±1.8 70.1±2.9
INT 34.9±4.3 38.1±2.2 41.3±3.5 53.1±0.8 55.3±3.3 72.1±0.7

ASM 33.9±3.0 38.9±0.5 42.5±2.6 50.2±3.0 53.0±3.1 70.3±3.4
IMP 28.5±2.2 37.8±3.1 39.6±5.3 45.7±0.8 50.7±1.6 70.5±1.3
ALL 33.2±4.5 39.4±2.0 43.7±2.2 50.3±3.9 54.6±3.7 69.6±1.7
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Table 13: Performance of different models on the P4G (Persuasion for Good) dataset for both in-domain (ID) and
transfer (TF) setting across different few-shot splits (5, 10, 20, 50, 100) and the entire dataset (denoted by “All”).
The different rationales explored in this work are denoted by only utterance (-), utterance with speaker’s intention
(INT), utterance with the hearer’s assumption (ASM), utterance with implicit information (IMP), and utterance with
all the aforementioned rationales included i.e. INT, ASM, and IMP, and is denoted by ALL.

Model Mode Rationale 5 10 20 50 100 ALL

bert ID
- 9.6±0.2 13.5±3.8 19.8±0.6 29.2±0.7 32.9±1.1 50.6±2.5

INT 10.4±5.0 17.9±2.9 22.4±3.6 31.5±1.4 34.2±1.8 53.0±1.6
ASM 6.3±3.2 16.4±1.6 17.2±5.8 32.1±0.5 34.3±1.4 49.4±8.1
IMP 6.8±4.6 15.1±2.2 22.0±1.9 32.2±0.7 35.5±1.5 52.3±1.7
ALL 8.4±7.5 15.3±6.6 23.0±1.1 32.9±0.7 36.7±1.0 53.2±1.4

TF

- 22.7±0.3 23.9±0.9 26.7±1.5 29.5±2.6 32.2±0.4 48.4±1.4
INT 26.4±1.1 29.0±2.7 32.2±1.0 33.7±0.4 35.6±2.0 49.0±0.6

ASM 24.4±2.8 26.2±2.0 26.9±1.0 30.0±0.6 33.0±1.6 47.0±3.5
IMP 22.2±3.3 25.1±2.3 28.0±1.2 32.4±0.6 34.2±1.5 48.2±0.7
ALL 27.0±0.9 29.0±2.2 31.1±0.7 34.9±2.0 37.5±2.3 50.2±3.5

gpt2 ID
- 4.2±2.5 6.3±4.1 10.0±3.2 16.5±1.1 19.2±1.9 35.7±4.4

INT 3.7±2.4 6.9±2.7 7.9±3.0 20.6±1.4 26.3±3.3 45.7±1.6
ASM 2.7±1.1 3.7±1.2 7.3±1.9 16.2±5.3 28.4±5.7 47.7±2.4
IMP 3.9±2.5 6.4±3.5 8.2±4.5 20.2±5.5 27.0±2.6 50.1±2.6
ALL 2.1±0.8 6.4±1.9 9.0±3.9 21.8±1.7 29.0±4.5 50.1±1.4

TF

- 13.5±1.8 16.3±0.5 16.6±2.9 19.0±0.6 21.3±1.3 32.4±3.6
INT 18.3±2.0 20.7±0.4 24.6±0.6 28.5±2.1 30.2±0.3 46.4±1.8

ASM 20.4±1.2 21.0±1.1 23.6±1.5 26.6±1.9 29.6±0.9 45.0±2.0
IMP 18.8±3.6 22.4±1.8 23.9±1.6 29.1±1.7 29.7±2.3 48.4±2.1
ALL 20.6±2.7 23.6±0.3 25.5±2.2 30.6±0.2 31.5±2.0 47.5±2.0

t5-base ID
- 10.3±0.9 12.6±2.6 6.5±2.3 8.3±2.6 10.5±1.9 48.8±0.9

INT 10.4±1.0 9.2±5.6 6.6±0.2 10.0±0.8 12.7±0.7 51.2±1.4
ASM 11.7±2.1 10.2±4.3 8.7±3.9 6.8±0.8 12.0±3.2 51.1±0.8
IMP 11.1±1.8 7.7±3.5 7.0±2.7 8.0±4.2 11.7±8.9 51.7±3.0
ALL 13.4±1.1 10.7±4.6 7.4±3.9 7.7±1.4 22.4±7.5 53.4±2.7

TF

- 19.2±1.6 22.0±2.0 23.9±1.6 28.4±0.9 32.6±0.9 51.2±2.3
INT 19.9±3.5 24.1±2.1 25.9±2.6 33.5±2.6 31.4±4.4 51.3±1.6

ASM 19.6±2.0 24.7±3.9 26.0±1.3 29.1±1.3 32.6±1.6 49.3±0.8
IMP 21.5±1.5 24.4±0.5 29.1±1.8 30.9±1.0 33.5±3.6 51.4±2.9
ALL 19.2±2.1 21.3±1.7 28.0±2.8 30.8±3.0 37.5±0.8 53.2±1.2
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Table 14: Performance of different models on the Friends dataset for the task of ERC for both in-domain (ID) and
transfer (TF) setting across different few-shot splits (5, 10, 20, 50, 100) and the entire dataset (denoted by “All”).
The different rationales explored in this work are denoted by only utterance (-), utterance with speaker’s intention
(INT), utterance with the hearer’s assumption (ASM), utterance with implicit information (IMP), and utterance with
all the aforementioned rationales included i.e. INT, ASM, and IMP, and is denoted by ALL.

Model Mode Rationale 5 10 20 50 100 All

bert ID
- 13.4±2.1 15.0±2.1 17.5±3.7 31.2±0.8 33.9±0.7 40.9±0.9

INT 13.2±1.2 19.2±2.6 26.9±5.8 34.5±3.0 39.9±1.8 45.3±0.8
ASM 11.5±5.0 16.4±3.4 18.6±3.8 30.2±0.8 35.4±1.3 44.6±0.1
IMP 12.5±4.9 13.2±3.2 22.5±3.9 32.1±1.6 36.0±1.0 44.7±1.7
ALL 5.8±3.7 16.9±3.4 23.8±5.3 33.6±2.0 37.7±1.0 46.2±1.3

TF

- 22.3±1.1 24.7±0.8 26.3±2.1 29.2±2.0 31.6±1.6 41.0±1.3
INT 24.2±2.0 25.0±2.4 28.3±1.5 30.6±1.0 32.6±1.1 44.9±0.4

ASM 23.2±3.0 23.9±2.4 24.9±2.7 27.3±1.4 30.8±1.0 40.9±0.8
IMP 21.4±1.2 24.2±1.5 25.1±1.6 28.1±0.9 31.5±1.5 45.0±0.6
ALL 25.3±2.2 24.3±1.9 27.6±1.2 30.2±1.3 33.1±1.0 46.1±1.8

gpt2 ID
- 7.7±0.9 9.9±0.9 11.2±0.2 12.2±1.0 17.1±1.1 26.5±0.8

INT 7.3±1.8 9.5±0.3 10.0±1.5 23.6±2.1 28.4±3.2 44.5±1.0
ASM 5.7±0.8 7.6±0.5 10.0±1.4 14.0±1.3 20.6±3.4 43.4±1.2
IMP 7.9±2.4 9.0±1.1 10.1±0.9 15.2±1.7 24.0±1.4 43.3±1.9
ALL 7.9±1.1 8.8±0.4 10.6±3.6 18.5±1.3 27.1±1.6 45.5±0.8

TF

- 14.2±1.2 14.6±0.2 14.9±0.9 15.9±1.0 17.9±1.4 26.5±1.3
INT 21.5±2.6 22.0±1.1 27.2±1.5 27.9±0.8 30.8±1.5 43.7±1.7

ASM 14.5±3.1 16.4±3.8 18.7±0.9 20.6±1.6 26.3±1.8 40.7±0.7
IMP 16.9±2.3 16.9±3.3 20.6±1.6 23.2±1.5 27.7±2.5 42.6±1.1
ALL 19.9±3.1 22.5±1.5 26.5±0.9 27.5±1.8 31.0±2.9 45.4±1.1

t5-base ID
- 4.8±4.3 11.5±0.3 12.3±1.4 16.2±3.8 25.5±0.4 39.8±3.4

INT 11.6±5.4 20.1±1.5 26.5±2.7 24.5±2.5 28.3±2.3 44.8±2.6
ASM 11.3±1.5 13.4±1.3 18.5±2.6 20.0±2.3 23.2±2.8 39.8±0.6
IMP 11.1±0.3 15.4±4.0 19.8±2.8 22.7±3.1 25.4±5.1 44.1±3.3
ALL 16.9±2.5 20.0±1.1 28.0±2.1 26.5±1.2 31.3±1.8 43.8±3.1

TF

- 19.0±0.5 20.4±1.3 21.4±1.7 26.1±2.5 31.2±1.3 40.3±2.9
INT 24.5±2.4 26.1±2.7 27.8±2.6 29.9±1.2 30.9±1.3 42.6±2.9

ASM 19.7±2.0 22.6±2.4 23.0±1.0 26.2±0.9 29.2±1.3 44.6±2.3
IMP 20.6±1.4 22.8±1.0 24.7±1.2 28.2±1.3 30.2±1.7 47.2±0.4
ALL 24.8±2.3 25.0±1.1 28.0±1.5 30.0±0.9 30.7±0.7 47.4±0.7
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Table 15: Performance of different models on the IEMOCAP dataset for the task of ERC for both in-domain (ID)
and transfer (TF) setting across different few-shot splits (5, 10, 20, 50, 100) and the entire dataset (denoted by “All”).
The different rationales explored in this work are denoted by only utterance (-), utterance with speaker’s intention
(INT), utterance with the hearer’s assumption (ASM), utterance with implicit information (IMP), and utterance with
all the aforementioned rationales included i.e. INT, ASM, and IMP, and is denoted by ALL.

Model Mode Rationale 5 10 20 50 100 all

bert ID
- 13.7±7.2 16.1±3.1 24.3±2.7 33.0±1.4 36.1±1.1 40.7±1.5

INT 11.6±4.6 14.8±0.7 23.2±1.2 35.0±1.5 38.3±1.5 42.6±1.3
ASM 10.8±5.2 19.6±2.7 22.0±1.4 32.8±1.5 35.8±4.3 41.0±1.8
IMP 13.3±1.7 14.4±5.6 25.2±1.6 32.2±3.4 36.3±2.7 42.0±1.2
ALL 12.1±5.4 15.7±2.8 25.0±1.4 35.5±2.6 37.6±1.5 40.4±1.0

TF

- 23.6±1.9 23.8±3.4 24.0±2.4 27.1±1.0 29.5±0.4 37.1±0.8
INT 22.8±2.2 23.6±1.8 24.3±1.3 29.0±2.4 30.4±0.9 43.4±1.5

ASM 23.8±1.0 24.2±0.5 24.4±1.0 26.9±2.5 32.5±4.0 39.4±2.4
IMP 25.0±1.0 24.6±1.7 25.9±1.3 27.0±1.4 29.9±0.3 42.1±0.9
ALL 25.4±0.4 25.0±1.8 25.6±0.7 28.3±0.5 30.6±1.3 40.7±5.3

gpt2 ID
- 5.0±4.2 6.0±4.7 10.6±2.2 17.1±2.2 23.4±3.0 35.3±2.4

INT 5.0±3.3 8.8±2.1 9.1±1.7 16.8±0.3 27.5±1.1 42.5±2.4
ASM 6.2±1.7 8.5±2.9 9.7±1.9 16.4±1.7 25.1±2.3 39.3±3.2
IMP 5.4±1.5 7.6±1.4 9.6±0.7 15.3±3.1 24.9±3.4 39.9±0.9
ALL 5.6±3.2 8.3±2.2 9.0±1.6 15.2±0.5 24.3±1.8 39.7±1.8

TF

- 17.0±1.1 17.0±0.8 19.6±0.9 23.1±2.0 26.4±0.7 36.0±0.8
INT 20.3±1.5 20.6±1.0 22.5±1.4 24.8±1.7 28.1±0.1 41.0±3.4

ASM 19.3±0.0 20.8±1.1 22.5±1.2 25.8±0.5 27.3±1.7 40.0±0.4
IMP 20.2±1.4 20.5±2.4 21.4±0.3 24.8±1.0 27.5±1.1 40.1±2.8
ALL 19.9±1.8 22.1±0.7 22.9±1.2 25.5±1.2 27.1±1.6 41.9±1.4

t5-base ID
- 5.3±4.6 8.0±4.0 10.0±2.1 21.1±2.6 26.9±0.6 42.8±1.7

INT 7.1±0.2 8.7±4.0 15.1±0.9 18.6±1.8 26.3±3.1 45.0±0.7
ASM 8.9±2.2 8.1±0.8 10.3±5.6 20.3±1.1 28.6±0.2 43.1±0.6
IMP 6.3±1.3 13.5±2.1 18.3±2.7 22.8±1.7 28.6±1.8 42.0±0.8
ALL 6.5±3.8 12.9±3.2 18.4±1.7 22.0±2.0 24.8±0.8 44.2±1.2

TF

- 19.8±0.7 20.6±0.2 20.6±1.0 24.6±2.1 27.8±1.0 41.7±1.0
INT 22.3±0.7 22.5±0.9 22.3±0.6 27.6±0.6 31.6±1.7 43.9±0.5

ASM 21.0±0.6 21.3±1.2 21.6±1.1 25.4±1.2 28.2±1.0 43.5±0.6
IMP 22.4±1.0 21.9±0.5 22.5±1.3 25.4±1.1 27.9±3.7 40.5±2.6
ALL 23.1±0.5 23.2±0.3 23.2±0.5 27.1±1.9 29.0±1.0 43.9±1.6
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Table 16: Analysis of dialogue utterances with corresponding contextual information and labels when rationales
(RAT) are always better.

Dataset UTT Context Model RAT Gold Label
/ Pred with
RAT / Pred
with UTT

friends Ross: ! Chloe: Do I know why we’re rushing?
Ross: Yeah, y’know the ah, the girl-
friend I told you about last night?
Ross: Well it turns out she ah, she
wants to get back together with me.
Ross: Oh, I found it!

BERT-
ALL

The speaker’s intention in the final utterance is to
express excitement or surprise. The exclamation
mark indicates a sudden realization or discovery.
Based on the dialogue history, it can be assumed
that Ross has found something important or signifi-
cant. The exclamation suggests that he has found
something he was looking for or something that has
a positive impact on the situation.
The implicit information in the final utterance is
that Ross has found something that is relevant to the
previous conversation. It implies that this discovery
may have an impact on his relationship or the situa-
tion he was discussing with Chloe. The content of
what Ross has found is not explicitly stated but can
be inferred as being significant or positive based on
his exclamation.

Surprise /
Surprise /
Neutral

iemocap F: Thanks. F: Thank you
M: Of course.
M: Is there a funeral planned? or-
F: Yeah, they’re going to do some sort
of memorial service or something.
M: Cool, Well, If you want me to go
with you, I will.

T5-INT The speaker intends to express gratitude for the of-
fer of support and condolences given by the person
they are speaking to.
The speaker assumes that the person they are speak-
ing to genuinely cares about their well-being and
is offering to accompany them to the memorial ser-
vice.
The speaker implies that they appreciate the kind-
ness and support shown by the person they are
speaking to. The final utterance also suggests that
the speaker may be feeling a sense of comfort or re-
lief knowing that they have someone who is willing
to be there for them during this difficult time.

Sadness /
Sadness /
Other

P4G Persuadee: When
finished with this
task I will be sure
to check the web-
site.

Persuader: Well it’s a global non-profit
charity based around helping children.
Persuadee: What are the donations
mostly used for?
Persuader: They are used for helping
children in a variety of areas: access to
education, healthcare, protection from
abuse, and relief from natural disasters
or conflicts.
Persuadee: How are donations so-
licited?
Persuader: Well you can go on their
website URL or it can be deducted
from this task payment.

T5-ALL The Persuadee mentions their intention to visit the
organization’s website after completing the current
task.
The Persuadee assumes that the Persuader may be
interested in supporting the organization and wants
to assure them that they will follow up.
The Persuadee expresses a commitment to checking
the organization’s website, indicating a potential
interest in making a donation or getting involved.

Hesitance /
Hesitance /
Not A Resis-
tance Strat-
egy

CB Buyer: that would
be nice. but how
about 180 since im
the one picking it
up and with its one
handle missing?

Seller: It is very good. It is actually a
family heirloom passed down by my
grandmother and she recently passed
away 2 days ago. The nightstand is
empty however.
Buyer: I’m sorry to hear to that. For
how much do you wanna give it away?
Seller: Well her will listed the value of
this item at 200 US dollars, but if you
pick it up from her home I am willing
to go lower.
Buyer: How lower would you go then?
Seller: 190$ and I can provide lemon-
ade as you move it out.

T5-ALL The buyer suggests a further reduction to 180$ due
to the missing handle on the nightstand.
The buyer assumes that the missing handle affects
the value of the nightstand and justifies a lower
price.
The buyer is negotiating a lower price based on the
condition of the nightstand.

Counter Ar-
gumentation
/ Counter Ar-
gumentation
/ Personal
Choice
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Table 17: Analysis of dialogue utterances with corresponding contextual information and labels when rationales are
always worse

Dataset UTT Context Model RAT Gold Label / Pred with
RAT / Pred with UTT

friends Ross: What the hell hap-
pened on that beach?!

Ross: Yeah I guess I’ll let it go
Ross: But you-you understand how-how hard
it is to forget about this.
Joey: Sure, it’s hard to forget!
Joey: But that doesn’t mean you have to talk
about it!
Joey: A lot of things happened on that trip
that we should never, ever talk about.

BERT-
ALL

The speaker’s intention in the final utterance
is to express frustration and curiosity about
the events that transpired on the beach. Ross
is seeking answers and wants to know the
details of what happened.
The assumption here is that something signif-
icant or unexpected occurred on the beach,
and Ross feels the need to understand and
address it. The speaker assumes that there is
information that has not been shared or dis-
cussed, and Ross wants to uncover the truth.
The implicit information in the final utter-
ance is that there was an incident or series of
events on the beach that have not been fully
disclosed or explained. It suggests that the
speaker believes there is a hidden story or
secret that needs to be revealed for a com-
plete understanding of the situation. Addi-
tionally, it implies that the beach incident is
causing tension and unresolved issues among
the characters involved.

Surprise / Anger / Sur-
prise

iemocap F: I’m just worried. M: If it’s rent or something like that, I mean
I can help you out a little bit, if- if that will
help you you know stick with it.
F: I don’t know. Maybe I can take out a loan.
I just- I need prospects and I don’t feel like I
have any.
M: Well, just don’t give up. And there’s- you
know, You never know, something might be
around the corner tomorrow.
F: But that doesn’t help me when I’m hungry
now.
M: Well, you know I’m not going to let you
starve.

T5-INT The speaker intends to express their concern
and anxiety about their current situation.
The speaker assumes that their worries and
fears have been discussed and understood by
the person they are speaking to.
The speaker implies that they have been dis-
cussing their difficulties and challenges with
the person they are speaking to, and that their
worries are related to their current circum-
stances. The speaker also implies a sense
of vulnerability and uncertainty about the fu-
ture.

Sadness / Other / Sadness

P4G Persuadee: Perhaps a
link to an organization or
other agency that rates
major charities would be
more helpful.

Persuadee: I’m afraid for me, their reputation
is still bad.
Persuadee: Sorry, no.
Persuader: URL Is there website!
Persuader: You can check them out.
Persuadee: Actually, their own website may
be a biased barometer of their giving.

T5-ALL The Persuadee proposes an alternative ap-
proach by suggesting a link to an organiza-
tion or agency that rates major charities.
The Persuadee assumes that relying on an
organization or agency that rates major chari-
ties would provide a more objective and reli-
able assessment.
The Persuadee values objectivity and reliabil-
ity when it comes to evaluating the subject’s
giving and believes that an external organiza-
tion or agency can provide a more accurate
assessment.

Source Derogation /
Counter Argumentation
/ Source Derogation
strategy

CB Buyer: I just want to
make sure they work and
are quality / not deffective

Seller: Are you interested in the Subwoofer?
It’s a beauty.
Buyer: It looks good, but wondering a few
things, how old is it?
Seller: I bought it six months ago, but I never
actually took it out of the original box. It
really has never been used.
Buyer: Oh, why is that?
Seller: I expected to have more time. I got
sent on a 3 month business trip for my work
and never got around it.

T5-ALL The buyer wants to ensure that the Subwoofer
is in working condition and of good quality.
The buyer assumes that there might be a risk
of the Subwoofer being defective or of poor
quality.
The buyer wants to protect their investment
and avoid purchasing a faulty or subpar Sub-
woofer.

Source Derogation / Infor-
mation Inquiry / Source
Derogation
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Figure 7: Performance of the base-variants of models (BERT, GPT2, and T5) on the four datasets for different
few-shot examples for all rationales. The solid and dashed lines correspond to the indomain (ID) and transfer (TF)
case respectively.
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Figure 8: We present here the confusion matrices of the best performing pair of models and rationales in the
in-domain setting for the 4 datasets and the corresponding model in absence of any rationale (UTT) in the in-domain
setting (ID)
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(c) iemocap with UTT (BERT)
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(d) iemocap with INT (BERT)
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CA HES INF NAS PC SA SD SP
Pred Lbl

CA

HES

INF

NAS

PC

SA

SD

SP

Tr
ue

 L
bl

27.4 20.9 0.7 10.5 13.1 15.0 4.6 7.8

10.8 50.3 2.9 6.7 5.0 15.2 1.5 7.6

1.1 1.8 78.4 3.2 2.1 0.0 13.1 0.3

5.2 6.8 5.9 66.2 5.2 4.4 4.7 1.6

7.1 25.8 7.6 10.6 31.8 8.6 2.0 6.6

8.6 20.4 0.0 8.6 2.1 50.5 1.1 8.6

8.1 1.8 39.6 3.6 1.8 2.7 42.3 0.0

2.8 25.0 0.0 4.2 4.2 9.7 0.0 54.2
0

10

20

30

40

50

60

70

(f) CB with ALL (BERT)
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(g) P4G with UTT (BERT)
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(h) P4G with INT (BERT)

Figure 9: We present here the confusion matrices of the best performing pair of models and rationales in the transfer
setting at k=20-shot case for the 4 datasets and the corresponding model in absence of any rationale (UTT).
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Figure 10: We present here the stacked bar plots that showcases the relative percentage of times a given label was
predicted correctly by the best-performing model when augmented with a particular rationale as opposed to the
baseline for different datasets. The labels are arranged in increasing order of frequency, with the number inside each
bar indicating the frequency of the label.
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