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Abstract
Due to the inherent vulnerability of neural networks, adversar-
ial attacks present formidable challenges to the robustness and
reliability of deep learning models. In contrast to traditional adver-
sarial training (AT) methods that prioritize semantic distillation
and purification, our work pioneers a novel discovery attributing
the insufficient adversarial robustness of models to the challenges
of spatial attention shift and channel activation disarray. To miti-
gate these issues, we propose a robust spatial-aligned and channel-
adapted learning paradigm, which we term the “StayFocused", that
integrates spatial alignment and channel adaptation to enhance
the focus region against adversarial attacks by adaptively recali-
brating the spatial attention and channel responses. Specifically,
the proposed StayFocused mainly benefits from two flexible mech-
anisms, i.e., Spatial-aligned Hypersphere Constraint (SHC) and
Channel-adapted Prompting Calibration (CPC). Specifically, SHC
aims to enhance intra-class compactness and inter-class separation
between adversarial and natural samples by measuring the angular
margins and distribution distance within the hypersphere space.
Inspired by the top-𝐾 candidate prompts from the clean sample,
CPC is designed to dynamically recalibrate channel-wise feature
responses by explicitly modeling interdependencies between chan-
nels. To comprehensively learn feature representations, the StayFo-
cused framework can be easily extended with additional branches
in a multi-head training manner, further enhancing the model’s
robustness and adaptability. Extensive experiments on multiple
benchmark datasets consistently demonstrate the effectiveness and
superiority of our StayFocused over state-of-the-art baselines.

CCS Concepts
• Computing methodologies→ Computer vision problems.
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1 INTRODUCTION
In the past decade, Deep Neural Networks (DNNs) have emerged as
indispensable tools for addressing complex real-world challenges
across diverse domains within the multimedia field. These appli-
cations encompass a broad spectrum of scenarios, ranging from
biomedical imaging [3, 4] and face recognition [34] to image re-
trieval [25]. However, due to the inherent susceptibility of neural
networks, adversarial attacks and perturbations [31, 47] can expose
significant security vulnerabilities in DNN-based models. Conse-
quently, adversarial robustness has become a crucial metric for
evaluating the reliability and trustworthiness of these models.

To enhance the robustness of deep learning models, early stud-
ies have concentrated on refining variations against adversarial
attacks, such as integrating additional regularization terms [17],
introducing core set-based training strategies [8], and adjusting
the perturbation size of training data [42]. By employing a large
number of adversarial samples as augmented data, adversarial train-
ing (AT) approaches [26, 27] have garnered significant attention
from the research community. Inevitably, a significant gap exists
between the training robustness and test robustness of adversarially
trained models [43]. With the advancement of knowledge distilla-
tion techniques, adversarial distillation (AD) [16, 32, 46] is dedicated
to enhancing the robustness of lightweight networks by distilling
valuable insights from adversarially pre-trained models. Despite the
progress achieved by pioneering efforts, most mainstream models
still suffer from inadequate adversarial robustness.

While semantic distillation and purification have been integral
in refining the semantic robustness of adversarially trained mod-
els, our research is driven by a fresh cognitive viewpoint beyond
semantic interpretation. We demonstrate that the challenges of
spatial attention shift and channel activation disarray posed
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(a) Origin (b) Clean (c) Adversarial (d) Ours

Figure 1: Visualization of activation maps generated by (a)
Original image, (b) Clean sample with non-robust model, (c)
Adversarial sample with non-robust model, and (d) Adver-
sarial sample with our work. Compared with conventional
models, our StayFocusedmethod effectively directs attention
to the most significant regions against adversarial attacks.

by adversarial attacks and perturbations can be regarded as the
main culprits responsible for reducing the robustness of models.
As illustrated in Figure 1(b), spatial attention shift refers to the
phenomenon where adversarial perturbations cause a displacement
in the model’s attention towards irrelevant features, significantly
impacting its performance and reliability. Intuitively, as shown in
Figure 2(a), channel activation disarray arises when adversarial at-
tacks disrupt the activation patterns of individual channels, which
can hinder the model’s ability to extract meaningful representations
from the data. By identifying these challenges, our work strives
to provide a new solution to the challenges posed by adversarial
attacks, improving the robustness of deep learning systems.

In this paper, we propose a robust spatial-aligned and channel-
adapted learning paradigm called “StayFocused", which aims to
stay focused on discriminative features against adversarial attacks
by adaptively recalibrating the spatial attention and channel re-
sponses. Specifically, the proposed StayFocused incorporates two
flexible mechanisms, i.e., Spatial-aligned Hypersphere Constraint
(SHC) and Channel-adapted Prompting Calibration (CPC). On the
one hand, the main purpose of SHC is to implicitly perform spatial
alignment by facilitating intra-class compactness and inter-class
separation between adversarial and natural samples. Based on the
angular margin measurement within the hypersphere space, it aims
to minimize the hyperspherical distribution distance within the
same category while maximizing the distinct margin from different
categories. On the other hand, CPC empowers the network to recal-
ibrate channel-wise feature responses by explicitly capturing the
interdependencies among different channels. Benefiting from the
top-𝐾 candidate class prompts, it dynamically adjusts the channel
magnitudes to prioritize important features while suppressing noise
and irrelevant features, leading to more accurate representations

against adversarial attacks. By incorporating diverse adversarial
objectives related to masking ratio, a flexible multi-head training
strategy is also proposed to learn more comprehensive feature rep-
resentations. Our main contributions are summarized as follows:

• Our work pioneers a novel perspective by identifying the
challenges of spatial attention shift and channel activation
disarray as critical factors contributing to the insufficient
adversarial robustness of deep learning models.

• Two well-designed mechanisms, i.e., SHC and CPC, are pro-
posed to effectively recalibrate spatial attention and channel
responses. Additionally, the StayFocused framework can
seamlessly incorporate additional branches, enhancing its
performance via a multi-head training strategy.

• Our StayFocused is comprehensively evaluated on multiple
large-scale datasets, and the promising performance on both
clean data and adversarial samples collectively demonstrates
its effectiveness over state-of-the-art algorithms.

2 RELATEDWORKS
2.1 Adversarial Attack
In the research community, adversarial attacks can be broadly clas-
sified into white-box and black-box attacks. It is noted that our
work is dedicated to defending against a variety of white-box at-
tacks [2, 11, 26, 31] while maintaining discriminative capability
on clean samples. Sezgedy et al. [31] introduced the concept of
adversarial samples, which involves adding imperceptible noise
to natural samples to cause misclassification by DNNs [33]. After
that, numerous influential techniques for white-box attacks have
emerged to combat adversarial examples. For example, Goodfellow
et al. [11] introduced the Fast Gradient Sign Method (FGSM) that
utilizes gradient information to identify the most aggressive per-
turbation within a specified range. Inspired by FGSM, Madry et al.
[26] proposed a multi-step perturbation strategy called projected
gradient descent (PGD) to generate stronger adversarial samples.
Different from the previous gradient search perturbation, Carlini
Wagner et al.[2] proposed an optimization-based attack method
as C&W, which is widely used to evaluate the robustness of deep
learning models. Furthermore, Croce et al. [7] explored an exten-
sion of PGD attacks and integrated them with existing attacks,
namely AutoAttack, to evaluate the robustness of adversarially
trained model.

2.2 Adversarial Defense
Adversarial Training. Among the various existing defense strate-
gies, adversarial training (AT) [19, 26, 35, 45] is widely acknowl-
edged and employed to enhance model robustness against adversar-
ial attacks and perturbations. Given the classification task based on
the batch training set X = {(𝑥1, 𝑦1), ..., (𝑥𝑛, 𝑦𝑛)}, where 𝑛 denotes
the batch size, each sample 𝑥 with the ground-truth label𝑦 is drawn
from the data distribution D. Theoretically, the function of AT can
be defined as a min-max optimization problem [9, 10, 36, 49],

min
𝜃

max
𝒙′∈B𝜖 (𝒙 )

L
(
F

(
𝒙′, 𝜃

)
, 𝑦
)
, (1)

where F represents a DNN-based model with weight parameters 𝜃 ,
𝒙′ is the adversarial example within the 𝐿𝑝 -norm ball B𝜖 (𝒙) = {𝒙′ :
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(a) Standard Training (b) Adversarial Training (c) Ours StayFocused

Figure 2: Comparisons of the averaged channel magnitudes between standard training, adversarial training, and our proposed
method for both natural and adversarial samples. In each plot, the 512 channels are sorted in descending order of magnitude.

∥𝒙′ − 𝒙 ∥𝑝 ≤ 𝜖} centered at 𝑥 and𝑦 is its corresponding label. In the
context of a classification task,L refers to the loss function, e.g., the
cross-entropy loss. Here, the inner maximization problem depends
on adversarial examples 𝒙′ generated within the 𝜖-ball. In contrast,
the outer minimization problem optimizes model parameters under
worst-case perturbations based on the inner maximization process.

Adversarial Distillation. The goal of knowledge distillation
is to transfer the knowledge learned by the large robust model
(teacher) to the lightweight target model (student), enabling the
student model to achieve similar performance with reduced compu-
tational resources [12]. Given a well-trained fixed teacher network
T with higher capacity, previous AD works [6, 10, 18, 20, 50] have
attempted to incorporate knowledge distillation with AT to en-
hance the adversarial robustness of the trainable student networks
S, which can be formulated as the following optimization:

min
𝑠

(1 − 𝛼)LCE (F𝑠 (𝑥) , 𝑦) + 𝛼𝜏2LKL (F𝑠 (𝒙′), F𝑡 (𝑥)), (2)

where 𝛼 is the trade-off factor and 𝜏 is a temperature constant,
LCE represents the cross-entropy (CE) loss that encourages the
student S to maximize the natural accuracy, and LKL denotes the
Kullback-Leibler (KL) divergence that aims to minimize the distri-
bution difference across teacher-student domains.

Advanced Adversarial Robustness. Recently, variants of ad-
vanced defense strategies have been proposed to enhance adversar-
ial robustness. For instance, the channel-wise activation suppress-
ing (CAS) strategy [1] suppressed redundant activations caused by
adversarial perturbations. To achieve a better trade-off, Zhang et
al.[45] decomposed the adversarial prediction error into the natural
error and boundary error, proposing TRADES to simultaneously
control both terms. Similarly, the Channel-wise Importance-based
Feature Selection (CIFS) [41] generated non-negative multipliers for
channels to manipulate channel activations for specific layers. In
contrast, MART [35] additionally considered misclassified examples
during adversarial training. Kim et al. [21] proposed a recalibra-
tion strategy called Feature Separation and Recalibration (FSR) to
recapture its potential discriminative clues. Furthermore, Yin et
al. [43] proposed an effective method named AGAIN to obtain the
attribution span of the model under real and random labels, aiming
to enlarge the learned attribution span.

3 METHODOLOGY
Technically, the proposed StayFocused is driven by a robustness
paradigm shift, specifically focusing on the challenges of spatial
attention shift and channel activation disarray posed by adversar-
ial attacks. Figure 3 provides a detailed pipeline of our proposed
StayFocused framework, comprising three essential modules: 1)
Multi-branches Feature Embedding, 2) Spatial-aligned Hypersphere
Constraint, and 3) Channel-adapted Prompting Calibration.

3.1 Multi-branches Feature Embedding
To proficiently capture distributed feature representations from
input images, a well-established multi-branch architecture is de-
signed as the backbone, comprising adversarial and clean branches.
Each encoder is initialized with a pretrained ResNet-18 model. In
the clean branches, StayFocused incorporates the concept of mask-
denoising [13, 39, 40] to explore the semantic-relevant local image.
By robustly capturing localized patterns from randomly masked
patches of images, we aim to capture the semantic relevance be-
tween different local images through two branches that share pa-
rameters, which can be formulated as follows:

min
𝜙

E(𝑥,𝑦)∼D LKL
(
𝑓𝜙 (𝑥), 𝑓𝜙 (Mask(𝑥))

)
, (3)

where 𝜙 represents the network parameters of the clean encoder.

3.2 Spatial-aligned Hypersphere Constraint
Inspired by contrastive learning [5, 14, 29], our SHC mechanism
aims to implicitly perform spatial alignment by enhancing intra-
class compactness and inter-class separation between adversarial
and natural samples. By measuring the angular margins and distri-
bution distance, it is engineered to anchor robust features within
the distribution of natural features, while dispersing features from
different classes across the hypersphere.

Typical Contrastive Learning. Contrastive learning serves as
a self-supervised learning paradigm, where the primary objective
is to drive the model to draw similar data points nearer within the
embedding space, while simultaneously pushing apart dissimilar
data points. As mentioned in [5], each instance 𝑥 contains a set of
positive views and a set of negative views [5]. In particular, the
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Figure 3: Illustration of the proposed spatial-aligned and channel-adapted learning paradigm (StayFocused) for combating
adversarial attacks and perturbations. Left: Multi-branch Feature Embedding is built on a multi-branch architecture to capture
both adversarial and natural feature representations.Middle: Spatial-aligned Hypersphere Constraint is designed to facilitate
intra-class compactness and inter-class separation between adversarial and natural samples. Right: Channel-adapted Prompting
Calibration aims to recalibrate channel-wise feature responses by modeling the interdependencies among channels.

contrastive loss function of a positive pair (𝑥𝑖 , 𝑥 𝑗 ) is defined as:

LCL = − log
exp(sim(𝑥𝑖 , 𝑥 𝑗 )/𝜏)

exp(sim(𝑥𝑖 , 𝑥 𝑗 )/𝜏) +
∑

𝑘∈N(𝑖 )
exp(sim(𝑥𝑖 , 𝑥𝑘 )/𝜏)

, (4)

where sim(𝑥𝑖 , 𝑥 𝑗 ) denotes a similarity metric between samples 𝑥𝑖
and 𝑥 𝑗 , N(𝑖) represents the set of negative embeddings.

Definition of Angular Margin. For the binary classification
task, let Δ(, ) represent the angle between each pair of feature em-
beddings. Suppose the learned adversarial feature 𝑥 ′ is given, where
Δ(𝑥 ′, 𝑥𝑎) and Δ(𝑥 ′, 𝑥𝑏 ) denote the angles between the adversarial
sample and natural samples from different ground-truth categories,

Δ(𝑥𝑎, 𝑥𝑏 ) = Δ(𝑥 ′, 𝑥𝑎) + Δ(𝑥 ′, 𝑥𝑏 ), (5)

To classify 𝑥 ′ in the spherical space, it is necessary to ensure that
Δ(𝑥 ′, 𝑥𝑎) is greater than the angles of the other class,

cos(𝑚 · Δ(𝑥 ′, 𝑥𝑎)) > cos(Δ(𝑥 ′, 𝑥𝑏 )). (6)

As shown in Figure 4, the decision boundary can be formulated as:

𝑚 · Δ(𝑥 ′, 𝑥𝑎) = Δ(𝑥 ′, 𝑥𝑏 ) . (7)

where 𝑚 ≥ 1 is an integer coefficient. According to Eq. (5) and
Eq. (7), the hyper-spherical angular marginM [23] between classes
𝑎 and 𝑏 can be calculated as:

M = |Δ(𝑥 ′, 𝑥𝑎) − Δ(𝑥 ′, 𝑥𝑏 ) | = 𝑚 − 1
𝑚 + 1

· Δ(𝑥𝑎, 𝑥𝑏 ) (8)

Hypersphere Contrastive Learning. Based on the aforemen-
tioned analysis, the essence of the angular margin lies in constrain-
ing the arc length on the unit circle, which in turn amplifies the

discriminative power of the features learned on the hypersphere.
Geometrically, we leverage the concept that the dot product of two
vectors can yield an angle, thereby transforming the optimization
of the feature vector into angle optimization on the unit sphere.
Formally, the multiplication of the adversarial and nature vectors
can be expressed as:

𝑥 · 𝑥 ′ = ∥𝑥 ∥⊤


𝑥 ′

 · cos (Δ(𝑥, 𝑥 ′)) . (9)

In this way, we can transform the comparison of traditional feature
similarity matrices into an optimization problem on a hypersphere
with an angular marginM. Compared with standard contrastive
learning, the objective function of hypersphere contrastive learning
is formulated as follows:

LSHC = − log
exp (cos(𝑚 · Δ(𝑥 ′

𝑖
, 𝑥

𝑖
) )/𝜏 )

exp (cos(𝑚 · Δ(𝑥 ′
𝑖
, 𝑥

𝑖
) )/𝜏 ) +∑

𝑗≠𝑖 exp (cos(Δ(𝑥 ′
𝑖
, 𝑥

𝑗
) )/𝜏 ) .

(10)

3.3 Channel-adapted Prompting Calibration
To combat challenges arising from channel activation disarray, the
CPC mechanism is meticulously designed to suppress redundant
channels while maintaining the activation of relevant channels.
Benefiting from the top-𝐾 candidate class prompts, this strategic
modulation enables the model to recalibrate its visual attention
towards crucial channels, enhancing its resilience and robustness
against adversarial attacks and perturbations.

Top-K Class Prompts. In parallel with advancing the adver-
sarial branch, we introduce a standard training branch to pinpoint
the centroids of distinct class clusters by incorporating category
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Figure 4: Details of spatial-aligned hypersphere constraint.

prototypes during the training phase. It can provide a more de-
tailed representation and understanding of each class’s inherent
characteristics and distributions in the feature space. After that, we
compute the cosine similarity between its feature representation
and the prototypes of all classes. As a result, the categories with top-
𝐾 confidence scores are selected as the class prompts. This selection
process ensures that the model focuses on the most relevant and
informative classes for each sample, enhancing its discriminative
capability and robustness against adversarial attacks.

Channel-wise Recalibration. In this part, we initially acquire
the preliminary channel feature response 𝑧′ for each adversarial em-
bedding via a forward inference process. Following the concept of
class activation mapping [48], we leverage the top-𝐾 class prompts
to recalibrate the channel-wise feature responses,

Training : 𝑧′
𝑙
= 𝛼 · 𝑧′

𝑙
𝑤
𝑦

𝑙
+ (1 − 𝛼)/𝐾 ·

∑︁
𝑧′
𝑙
𝑤𝑘
𝑙
, (11)

where 𝑘 ∈ {1, ..., 𝐾}, 𝛼 is a trade-off factor to balance the weights
between different classes, and𝑤𝑦

𝑙
and𝑤𝑘

𝑙
denote the channel weight

of the 𝑙-th feature map corresponding to ground-truth class 𝑦 and
top-𝐾 candidate classes, respectively. Given that label information
and nature samples are unavailable during the testing phase, the
class obtaining the highest score in similarity calculation with the
prototype is considered as the initial predicted class,

Inference : 𝑧′
𝑙
= 𝑧′

𝑙
𝑤
𝑝𝑟𝑒

𝑙
, (12)

where 𝑤𝑝𝑟𝑒

𝑙
denotes the channel weights of the 𝑙-th feature map

provided by its corresponding class prototype vector. Notably, the
internal maximization of the optimization objective depends on
estimating the gradients of input pixels based on the loss function.
During the adversarial sample generation phase, our CPC strat-
egy is maintained in a frozen state to ensure effective gradient
computation for various attack algorithms, without discarding any
informative channels.

Theoretical and Robust Analysis. Based on Eq. (11), the ob-
jective function for classification during the adversarial training

phase can be formulated as follows:

LCPC = LCE (𝜎 (𝑧′), 𝑦)
= LCE

(
𝜎
(
𝛼 · 𝑧′𝑤𝑦 + (1 − 𝛼) · 𝑧′𝑤 ′), 𝑦), (13)

where 𝜎 represents the softmax activation function,𝑤 ′ denotes the
class weights corresponding to candidate classes. By incorporating
the cross-entropy loss, LCPC can be transformed to:

LCPC = − log

{
exp [𝛼 · 𝑧′𝑤𝑦 + (1 − 𝛼) · 𝑧′𝑤 ′]∑𝑁

𝑗=0 exp
(
𝑧′𝑤 𝑗

) }

= −𝛼
(
𝑧′𝑤𝑦 − 𝑧′𝑤 ′) − 𝑧′𝑤 ′ + log


𝑁∑︁
𝑗=0

exp
(
𝑧′𝑤 𝑗

)
= −𝛼

(
𝑧′𝑤𝑦 − 𝑧′𝑤 ′) + log

[∑𝑁
𝑗=0 exp

(
𝑧′𝑤 𝑗

)
exp (𝑧′𝑤 ′)

]
,

(14)

where 𝑁 is the number of classification categories. Suppose ℎ =

𝑧′𝑤𝑦 − 𝑧′𝑤 ′ [43], Eq. (14) can be reformulated as:

LCPC = −𝛼ℎ+

log

{
exp (𝑧𝑤 ′)∑𝑁

𝑗=0
[
exp

(
𝑧′𝑤 𝑗 − 𝑧′𝑤 ′) ]

exp (𝑧′𝑤 ′)

}
= −𝛼ℎ + log


𝑁−1∑︁
𝑗≠𝑦

exp
(
𝑧′𝑤 𝑗 − 𝑧′𝑤 ′

)
+ exp (ℎ)

 .
(15)

Theoretically, under ideal classification conditions,

∇ℎL = −𝛼 + exp(ℎ)
𝑐 + exp (ℎ) = 0. (16)

Consequently, we can infer the following:

𝑧′𝑤𝑦 − 𝑧′𝑤 ′ = log


𝛼 ·∑𝑁−1

𝑗≠𝑦 exp
(
𝑧′𝑤 𝑗 − 𝑧′𝑤𝑘

)
1 − 𝛼

 . (17)

According to Eq. (17), a reasonable trade-off mechanism with 𝛼 , e.g.,
𝛼 = 0.5, allows the model to focus on the activated features associ-
ated with the predicted class while also considering the activated
features of related classes. Therefore, it is evident that a comprehen-
sive fusion strategy used in Eq. (11) enhances the model’s reliability
and robustness against adversarial perturbations.

3.4 Multi-head Training and Optimization
Intuitively, our flexible multi-head training approach serves as a
pivotal enhancement to the model’s capabilities. By integrating
insights from various heads, StayFocused gains a richer understand-
ing of the data distribution, leading to improved generalization and
resilience against adversarial attacks. Meanwhile, each head focuses
on capturing different aspects of the data, allowing the model to un-
derstand and adapt to various complexities and nuances presented
by adversarial inputs.

Total Objective Function. Based on the above analyses, the
training objective of the proposed StayFocused approach is a com-
bination of multiple loss functions from different modules, i.e.,

LTotal =
∑︁

Multi-head
(
LSHC + LCPC + LKL

)
. (18)
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Table 1: Comparisons of clean accuracy (%) and robust accuracy (%) against various adversarial attacks on the CIFAR-10 dataset.

CIFAR-10 ResNet-18 WideResNet-34-10

Method Ref. Clean FGSM PGD-20 PGD-50 PGD-100 C&W AA Clean FGSM PGD-20 PGD-50 PGD-100 C&W AA

AT ICLR’18 84.25 55.11 46.56 44.85 44.76 48.97 41.69 84.26 58.50 56.11 55.23 55.15 54.02 51.52
TRADES ICML’19 83.64 57.39 50.67 50.38 50.20 49.56 46.81 84.92 60.06 56.05 55.93 55.82 54.91 52.95
CAS ICLR’21 86.79 55.99 51.49 51.77 51.04 53.66 44.23 85.37 58.96 57.84 57.68 57.43 58.47 53.25
CIFS ICML’21 83.86 58.86 51.23 49.80 48.70 50.16 43.94 84.63 59.39 58.49 56.98 56.31 55.25 52.36
FSR CVPR’23 81.46 58.07 52.47 51.62 51.02 49.44 46.41 83.83 60.59 56.89 56.29 55.63 54.96 51.89
AGAIN-PGD-AT CVPR’23 87.88 56.87 54.43 53.62 53.13 55.80 49.31 87.36 59.80 60.73 60.04 59.83 61.52 53.19
AGAIN-AWP CVPR’23 86.52 62.43 59.35 59.11 58.85 61.19 51.89 90.31 62.76 62.43 62.29 62.01 68.13 53.59

StayFocused Head=2 88.08 68.08 65.45 64.94 64.62 65.26 61.13 87.99 63.34 58.19 57.28 57.24 57.05 57.79
StayFocused Head=3 89.02 74.72 74.19 73.55 73.39 73.16 62.10 88.31 68.95 63.83 63.68 63.67 61.66 58.10
StayFocused Head=4 89.80 76.87 75.81 75.59 74.94 72.24 67.29 89.28 77.44 77.03 76.73 75.76 70.14 62.60

Increased ↑ - 1.92% 14.44% 16.46% 16.48% 16.09% 11.97% 15.40% - 14.68% 14.60% 14.44% 13.75% 2.01% 9.01%

Table 2: Comparisons of clean accuracy (%) and robust accuracy (%) against various adversarial attacks on the SVHN dataset.

SVHN ResNet-18 WideResNet-34-10

Method Ref. Clean FGSM PGD-20 PGD-50 PGD-100 C&W AA Clean FGSM PGD-20 PGD-50 PGD-100 C&W AA

AT ICLR’18 91.21 55.55 42.55 39.36 37.54 40.61 45.58 91.33 61.76 55.08 53.27 52.86 51.16 47.46
TRADES ICML’19 90.99 58.10 47.12 43.83 43.55 45.48 46.29 94.89 63.27 57.88 55.32 54.88 55.04 51.53
CAS ICLR’21 90.39 65.24 51.98 44.39 43.75 53.53 47.40 91.85 62.46 58.35 56.05 55.63 56.18 48.84
CIFS ICML’21 93.21 66.24 52.02 48.57 47.49 50.13 46.95 94.46 63.45 59.44 57.46 57.02 56.32 51.04
FSR CVPR’23 91.28 60.46 43.94 39.74 39.01 50.22 49.27 93.46 62.87 56.71 54.84 53.36 52.68 49.97
AGAIN-PGD-AT CVPR’23 92.69 65.32 60.54 55.63 53.25 58.22 51.04 94.02 64.24 60.35 58.48 59.86 62.03 53.23
AGAIN-AWP CVPR’23 91.57 66.58 63.56 58.63 57.01 61.28 53.25 93.68 64.70 62.09 61.94 61.39 64.78 53.62

StayFocused Head=2 93.14 67.79 63.81 62.79 62.54 66.03 57.72 94.50 70.51 63.27 56.02 54.19 58.34 53.28
StayFocused Head=3 93.40 72.52 67.58 66.77 66.57 65.99 58.99 95.06 79.44 73.75 68.21 65.58 70.47 54.76
StayFocused Head=4 93.54 69.55 68.42 67.98 67.86 68.15 57.89 95.56 80.41 77.44 72.59 68.81 75.04 56.94

Increased ↑ - 0.33% 5.94% 4.86% 9.35% 10.85% 6.87% 5.74% 0.67% 15.71% 15.35% 10.65% 7.42% 10.26% 3.32%

Through the joint optimization of these losses, our approach can
further improve the robustness and reliability of deep learning mod-
els. Our experimental results demonstrate that a straightforward
summation of the objective loss, without incorporating weight con-
straints, yields satisfactory outcomes across various benchmark
datasets. The training algorithm of StayFocused is shown in our
supplementary materials.

4 EXPERIMENTS
4.1 Datasets, Baselines, and Metrics
In our experiments, we evaluate the effectiveness of our proposed
StayFocused framework on two benchmark datasets, i.e., CIFAR-10
[22] and SVHN [28]. In particular, a wide range of state-of-the-
art baselines are introduced, including two AT methods, namely
AT[26] and TRADES [45], and five advanced adversarial robustness
methods, including CAS [1], CIFS [41], FSR [21], AGAIN [43] and
AGAIN with AWP [38]. To make a fair comparison, we utilize
natural/clean accuracy on natural test samples and robust accuracy
on adversarial test samples as the primary evaluation criteria.

4.2 Implementation Details
Following the existing studies, we adopt the ResNet-18 [15] and
WideResNet-34-10 [44] as the backbone architecture for the pro-
posed StayFocused method.

Training Phase. Following the conventional settings in existing
works[21], we utilize the stochastic gradient descent (SGD) opti-
mizer with momentum 0.9, weight decay 5×10−4, an initial learning
rate of 0.1 for CIFAR-10 and 0.01 for SVHN, which is divided by 10
at the 75th and 90th epochs. We apply our method to adversarial
training PGD-10 (10-step PGD) with a step size of 2/255 and the
perturbation 𝜖 in the adversarial attack under 𝐿∞-norm is set to
8/255 for all methods.

Evaluation Phase. The robustness of the model is evaluated
by measuring the correct accuracy of the model under different
adversarial attacks. We choose several adversarial attack methods
to attack the trained model, including single-step attack algorithm
FGSM [11], multi-step attack algorithm PGD [26] (PGD-10, PGD-20,
PGD-50 and PGD-100), C&W [2], and AutoAttack (AA) [7]. The
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Figure 5: Ablation study (%) for the proposed StayFocused
framework with different 𝛼 configurations on CIFAR-10.

maximum perturbation strength of all attack methods under 𝐿∞-
norm is set to 8/255 and the step size is 0.1× 𝜖 . This comprehensive
evaluation ensures a robust assessment of the model’s resilience
against a wide range of adversarial perturbations.

4.3 Comparisons with State-of-The-Art
To evaluate the effectiveness of our StayFocused in enhancing adver-
sarial robustness, we conduct comprehensive experiments against a
variety of state-of-the-art baselines on CIFAR-10 and SVHNdatasets.
The comparative results are summarized in Table 1 and Table 2.

Evaluation on CIFAR-10 Dataset. We can observe that our
proposed StayFocused method clearly outperforms all the compar-
ative baselines on benchmark datasets. Compared to the current
best-performing method, i.e., AGAIN-AWP, StayFocused trained
by ResNet-18 model on the CIFAR-10 achieves an average improve-
ment of 3.28% (89.80% vs. 86.52%) in clean accuracy and an average
improvement of 16.09% (74.94% vs. 58.85%) under the standard
100-step PGD attack. Particularly, when facing the challenging
scenario of comprehensive attack method AA, the classification
accuracy of StayFocused shows a 15.4% improvement (67.29% vs.
51.89%) and a 9.01% improvement (62.60% vs. 53.59%) in ResNet-
18 and WideResNet-34 on CIFAR-10, respectively. Furthermore,
the evaluation results on the ResNet-18 model reveal a substantial
improvement of 11.05% in test accuracy (72.24% vs. 61.19%) for Stay-
Focused compared to the AGAIN-AWP baseline under C&W attack.
Therefore, the above experimental results show that our StayFo-
cused method effectively uses prior knowledge from the standard
training branch to recalibrate visual attention and perform spatial
alignment, and has better robust performance compared with SOTA
in the same field.

Evaluation on SVHN Dataset. To evaluate the generalizability
of StayFocused on large datasets, we conduct extensive experiments
on the real-world dataset SVHN. The proposed StayFocused frame-
work surpasses the current state-of-the-art approaches by a large
margin. In particular, StayFocused achieves substantial improve-
ments in terms of Top-1 accuracy on clean samples, surpassing the
state-of-the-art approaches by 1.97% (93.54% vs. 91.57%) and 1.88%
(95.56% vs. 93.68%). Consistently, StayFocused increases PGD-100
attack accuracy by 10.85% on ResNet-18 and 7.42% on WideResNet-
34. Furthermore, the AA accuracy increased significantly by 5.74%
(58.99% vs. 53.25%) and 3.32% (56.94% vs. 53.62%) on the ResNet-
18 and WideResNet-34 models respectively, further confirms the
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Figure 6: Ablation study (%) for the proposed StayFocused
framework with different top-𝐾 configurations on CIFAR-10.

technical superiority of StayFocused in real-world scenarios. These
experimental results provide compelling evidence regarding the
efficacy and robustness of StayFocused across a range of real-world
datasets exhibiting attacks of varying intensity.

4.4 Parameter Analysis
We study an exhaustive parameter analysis of our proposed Stay-
Focused method under different parameter configurations. Specifi-
cally, we focus on analyzing the effects of two key parameters: the
trade-off factor of 𝛼 and the hyperparameter of 𝐾 in Eq. (11).

Hyperparameter 𝛼 . The hyperparameter 𝛼 controls the ra-
tio between true labels and the top-𝐾 candidate prompts. As 𝛼
increases, the model allocates greater attention to feature maps
associated with the true label. When 𝛼 = 1, only feature maps rel-
evant to the true label are amplified. Conversely, as 𝛼 decreases,
the model prioritizes feature maps of the top-𝐾 candidate prompts,
with 𝛼 = 0 exclusively enhancing these maps. We experimented
with different 𝛼 values using ResNet-18 on CIFAR-10 to find the op-
timal 𝛼 . Through experimentation and analysis in Figure 5. When 𝛼
equals 0 or 1, the model exclusively attends to the feature map under
top-𝐾 candidate prompts and those under true labels, respectively.
Based on experimental results, 𝛼 = 0.5 yields the optimal outcome.
Thus, we adopt 𝛼 = 0.5 during experiments to prioritize the feature
map associated with true labels while enabling the model to learn
additional feature knowledge.

Hyperparameter 𝐾 . The hyperparameter top-𝐾 dictates the
number of candidate prompts considered. When 𝐾 = 1, only real
labels are utilized. As 𝐾 increases, more pertinent candidate feature
maps are incorporated. We vary 𝐾 and conduct experiments on
the CIFAR-10 dataset using ResNet-18 to ascertain the optimal top-
𝐾 . The experimental results are depicted in Figure 6. Observing
the experimental results, the best performance is achieved when
𝐾=2. However, with further increments in the number of top-𝐾 ,
the model absorbs an excessive number of redundant feature maps,
leading to a reduction in discriminative capability.

4.5 Ablation Studies
Effect on Each Component.We systematically evaluate the im-
pact of each component on the model’s performance. The compara-
tive results are presented in Table 3. "StayFocused w/o CPC" shows
reduced adversarial robustness, emphasizing CPC’s critical role in
suppressing redundant channels and recalibrating visual attention.
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Figure 7: T-SNE Visualization of the discriminative features learned by PGD-AT and our StayFocused method on CIFAR-10.

(a) ResNet, AT, Clean (b) ResNet, AT, Adversarial (c) ResNet, ours, clean (d) ResNet, Ours, Adversarial

Figure 8: T-SNE Visualization of the discriminative features learned by PGD-AT and our StayFocused method on SVHN.

Table 3: Ablation studies (%) for the proposed StayFocused
framework on the CIFAR-10 dataset.

Method SHC CPC Clean FGSM PGD-100 C&W AA

Standard AT ✗ ✗ 84.25 55.11 44.76 48.97 41.69
w/o CPC ✓ ✗ 86.75 56.29 50.61 50.40 45.43
w/o SHC ✗ ✓ 85.61 66.83 63.52 61.75 52.37

StayFocused ✓ ✓ 88.08 68.08 64.62 65.26 61.13

Table 4: Comparison of our StayFocused with other con-
trastive measurement methods. The SHA module is replaced
by Cossim [37] and InfoNCE [14].

Method Cossim vs. InfoNCE vs. SHA

Clean 85.86 85.66 88.08
FGSM 57.45 58.47 68.08
PGD-100 52.51 55.79 64.62
C&W 58.49 63.88 65.26

Similarly, excluding the SHC mechanism significantly decreases
clean accuracy, as evidenced by "StayFocused w/o SHC".

Effect on Hypersphere Constraint. We also comprehensively
compare the hyper-sphere contrastive learning used in our SHC
mechanism. The comparative results are presented in Table 4. Com-
pared with two popular measurement methods, cosine similarity
[37] and InfoNCE [14, 24], experimental results show that SHC
substantially improves clean accuracy and adversarial robustness
under various adversarial attacks. The results from the ablation
studies above underscore the significance of our SHCmechanism in
enhancing both intra-class compactness and inter-class separation.

4.6 Visualization Results
Spatial Alignment. As illustrated in Figure 1, we adopt the class
activation mapping approach to identify the relevant attentional
visual regions. In contrast to traditional methods susceptible to
adversarial attacks, as demonstrated in Figure 1 our approach con-
sistently directs its attention towards the most relevant regions
associated with the ground-truth labels.

Channel Recalibration.Meanwhile, Figure 2(c) visualizes the
averaged channel magnitudes derived from StayFocused. This visu-
alization vividly showcases the efficacy of our approach in coun-
teracting channel activation disarray. By recalibrating the channel-
wise feature responses, our method ensures a more coherent and
stable representation of visual information.

T-SNE Visualization. To further showcase the effectiveness
of StayFocused, we employ the T-SNE technique [30] to represent
the distributions of feature representations for both clean and ad-
versarial samples. As depicted in Figure 7 and Figure 8, the T-SNE
[30] plots resulting from our StayFocused method exhibit a substan-
tial increase in intra-class compactness, while revealing a notable
improvement in the separation between different classes.

5 CONCLUSION
In this paper, we discovered the phenomenon of adversarial per-
turbation causing spatial attention shift and channel activation
disarray and proposed a StayFocused paradigm to recalibrate the
spatial attention and channel responses from a new perspective
to solve the above problems. The proposed StayFocused method
implicitly conducts spatial alignment and leverages top-K candi-
date class prompts to maintain focus on discriminative features,
combined with a multi-head training strategy to enhance resilience
against adversarial attacks. Comprehensive experiments prove that
our method is sufficiently effective and universal, and can be inte-
grated into existing advanced frameworks.



Stay Focused is All You Need for Adversarial Robustness MM ’24, October 28–November 1, 2024, Melbourne, VIC, Australia.

Acknowledgments
This work was supported in part by the National Natural Science
Foundation of China (Grant Nos. 62302172, 62176077, and 62176065),
in part by the Guangdong International Science and Technology Co-
operation Project (Grant No. 2023A0505050108), in part by the Shen-
zhen Key Technical Project (Grant Nos. JSGG20220831092805009,
JSGG20201103153802006), and in part by the Opening Project of
GuangDong Province Key Laboratory of Information Security Tech-
nology (Grant No. 2023B1212060026).

References
[1] Yang Bai, Yuyuan Zeng, Yong Jiang, Shu-Tao Xia, Xingjun Ma, and Yisen Wang.

2020. Improving Adversarial Robustness via Channel-wise Activation Suppress-
ing. In Proceedings of the International Conference on Learning Representations
(ICLR).

[2] Nicholas Carlini and David Wagner. 2017. Towards evaluating the robustness of
neural networks. In Proceedings of IEEE Symposium on Security and Privacy (SP).
39–57.

[3] Bingzhi Chen, Sisi Fu, Yishu Liu, Jiahui Pan, Guangming Lu, and Zheng Zhang.
2024. CariesXrays: Enhancing caries detection in hospital-scale panoramic dental
X-rays via feature pyramid contrastive learning. In Proceedings of the AAAI
Conference on Artificial Intelligence (AAAI), Vol. 38. 21940–21948.

[4] Bingzhi Chen, Yishu Liu, Zheng Zhang, Guangming Lu, and AdamsWai Kin Kong.
2024. Transattunet: Multi-level attention-guided u-net with transformer for med-
ical image segmentation. IEEE Transactions on Emerging Topics in Computational
Intelligence 8, 1 (2024), 55–68.

[5] Ting Chen, Simon Kornblith, Mohammad Norouzi, and Geoffrey Hinton. 2020.
A simple framework for contrastive learning of visual representations. In Pro-
ceedings of the International Conference on Machine Learning (ICML). PMLR,
1597–1607.

[6] Minhao Cheng, Qi Lei, Pin-Yu Chen, Inderjit Dhillon, and Cho-Jui Hsieh. 2022.
CAT: Customized Adversarial Training for Improved Robustness. In Proceedings
of the International Conference on International Joint Conferences on Artificial
Intelligence (IJCAI). 673–679.

[7] Francesco Croce and Matthias Hein. 2020. Reliable evaluation of adversarial
robustness with an ensemble of diverse parameter-free attacks. In Proceedings of
the International Conference on Machine Learning (ICML),. PMLR, 2206–2216.

[8] HadiMDolatabadi, Sarah Erfani, and Christopher Leckie. 2022. ℓ∞-robustness and
beyond: Unleashing efficient adversarial training. In Proceedings of the European
Conference on Computer Vision (ECCV). Springer, 467–483.

[9] Junhao Dong, Seyed-Mohsen Moosavi-Dezfooli, Jianhuang Lai, and Xiaohua Xie.
2023. The enemy of my enemy is my friend: Exploring inverse adversaries for
improving adversarial training. In Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition (CVPR). 24678–24687.

[10] Micah Goldblum, Liam Fowl, Soheil Feizi, and Tom Goldstein. 2020. Adversarially
robust distillation. In Proceedings of the AAAI Conference on Artificial Intelligence,
Vol. 34. 3996–4003.

[11] Ian J Goodfellow, Jonathon Shlens, and Christian Szegedy. 2014. Explaining and
harnessing adversarial examples. arXiv preprint arXiv:1412.6572 (2014).

[12] Jianping Gou, Baosheng Yu, Stephen J Maybank, and Dacheng Tao. 2021. Knowl-
edge distillation: A survey. IJCV 129 (2021), 1789–1819.

[13] Kaiming He, Xinlei Chen, Saining Xie, Yanghao Li, Piotr Dollár, and Ross Girshick.
2022. Masked autoencoders are scalable vision learners. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR). 16000–
16009.

[14] Kaiming He, Haoqi Fan, Yuxin Wu, Saining Xie, and Ross Girshick. 2020. Momen-
tum contrast for unsupervised visual representation learning. In Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition (CVPR). 9729–9738.

[15] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. 2016. Deep residual
learning for image recognition. In Proceedings of the IEEE Conference on Computer
Vision and Pattern Recognition (CVPR). 770–778.

[16] Bo Huang, Mingyang Chen, Yi Wang, Junda Lu, Minhao Cheng, and Wei Wang.
2023. Boosting Accuracy and Robustness of Student Models via Adaptive Adver-
sarial Distillation. In Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition (CVPR). 24668–24677.

[17] Xiaojun Jia, Yong Zhang, Xingxing Wei, Baoyuan Wu, Ke Ma, Jue Wang, and
Xiaochun Cao. 2022. Prior-guided adversarial initialization for fast adversarial
training. In Proceedings of the European Conference on Computer Vision (ECCV).
Springer, 567–584.

[18] Xiaojun Jia, Yong Zhang, BaoyuanWu, KeMa, JueWang, and Xiaochun Cao. 2022.
LAS-AT: Adversarial Training With Learnable Attack Strategy. In Proceedings of
the IEEE Conference on Computer Vision and Pattern Recognition (CVPR). 13398–
13408.

[19] Gaojie Jin, Xinping Yi, Dengyu Wu, Ronghui Mu, and Xiaowei Huang. 2023.
Randomized Adversarial Training via Taylor Expansion. In Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition (CVPR). 16447–16457.

[20] Junho Kim, Byung-Kwan Lee, and Yong Man Ro. 2021. Distilling robust and non-
robust features in adversarial examples by information bottleneck. Proceedings
of the Advances in Neural Information Processing Systems (NeurIPS) 34 (2021),
17148–17159.

[21] Woo Jae Kim, Yoonki Cho, Junsik Jung, and Sung-Eui Yoon. 2023. Feature
Separation and Recalibration for Adversarial Robustness. In Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition (CVPR). 8183–8192.

[22] Alex Krizhevsky, Geoffrey Hinton, et al. 2009. Learning multiple layers of features
from tiny images. (2009).

[23] Weiyang Liu, Yandong Wen, Zhiding Yu, Ming Li, Bhiksha Raj, and Le Song. 2017.
Sphereface: Deep hypersphere embedding for face recognition. In Proceedings of
the IEEE Conference on Computer Vision and Pattern Recognition (CVPR). 212–220.

[24] Yishu Liu, Bingzhi Chen, Shuihua Wang, Guangming Lu, and Zheng Zhang. 2024.
Deep Fuzzy Multi-Teacher Distillation Network for Medical Visual Question
Answering. IEEE Transactions on Fuzzy Systems (2024), 1–15.

[25] Yishu Liu, Qingpeng Wu, Zheng Zhang, Jingyi Zhang, and Guangming Lu. 2023.
Multi-Granularity Interactive Transformer Hashing for Cross-modal Retrieval. In
Proceedings of the ACM International Conference on Multimedia (MM). 893–902.

[26] Aleksander Madry, Aleksandar Makelov, Ludwig Schmidt, Dimitris Tsipras, and
Adrian Vladu. 2018. Towards Deep Learning Models Resistant to Adversarial
Attacks. In Proceedings of the International Conference on Learning Representations
(ICLR). 1–28.

[27] Muzammal Naseer, Salman Khan, Munawar Hayat, Fahad Shahbaz Khan, and
Fatih Porikli. 2022. Stylized adversarial defense. IEEE Transactions on Pattern
Analysis and Machine Intelligence (TPAMI) 45, 5 (2022), 6403–6414.

[28] Yuval Netzer, Tao Wang, Adam Coates, Alessandro Bissacco, Baolin Wu, An-
drew Y Ng, et al. 2011. Reading digits in natural images with unsupervised
feature learning. In Proceedings of the Advances in Neural Information Processing
Systems (NeurIPS) workshop on Deep Learning and Unsupervised Feature Learning,
Vol. 2011. Granada, Spain, 7.

[29] Aaron van den Oord, Yazhe Li, and Oriol Vinyals. 2018. Representation learning
with contrastive predictive coding. arXiv preprint arXiv:1807.03748 (2018).

[30] Ramprasaath R Selvaraju, Michael Cogswell, Abhishek Das, Ramakrishna Vedan-
tam, Devi Parikh, and Dhruv Batra. 2017. Grad-cam: Visual explanations from
deep networks via gradient-based localization. In Proceedings of the IEEE Interna-
tional Conference on Computer Vision (ICCV). 618–626.

[31] Christian Szegedy,Wojciech Zaremba, Ilya Sutskever, Joan Bruna, Dumitru Erhan,
Ian Goodfellow, and Rob Fergus. 2013. Intriguing properties of neural networks.
arXiv preprint arXiv:1312.6199 (2013).

[32] Chunwei Tian, Xuanyu Zhang, Xu Liang, Bo Li, Yougang Sun, and Shichao Zhang.
2023. Knowledge distillation with fast CNN for license plate detection. IEEE
Transactions on Intelligent Vehicles (2023), 1–7.

[33] Chunwei Tian, Menghua Zheng, Bo Li, Yanning Zhang, Shichao Zhang, and
David Zhang. 2024. Perceptive self-supervised learning network for noisy im-
age watermark removal. IEEE Transactions on Circuits and Systems for Video
Technology (2024), 1–14.

[34] Hao Wang, Yitong Wang, Zheng Zhou, Xing Ji, Dihong Gong, Jingchao Zhou,
Zhifeng Li, and Wei Liu. 2018. Cosface: Large margin cosine loss for deep face
recognition. In Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition (CVPR). 5265–5274.

[35] Yisen Wang, Difan Zou, Jinfeng Yi, James Bailey, Xingjun Ma, and Quanquan Gu.
2019. Improving adversarial robustness requires revisiting misclassified examples.
In Proceedings of the International Conference on Learning Representations (ICLR).

[36] Zeming Wei, Yifei Wang, Yiwen Guo, and Yisen Wang. 2023. Cfa: Class-wise
calibrated fair adversarial training. In Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition (CVPR). 8193–8201.

[37] Nicolai Wojke and Alex Bewley. 2018. Deep cosine metric learning for person
re-identification. In IEEE Winter Conference on Applications of Computer Vision
(WACV). 748–756.

[38] Dongxian Wu, Shu-Tao Xia, and Yisen Wang. 2020. Adversarial weight per-
turbation helps robust generalization. Proceedings of the Advances in Neural
Information Processing Systems (NeurIPS) 33 (2020), 2958–2969.

[39] Zhenda Xie, Zheng Zhang, Yue Cao, Yutong Lin, Jianmin Bao, Zhuliang Yao,
Qi Dai, and Han Hu. 2022. Simmim: A simple framework for masked image
modeling. In Proceedings of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition (CVPR). 9653–9663.

[40] Zhenda Xie, Zheng Zhang, Yue Cao, Yutong Lin, YixuanWei, Qi Dai, and Han Hu.
2023. On data scaling in masked image modeling. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition (CVPR). 10365–10374.

[41] Hanshu Yan, Jingfeng Zhang, Gang Niu, Jiashi Feng, Vincent Tan, and Masashi
Sugiyama. 2021. CIFS: Improving Adversarial Robustness of CNNs via Channel-
wise Importance-based Feature Selection. In Proceedings of the International
Conference on Machine Learning (ICML). PMLR, 11693–11703.

[42] Shuo Yang and Chang Xu. 2022. One Size Does NOT Fit All: Data-Adaptive
Adversarial Training. In Proceedings of the European Conference on Computer



MM ’24, October 28–November 1, 2024, Melbourne, VIC, Australia. Bingzhi Chen et al.

Vision (ECCV). Springer, 70–85.
[43] Shenglin Yin, Kelu Yao, Sheng Shi, Yangzhou Du, and Zhen Xiao. 2023. AGAIN:

Adversarial Training With Attribution Span Enlargement and Hybrid Feature
Fusion. In Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition (CVPR). 20544–20553.

[44] Sergey Zagoruyko and Nikos Komodakis. 2016. Wide residual networks. Pro-
ceedings of the British Machine Vision Conference (BMVC) (2016).

[45] Hongyang Zhang, Yaodong Yu, Jiantao Jiao, Eric Xing, Laurent El Ghaoui, and
Michael Jordan. 2019. Theoretically principled trade-off between robustness
and accuracy. In Proceedings of the International Conference on Machine Learning
(ICML). 7472–7482.

[46] Shiji Zhao, Jie Yu, Zhenlong Sun, Bo Zhang, and Xingxing Wei. 2022. Enhanced
accuracy and robustness via multi-teacher adversarial distillation. In Proceedings
of the European Conference on Computer Vision (ECCV). Springer, 585–602.

[47] Tianhang Zheng, Changyou Chen, and Kui Ren. 2019. Distributionally adver-
sarial attack. In Proceedings of the Association for the Advancement of Artificial
Intelligence (AAAI), Vol. 33. 2253–2260.

[48] Bolei Zhou, Aditya Khosla, Agata Lapedriza, Aude Oliva, and Antonio Torralba.
2016. Learning deep features for discriminative localization. In Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition (CVPR). 2921–2929.

[49] Jianing Zhu, Jiangchao Yao, Bo Han, Jingfeng Zhang, Tongliang Liu, Gang Niu,
Jingren Zhou, Jianliang Xu, and Hongxia Yang. 2022. Reliable Adversarial Distil-
lation with Unreliable Teachers. In Proceedings of the International Conference on
Learning Representations (ICLR).

[50] Bojia Zi, Shihao Zhao, Xingjun Ma, and Yu-Gang Jiang. 2021. Revisiting adversar-
ial robustness distillation: Robust soft labels make student better. In Proceedings
of the IEEE International Conference on Computer Vision (ICCV). 16443–16452.


	Abstract
	1 INTRODUCTION
	2 RELATED WORKS
	2.1 Adversarial Attack
	2.2 Adversarial Defense

	3 METHODOLOGY
	3.1 Multi-branches Feature Embedding
	3.2 Spatial-aligned Hypersphere Constraint
	3.3 Channel-adapted Prompting Calibration
	3.4 Multi-head Training and Optimization

	4 EXPERIMENTS
	4.1 Datasets, Baselines, and Metrics
	4.2 Implementation Details
	4.3 Comparisons with State-of-The-Art
	4.4 Parameter Analysis
	4.5 Ablation Studies
	4.6 Visualization Results

	5 CONCLUSION
	References

