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Abstract

An established measure of the expressive power of a given ReLU neural network is
the number of linear regions into which it partitions the input space. There exist
many different, non-equivalent definitions of what a linear region actually is. We
systematically assess which papers use which definitions and discuss how they
relate to each other. We then analyze the computational complexity of counting the
number of such regions for the various definitions. Generally, this turns out to be an
intractable problem. We prove NP- and #P-hardness results already for networks
with one hidden layer and strong hardness of approximation results for two or more
hidden layers. Finally, on the algorithmic side, we demonstrate that counting linear
regions can at least be achieved in polynomial space for some common definitions.

1 Introduction

Neural networks with rectified linear unit (ReLU) activations are among the most common and
fundamental models in modern machine learning. The functions represented by ReLU networks are
continuous and piecewise linear (CPWL), meaning that the input space can be partitioned into finitely
many pieces on each of which the function is affine. Such pieces are called linear regions. This leads
to the following intuition: the more linear regions a neural network can produce, the more complex
problems it is capable of solving. Consequently, starting with [Pascanu et al.|[2014] and Montufar
et al. [2014], the number of linear regions became a standard measure of the expressive power of
a ReLU network. Substantial effort has been put into understanding this quantity, e.g., by deriving
upper and lower bounds depending on the network architecture or by developing algorithms to count
it. More information can be found in the surveys Huchette et al.[[2023]], Balestriero et al.|[2025]].

Despite the significant interest in understanding the number of linear regions, surprisingly little is
known about the most natural associated computational complexity question: Given a neural network,
what are the time and space requirements needed to determine how many regions it has? The main
objective of our paper is to make progress on this question by proving complexity-theoretical results
on the problem of counting linear regions.

However, before one can even talk about counting linear regions, one has to properly define them.
What sounds like a simple exercise is actually a non-trivial task. In the literature, there exists a variety
of non-equivalent definitions of what counts as a linear region of a ReLU network. For example,
some authors define it via possible sets of active neurons, others define it solely based on the function
represented by the neural network. Some authors require regions to be full-dimensional, or connected,
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or even convex, others do not. Inconsistencies between definitions have led to confusion and even
minor flaws in previous work, as we explain in Appendix [A.4]

1.1 Our Contributions

Definitions of linear regions. In order to raise awareness to the technical, but important and non-
trivial inconsistencies regarding the definition of linear regions in neural networks, we identify six
non-equivalent, commonly used definitions in Section[3] We discuss how they relate to each other
and provide a table demonstrating which authors used which definitions in previous work. We do not
make a recommendation about what definition is the most reasonable one to use, as this depends on
the context, but we encourage all authors of future papers to be aware of the subtleties carried by the
different options and to be explicit about which definition they use and why.

Complexity of counting regions in shallow networks. As for many questions regarding ReLU
networks, it makes sense to first understand the most basic case with one hidden layer. In SectionEi],
we prove that, regardless of which of the six definitions one uses, the seemingly simple question
of deciding whether a shallow network has more than one linear region can indeed be decided in
polynomial time. However, for all six definitions, we show that determining the exact number of
regions is #P-hard, meaning that, unless the commonly believed conjecture #P # FP fails, one
cannot count regions of a shallow network in polynomial time. Furthermore, our reduction shows
that even finding an algorithm that approximately counts the number of regions for one hidden layer
might be intractable, as it would resolve long-standing open questions in the context of counting cells
of hyperplane arrangements [Liniall [1986].

Complexity of counting regions in networks with more than one hidden layer. [Wang| [2022]
showed that deciding if a deep neural network has more than K regions is NP-hard. In Section 3]
we improve upon |Wang|[2022]] in several aspects. While the hardness by Wang| [2022] only applies
to networks with logarithmically growing depth (in the input dimension), we show that hardness
can be proved for every constant number of hidden layers > 2 and even in the case K = 1, that is,
for deciding if the network has more than one linear region. Our reduction also implies running-
time lower bounds based on the exponential-time hypothesis. We furthermore show that, unless
common complexity assumptions fail, one cannot even approximate the number of regions within an
exponential factor in polynomial time.

Counting regions using polynomial space. While most of our results are concerned with lower
bounds, in Section[6} we turn our attention towards proving an upper bound on the computational
complexity of region counting. [Wang| [[2022]] prove that for one definition of linear regions, the
problem can be solved in exponential time. We show the stronger statement that for three of our
definitions, polynomial space is sufficient.

Limitations. Our paper is of theoretical nature and we strive towards a thorough understanding of
the problem of counting regions from a computational complexity perspective. As such, we naturally
do not optimize our algorithms and reductions for efficiency or practical use, in contrast to, e.g.,
Serra et al.| [2018]] and |Cati et al.| [2023]]. Our hardness results are of worst-case nature. Consequently,
although beyond the scope of our paper, it is conceivable that additional assumptions render the
problem tractable. For example, it would be very interesting to devise algorithms for region counting
on networks that have been trained using gradient descent, as there is evidence that such networks
have fewer regions [[Hanin and Rolnick} 2019], which might allow faster algorithms. Not all of our
results are valid for all of the six definitions we identify. We discuss the open problems resulting
from this in the context of the respective sections. In our list of definitions in Section [3]and the
corresponding Table[T} we tried to capture the most relevant previous works on linear regions, but a
full literature review, like Huchette et al.|[2023)]], is beyond the scope of our paper.

1.2 Related work

Huchette et al.|[2023]] survey polyhedral methods for deep learning, also treating the study of linear
regions in detail. To the best of our knowledge, the first bounds on the number of regions in terms of
the network architecture (e.g., number of neurons, network depth) were developed by [Pascanu et al.
[2014]] and Montufar et al.|[2014]]. Subsequently, better bounds were established [Raghu et al.,|2017|

'The proof by Wang][[2022]] works for a different definition than claimed in their paper; see Appendix



Arora et al 2018| [Serra et al.,|2018|, |[Zanottil |2025a]. |Arora et al.| [2018]] prove that every CPWL
function can be represented by a ReLU network.

Several works have developed algorithms for enumerating linear regions. [Serra et al|[2018]] and
Cai et al.|[2023] present mixed-integer programming based routines to count the number of regions
and Masden| [2025]] presents an algorithm to enumerate the full combinatorial structure of activation
regions. As discussed above, [Wang| [2022] provides some initial results on the computational
complexity of counting regions, which we strengthen significantly in this paper. Our reductions are
related to other decision problems on trained neural networks, e.g., verification [Katz et al.| 2017,
deciding injectivity or surjectivity [Froese et al.,[2025alb|] or deciding whether the Lipschitz constant
of a ReLU network exceeds a certain threshold [Virmaux and Scaman, [2018| Jordan and Dimakis|,
2020].

Another line of research has studied the question of how to construct ReLU networks for functions
with a certain number of regions [He et al.| [2020, |Chen et al.,|2022| [Hertrich et al., 2023, Brandenburg
et al.,2025| [Zanotti, |2025b]]. The number of regions of maxout networks was studied by Montufar
et al.| [2022]. Note that all our hardness results hold for maxout networks, too, as maxout is a
generalization of ReL.U. Goujon et al.| [2024] present bounds for general piecewise linear activation
functions. The average number of linear regions was studied, among others, by [Hanin and Rolnick
[2019], Tseran and Montufar|[2021]]. Our work is inspired by the aim to better understand complexity-
theoretic aspects of neural networks; another well-studied question in that regime is the complexity of
training [Goel et al., 2021}, [Froese et al., 2022} [Froese and Hertrich| [2023] Bertschinger et al.,|[2023]].

2 Preliminaries

For n € N, we write [n] := {1,...,n}. Foraset P C R", we denote by P, P°, and P its closure,
interior, and boundary, respectively. The ReLU function is the real function = — max(0, ). For
any n € N, we denote by o : R®™ — R" the function that computes the ReLU function in each
component.

Polyhedra, CPWL functions, and hyperplane arrangements. A polyhedron P is the intersection
of finitely many closed halfspaces. A polytope is a bounded polyhedron. A face of P is either the
empty set or a set of the form argmin{c 'z : 2 € P} for some c € R™. A polyhedral complex P
is a finite collection of polyhedra such that ) € P, if P € P then all faces of P are in P, and if
P, P’ € P,then PN P’ is aface of P and P’. A function f : R™ — R is continuous piecewise linear
(CPWL), if there exists a polyhedral complex P such that the restriction of f to each full-dimensional
polyhedron P € P is an affine function. If this condition is satisfied, then f and P are compatible. A
hyperplane arrangement H is a collection of hyperplanes in R™. A cell of a hyperplane arrangement
is an inclusion maximal connected subset of R™ \ ({4, H). A hyperplane arrangement naturally
induces an associated polyhedral complex with the cells being the maximal polyhedra of the complex.

ReLU networks. A ReLU neural network N with d > 0 hidden layers is defined by d + 1 affine
transformations 779 : R™i-1 — R™ z+ A®z + b fori € [d + 1]. We assume that ng = n and
ng+1 = 1. The ReLU network N computes the CWPL function fy : R™ — R with

fn=TY"Yogo...og0T®,

The matrices A®) € R™*"-1 are called the weights and the vectors b} € R"™ are the biases of

the i-th layer. We say the network has depth d + 1 and size s(N) := 2?21 n;. Equivalently, ReLU
networks can also be represented as layered, directed, acyclic graphs where each dimension of each
layer is represented by one vertex, called a neuron. Each neuron computes an affine transformation
of the outputs of its predecessors, applies the ReLU function, and outputs the result. We denote the
CPWL function mapping the network input to the output of a neuron v by fx, : R™ — R. If the
reference to the ReLU network NV is clear, we abbreviate fy , by fo.

Activation patterns. Given a ReLU network N, a vector a € {0,1}*(V) is called an activation
pattern of N if there exists an input z € R such that when IV receives x as input, the ¢-th neuron in
N has positive output (is active) if a; = 1 and 0 if a; = 0. Given an activation pattern a € {0, I}S(N ),
the network collapses to an affine function f§; : R” — R, and each neuron ¢ outputs an affine
function ff, ; : R™ — R (fR; is the zero function if a; = 0). Again, if the reference to the ReLU
network NV is clear, we abbreviate fy ; by f;.



Encoding size. We use (-) to denote the encoding size of numbers, matrices, or entire neural
networks, where we assume that numbers are integers or rationals encoded in binary such that they
take logarithmic space. More details can be found in Appendix[A.T]

Computational Complexity. We give an informal overview over some notions of computational
complexity and refer to [Arora and Barakl 2009 for further reading. A function f : {0,1}* — {0,1}
is in P if f is computable in polynomial time by a deterministic Turing machine, in NP if it is
computable in polynomial time by a non-deterministic Turing machine, and in RP if it is computable
in polynomial time by a randomized Turing machine that never outputs false positives and accepts a
correct input with probability at least 1/2. Intuitively, P contains problems that can be efficiently
solved while NP contains those whose solutions can be efficiently verified. It widely believed that
P #NP and RP # NP hold. A function f : {0,1}* — N is in #P if there is a polynomial time
non-deterministic Turing machine, which has exactly f(x) accepting paths for any input 2 € {0, 1}*
and in FPSPACE if f is computable by a deterministic Turing machine that uses polynomial space. A
problem is called hard for NP (analogously, for #P) if all other problems in this class can be reduced
to it in polynomial time, and complete if it is both hard and contained in the class itself.

3 Definitions of linear regions

In this section we extract the six most commonly used definitions of linear regions from the literature
and discuss their relations alongside with important properties and subtleties. TableI] provides an
overview of which previous papers use which definitions.

The set of inputs that have the same activation pattern induce a subset of R™ on which f is affine.

Definition 1 (Activation Region). Given a network N and an activation pattern a € {0, 1) with
support I C [s(N)], the set Sy o = {x € R™ : fi(x) >0 foralli € I, f#(x) <0 foralli ¢ I}
is an activation region of IN. If the reference to the ReLU network is clear, we abbreviate Sy o by S,.

Activation regions can be open, closed, neither open nor closed, and full- or low-dimensional, see
Figure|l|for some examples. The (disjoint) union of all activation regions is exactly R™. In particular,
the number of activation regions equals the number of activation patterns. It is important to note that
the term activation region is used ambiguously. For example, Hanin and Rolnick]| [2019] use the term
to refer to only full-dimensional activation regions.

Definition 2 (Proper Activation Region). Given a ReLU network N, a proper activation region of N
is a full-dimensional activation region of N.

While the previous two definitions depend on the neural network representation itself, the following
four definitions depend only on the CPWL function represented by the ReLU network and are
independent from the concrete representation.

Definition 3 (Convex Region). Given a ReLU network N and a polyhedral complex P that is
compatible with fy, a convex region of N given P is a full-dimensional polyhedron P € P. The

Paper Definitions Paper Definitions
Pascanu et al.|[2014] Montufar et al.|[2022]]
Montufar et al.|[2014]] ‘Wang [2022]

Raghu et al.|{[2017]]

Arora et al.|[2018]]

Serra et al.| [2018]]

Hanin and Rolnick! [2019]
He et al.|[2020]

Rolnick and Kording|[2020]
Tseran and Montufar| [2021]] Zanotti| [2025al]
Chen et al.|[2022]] Zanotti| [2025b]]

Table 1: List of papers that use one or several definitions. Additional notes on the papers marked
with an asterisk can be found in Appendix [A.3] [Lezeau et al. [2024] use another definition that lies
between Definitions 4] and 5] see Appendix

Cai et al.|[2023]]

Hertrich et al.|[2023]]
Huchette et al.|[2023]
Goujon et al.| [2024]]
Brandenburg et al.|[[2025]]
Masden|[2025]]




Figure 1: A ReLU network computing the function f(z,y) = max(—y, min(0, —z)). The closed
connected regions (center left) and the activation regions (center right) are displayed. The slice
{(x,0) : > 0} is contained in the two closed connected regions with functions 0 (red) and —y
(blue). We have Rg = Rs = R4 = 3, R3 = 4, Ry = 5 and R; = 7. In anti-clockwise direction
starting from the region with value 0, the activation patterns are 010110, 000000, 001001, 101001,
100000, 110010 and 110110 (neurons are ordered from the upper left to the lower right).

number of convex regions of N is the minimum number of convex regions of any polyhedral complex
‘P that is compatible with f.

Note that many different polyhedral complexes can attain this minimal number. Hence, in general, it
is not possible to refer to a polyhedron P as a ‘convex region of N’ without specifying an associated
polyhedral complex.

Another option to define linear regions is to use inclusion-maximal connected subsets on which the
function computed by the ReLU network is affine, leading to the following definitions.

Definition 4 (Open Connected Region). Given a ReLU network N, an open connected region of N
is an open, inclusion-wise maximal connected subset of R™ on which fy is affine.

Definition S (Closed Connected Region). Given a ReLU network N, a closed connected region of N
is a (closed) inclusion-wise maximal connected subset of R™ on which fy is affine.

The subtle difference in the definition of open and closed connected regions has an important
consequence: As Zanotti [2025a] showed, P NP, = 0P, N 0P, holds for any distinct open
connected regions P, P». Interestingly, the same is not true for closed connected regions. This is
due to the fact that a closed connected region can continue on a low-dimensional slice of another
closed connected region, which leads to a part of the boundary of one closed connected region to be
contained in the interior of another closed connected region. [Zanotti| [2025a] Figure 1] gives a neat
example where a low dimensional slice even connects two seemingly disconnected full-dimensional
sets; another example can be found in Figure[I] Every open connected region is the interior of the
closure of a union of some proper activation regions, see Lemma[A.2] However, a closed connected
region is in general not the closure of a union of some activation regions (see Appendix [C.T)).

Hanin and Rolnick! [2019] define the set of open connected regions as the connected components of
the input space where the set of points on which the gradient of fy is discontinuous are removed.
Alternatively, the set of open connected regions is equal to the unique set S with the minimum number
of open connected subsets such that | Jg ¢ S = R"™ and fy restricted to any S € S is affine, see
Lemmal[A.T] The same is not true for closed connected regions, since there can be multiple sets S with
the minimal number of closed connected subsets such that | J¢. s S = R" and fy restricted to any
S € S is affine. For example, in Figure[I] in such a minimal set S there is exactly one closed subset
corresponding to the closed connected region with the constant zero function. There are multiple
options to choose this subset, e.g. (—00, 0] X [0, 00) or ((—o00, 0] X [0,00)) U{(z,0) : z > 0}.

By dropping the requirement of being connected, we obtain the following definition.

Definition 6 (Affine Region). Given a ReLU network N, an affine region of N is an inclusion-wise
maximal subset of R™ on which fy is affine.

For each definition, a linear region S C R"™ of a ReLLU network N can be associated with an affine
function g : R™ — R such that fy(x) = g(x) for all x € S. The affine function g is unique if S is
full-dimensional. We say that the function g is computed or realized on S. If g is the zero function,
we call S a zero region and a nonzero region otherwise. The following theorem is immediate from
the definitions.



Figure 2: The function max(0, =) + max (0, —y) — max(0,  — y) + min(max(0, z — 2), max (0, y —
2)) — 2min(max(0,z — 1), max(0,y — 1)). We have Rg =7, R5; = 8, and Ry = 9.

Theorem 3.1. Given a ReLU network N, let R1, Ro, . . ., Rg denote the number of activation regions,
proper activation regions, convex regions, open connected regions, closed connected regions and
affine regions, respectively. Then: Rg < R5 < R4 < R3 < Ry < R;.

The examples in Figures [1] and 2] show that each inequality in Theorem [3.1| can be strict. [Zanotti
[2025a]) showed R, € O((Rg)"t!). He et al.[[2020] showed Rs < (Rg)!. Trivially, B; < 25(N),

Problem definitions for counting linear regions. In the remainder of the paper, we consider
algorithmic problems arising from counting linear regions. Both decision problems (e.g., deciding
if the number of regions is larger than a given threshold) or function problems (such as computing
exactly or approximately the number of linear regions) are detailed below.

K -REGION-DECISION
Input: A ReLU network N.
Question: Does N have strictly more than K linear regions (according to a specified definition)?

LINEAR REGION COUNTING
Input: A ReLLU network N.
Question: What is the number of linear regions of N (according to a specified definition)?

4 Counting regions: one hidden layer

In this section, we derive our results for ReLU networks with one hidden layer. Our first main result
is that 1-REGION-DECISION can be solved in polynomial time for ReLU networks with one hidden
layer. Detailed proofs of the statements in this section are given in Appendix [B.I]

Theorem 4.1. 1-REGION-DECISION for networks with one hidden layer is in P for Definitions ] to[6]

The idea of the proof is as follows. In a ReLU network N with one hidden layer, each neuron
corresponds to a hyperplane that divides the input space into two halfspaces. It is not guaranteed
that each hyperplane also leads to a discontinuity of the gradient of fy, since the functions of the
neurons with the same hyperplane may add up to an affine function. The proof of Theorem [.1|shows
that detecting whether a hyperplane of a neuron is canceled can be done in polynomial time. All
hyperplanes of the network cancel if and only if the network computes an affine function and has thus
only one linear region according to Definitions [3|to[6] For Definitions[T]and[2} 1-REGION-DECISION
is trivial.

Froese et al|[2025b, Lemma 15] give a result similar to Theorem 4.1} They show that for a network
with one hidden layer without biases, one can determine in polynomial time whether the network
computes the constant zero function, and otherwise find a point on which the network computes a
nonzero value. In contrast, Theorem .1 considers biases and nonzero affine functions.

Turning to the problem of exactly counting the number of regions, we show the following theorem.

Theorem 4.2. LINEAR REGION COUNTING for ReLU networks with one hidden layer is #P-hard for
Definitions | and[6| and #P-complete for Definitions|I|to

Proof sketch. Containment in #P is easy for Definitions |1} and [2] since an activation pattern a €
{0, I}S(N ) of a ReLU network N is a unique certificate for a (proper) activation region, which can



be verified in polynomial time by computing the dimension of the set S,,, see Lemma[A.5] More
modifications are necessary to show #P containment also for Definitions [3]and [

To prove #P-hardness, we reduce from the problem of counting the number of cells of a hyperplane
arrangement which is #P-complete, see [Liniall |{1986]]. Starting from a hyperplane arrangement # in
R™, we carefully construct a neural network whose linear regions exactly correspond to the cells of
the hyperplane arrangement. With proper technical adjustments, this works for all six definitions. [

Linial|[1986] proved the #P-completeness of counting the number of cells of a hyperplane arrange-
ment by reducing from the #P-complete problem of counting the number of acyclic orientations of a
graph. His reduction implies that LINEAR REGION COUNTING remains #P-hard even for networks
with one hidden layer where A®) = (1,...,1), b =0, b® = 0, and A() is the transpose of an
incidence matrix of a directed graph.

It is an open problem whether LINEAR REGION COUNTING is in #P for Definitions[5]and[6] Notice
that a single activation pattern does not suffice as a certificate, since two proper activation regions
with a non-empty intersection can have the same affine function. For example, consider the function
max(0, z) + max(0, —y) — max (0, z — y) with zero regions (—oo, 0] x [0, 00) and [0, c0) X (—00, 0].

To the best of our knowledge, it is unknown whether there is a polynomial factor approximation
algorithm for approximating the number of cells in a hyperplane arrangement. Thus, it is also an open
problem whether LINEAR REGION COUNTING has a polynomial factor approximation algorithm that
runs in polynomial time.

5 Counting regions: going beyond one hidden layer

Here, we prove hardness results for ReLU networks with more than one hidden layer. Detailed proofs
of the statements in this section are given in Appendix [B.2] together with more detailed discussions
providing additional intuition for some of the proofs.

5.1 Hardness of the decision version

From a result of [Wang|[2022]], the following theorem follows immediately.

Theorem 5.1 ([Wang, 2022]). For any fixed constant K € N>, K-REGION-DECISION for ReLU
networks of depth ©(logn) is NP-hard according to Definitions|3|to @

In their reduction from 3-SAT, they construct a network computing a minimum of n + 1 terms. As
known constructions for computing the minimum require depth ©(log n), this leads to hardness for
counting regions of networks with depth ©(log n). With Theorem 5.2} we improve on the result by
showing that the problem remains NP-hard even for networks with two hidden layers.

Theorem 5.2. For any fixed constants K,L € N>, L > 2, K-REGION-DECISION for ReLU
networks with L hidden layers is NP-hard for Definitions[3]to6]

As a consequence, we even obtain hardness of the question whether there exists more than a single
region. Proving this special case is also the first step of proving Theorem[5.2] as captured by the
following lemma for the special case K = 1 and L = 2.

Lemma 5.3. 1-REGION-DECISION for ReLU networks with two hidden layers is NP-complete
according to Definitions [3to[6]

Proof sketch. We reduce from SAT. Given a SAT formula ¢, we carefully construct a neural network
Ny with two hidden layers that has nonzero regions contained in e-hypercubes around (0-1) points
that satisfy ¢ and is constantly zero anywhere else. In this way, if ¢ is unsatisfiable, then Ny computes
the constant zero function and has exactly one linear region. If ¢ is satisfiable, then Ny has strictly
more than one linear region (one zero region and at least one nonzero region).

Given a 3-SAT formula ¢ with m clauses, the network Ny from the reduction in the proof of
Lemmahas input dimension and width O(m), whereas the network that is created in the reduction
of Theorem 5.2 has input dimension O(m) and width O(m + K). We note that there is an alternative
way to prove the NP-hardness of Lemma Froese et al.| [2025b), Theorem 18] show that the



problem of deciding whether or not a network without biases with one hidden layer has a point which
evaluates to a positive value is NP-complete. By taking the maximum of the output of the network
used in their reduction with the zero function, we obtain the NP-hardness of Lemma[5.3} However,
our reduction offers a new perspective on the difficulty of the problem. In fact, the ideas used in our
reduction are built upon in Section[5.2]to obtain results on the hardness of approximation of LINEAR
REGION COUNTING. Moreover, our reduction has different properties, for example, all nonzero linear
regions are bounded. This is not possible without biases, since then, all nonzero regions correspond
to a union of polyhedral cones.

Theorem[5.2]can be proven using Lemma(5.3]in two steps. First, we can extend the hardness result
of Lemma(5.3|from 1-REGION-DECISION to K -REGION-DECISION by adding a new function with
K linear regions, and second, we can increase the number of hidden layers of the resulting network
from 2 to L by adding L — 2 additional hidden layers that compute the identity function.

As a corollary of Theorem [5.2] we obtain insights on the following decision problem.

L-NETWORK-EQUIVALENCE
Input: Two ReLU networks N, N’ with L hidden layers.
Question: Do the networks N and N’ compute the same function?

Two ReLU networks compute the same function if and only if the difference of the networks is
the zero function. Since this difference can be computed by a single ReL.U network, we obtain the
following.

Corollary 5.4. 1-NETWORK-EQUIVALENCE is in P, and, for any fixed constant L > 2, L-NETWORK-
EQUIVALENCE is coNP-complete.

We also obtain the following runtime lower bound based on the Exponential Time Hypothesis

Corollary 5.5. For any fixed constants K,L € N,L > 2, K-REGION-DECISION and LINEAR
REGION COUNTING for Definitions [3|to[6]for ReLU networks with input dimension n and L hidden

layers cannot be solved in 2°™ or 2°VAN)) time unless the Exponential Time Hypothesis fails.

The 2°(™) lower bound can be seen as another example of the curse of dimensionality in machine
learning. As the input dimension grows, the problem quickly becomes intractable.

5.2 Hardness of exact and approximate counting

Here, we show that even approximating the number of linear region is hard for certain definitions.
We prove two inapproximability results for different network architectures. For the first result, we
use the proof ideas of Lemma[5.3|to show the following lemma.

Lemma 5.6. For any fixed constant L € N, L > 3, there is a reduction from #SAT to LINEAR
REGION COUNTING for networks with L hidden layers according to Definitions ] and 5}

Proof sketch. Given a SAT formula ¢, the network Ny from the proof of Lemma has some
nonzero linear regions contained in the e-hypercube around every satisfying (0-1) point of ¢. In
order to get control over the number of linear regions created per satisfying point, we carefully need
to modify the network Ny such that every satisfying assignment of ¢ creates the same number of
nonzero linear regions. This yields a simple formula relating the number of linear regions of the ReLU
network with the number of satisfying assignments of ¢. We achieve this by taking the minimum
of the modified network with an appropriate function, which increases the number of hidden layers
by one but does not change the width compared to Nyg. The reduction can be extended to ReLU
networks with L > 3 hidden layers as before. O

We note that Lemma 5.6 does not hold for Definition [6] since the constructed network has multiple
closed connected regions with the same affine function. Lemma 5.6 shows that a network having
few regions does not necessarily imply that the regions of the network are “easy to count”. On the
contrary, it shows that instances with relatively few regions can lead to #P-hard counting problems.

’The Exponential Time Hypothesis [Impagliazzo and Paturil 2001]] states that 3-SAT on n variables cannot
be solved in 2°C time.



The reduction from #SAT implies that approximating LINEAR REGION COUNTING is intractable as
well, in the following sense: We define an approximation algorithm achieving approximation ratio
p < 1 as an algorithm that is guarantee(ﬂ to return, given a network N as input, a number that is at
least p times the number of regions of N. In fact, even though Lemma|5.6]only holds for Definitions[4]
and 3] it is sufficient to prove the inapproximability result also for Definitions [3]and [6]

Theorem 5.7. For any fixed constant L € N, L > 3, it is NP-hard to approximate LINEAR REGION
COUNTING for Definitions|3|to @ within an approximation ratio larger than (2" + 1)~ for networks
with L hidden layers and input dimension n.

Proof. If a SAT formula has no satisfying assignment, the network produced by the reduction of
Lemma [5.6] will have exactly 1 linear region according to Definitions [3|to [} Otherwise, it will
have at least 1 4+ 2" linear regions according to Definitions [3|to [6] If it was possible to achieve an
approximation ratio larger than (2" + 1) ! in polynomial time we could decide if a SAT formula is
satisfiable in polynomial time. This concludes the proof. O

We note that very similar ideas also rule out a fully polynomial randomized approximation scheme
(FPRAS) for approximating the number of linear regions. A FPRAS [Jerruml 2003 is a randomized
polynomial-time (in the size of the input and 1/¢) algorithm that returns a number T such that
Prob[(1 — )R < T < (1 + €¢)R] > 3/4, where R is the number of regions of the network.
Theorem [5.7] can be easily adapted to show no FPRAS can exist for estimating the number of regions
of neural network unless NP =RP.

Theorem [5.7]does not imply hardness of approximation for ReLU networks with two hidden layers.
In the following, we show that approximation is indeed hard for networks with two hidden layers for
Definitions[4]to[6] although with a weaker inapproximability factor than in Theorem

Theorem 5.8. Given a ReLU network with two hidden layers and input dimension n, for every
e € (0,1) it is NP-hard to approximate LINEAR REGION COUNTING by a ratio larger than 2-0(n'™)

for Definitions 3| to[6]

Proof Sketch. Given a SAT formula ¢, the network Ny in the proof of Lemmahas exactly one
linear region if ¢ is unsatisfiable and at least 2 linear regions if ¢ is satisfiable. We proceed by
showing that for a ReLU network N with R linear regions, the network computing the function
f&) RE 5 R, f(k)(xlh ooy Tpy ooy Thly ooy T ) = Zle In (21, ..., T4, has exactly R linear
regions. In words, f(*) is simply the sum of k copies of fx each having as input a disjoint set of n
variables. Applying this construction to Ny for appropriate values of £ gives the desired result. [

6 Counting regions using polynomial space

Due to the #P-hardness of LINEAR REGION COUNTING, we do not expect that efficient (polynomial
time) algorithms for counting the number of linear regions exist. Wang| [2022] claimed that LINEAR
REGION COUNTING for Definition [5] would be in EXPTIME. As stated in Appendix the
algorithm actually works for Definitiond]instead of Definition[5] Since closed connected regions are
generally not a union of activation regions, it is still an open problem whether even an EXPTIME
algorithm is possible for Definition[5] Also for Definition[3] to the best of our knowledge, it is not
clear whether an EXPTIME algorithm exists, because there are infinitely many options to choose the
underlying polyhedral complex. On the contrary, we show in this section that for Definitions
and[6] the number of regions can be computed in polynomial space and therefore also in EXPTIME.

Theorem 6.1. LINEAR REGION COUNTING is in FPSPACE for Definitions|I} 2| and 6]

It is not hard to see that computing the number of activation regions and proper activation regions is
possible in space that is polynomial in (V). Consider the following (informal) algorithm: Given a
ReLU network N, iterate over all 2°(") vectors in {0, 1}*(), and for each vector a € {0,1}*V),
compute the dimension of S, in time polynomial in (N) (see Lemma|A.5)) to determine if S, is an
activation region or a proper activation region, and increase a counter by one if this is the case.

3The algorithm may be probabilistic and return the correct answer with probability bounded away from 1/2.



Counting the number of affine regions is slightly more complicated, because a naive approach
enumerating all the activation patterns would need to keep track of all the affine coefficients already
seen to avoid double-counting, which is infeasible in polynomial space. Instead, we iterate over all
possible affine functions by enumerating all possible coefficient combinations that have an encoding
size of less than a polynomial upper bound, and check if there is a proper activation region on which
the affine function is realized. The running time of this algorithm is exponential in the encoding size
of the network, but it suffices to prove FPSPACE containment.

We describe how to count regions in Algorithm [2] The comments in the algorithms refer to the
lemmas that show that the computation in the respective line can be performed in polynomial space.

Algorithm 1 SEARCHAFFINEPIECE

Input: A ReLU network N and a vector (a1, ..., a,,b) € Q"L

Output: 1if 7" | a;z; + b is a function of an affine region of N, else 0.
1: fora € {0,1}*V) do

2: if dim .S, = n then > (LemmalA.5)
3: if >0 a;z; + b= fY(z) then return I > (Lemma|A.4)
return 0

Algorithm 2 EXHAUSTIVESEARCH

Input: A ReLU network N.
Output: Number of affine regions of NV.

1: Nmax = max{no,n1,...,Nd+1}

2: U = 23640} s (Amax) > (Lemma

3: R=0

4: for (a,b) € {-U,...,U}"" x {1,...,U}"*! do

5: if ged(a;,b;) = 1 fori € [n + 1] then

6: R < R + SEARCHAFFINEPIECE(N, (..., 1)) > (Lemma
return R

The algorithms for counting (proper) activation regions (Definitions [I|and [2)) show fixed-parameter
tractability of LINEAR REGION COUNTING with respect to the number of neurons. Furthermore,
recent results of |Froese et al.| [2025a, Corollary 4.4] imply W[1]-hardness of LINEAR REGION
COUNTING for ReLU networks with two or more hidden layers when parameterized by the input
dimension (for Definitions [3] to [). However, the fixed-parameter tractability status of LINEAR
REGION COUNTING remains open for other parameterizations and definitions.

7 Conclusion

We collected and discussed six commonly used non-equivalent definitions for linear regions of ReLU
networks. We proved #P-hardness for counting the number of linear regions (for all six definitions)
and NP-hardness for several associated decision problems (for most definitions). We further showed
that for ReLU networks with two or more hidden layers, even approximating the number of linear
regions is NP-hard (again, for most definitions). On the positive side, we showed that for some
definitions, linear regions can at least be counted in polynomial space.

There remain many interesting open problems and directions for future work. Is LINEAR REGION
COUNTING in EXPTIME for Definitions [3] and [3] (are there even finite algorithms)? Can some of
the results in Sections [4]to[6|be extended to all six definitions? For example, is LINEAR REGION
COUNTING for ReLU networks with one hidden layer contained in #P also for Definitions 5] and [6]?
Is the problem of approximating the number of linear regions also NP-hard for ReLU networks with
one hidden layer? Finally, it would be interesting to study the fixed-parameter tractability of LINEAR
REGION COUNTING under different parameterizations and definitions.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We accurately describe our contributions in abstract and introduction. All
claims are proven in the main text or appendix.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We accurately discuss the limitations of our work in all appropriate places. We
also have a dedicated section about limitations at the end of Section[L.1]

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: All assumptions are mentioned in the statements. All proofs are given in the
main text or appendix.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]
Justification: No experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]
Justification: No experiments.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification: No experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: No experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: No experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: Purely theoretical research.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: Purely theoretical research.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Purely theoretical research.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: No assets were used.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: No new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: No crowdsourcing or research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: No crowdsourcing or research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: No non-standard LLM usage.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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