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Abstract

Graph convolutional networks (GCNs) are dis-
criminative models that directly model the class
posterior p(y|x) for semi-supervised classifica-
tion of graph data. While being effective, as a
representation learning approach, the node repre-
sentations extracted from a GCN often miss useful
information for effective clustering, because the
objectives are different. In this work, we design
normalizing flows that replace GCN layers, lead-
ing to a generative model that models both the
class conditional likelihood p(x|y) and the class
prior p(y). The resulting neural network, GC-
Flow, retains the graph convolution operations
while being equipped with a Gaussian mixture
representation space. It enjoys two benefits: it
not only maintains the predictive power of GCN,
but also produces well-separated clusters, due to
the structuring of the representation space. We
demonstrate these benefits on a variety of bench-
mark data sets. Moreover, we show that additional
parameterization, such as that on the adjacency
matrix used for graph convolutions, yields addi-
tional improvement in clustering.

1. Introduction

Semi-supervised learning (Zhu, 2008) refers to the learning
of a classification model by using typically a small amount
of labeled data with possibly a large amount of unlabeled
data. The presence of the unlabeled data, together with ad-
ditional assumptions (such as the manifold and smoothness
assumptions), may significantly improve the accuracy of
a classifier learned even with few labeled data. A typical
example of such a model in the recent literature is the graph
convolutional network (GCN) of Kipf & Welling (2017),
which capitalizes on the graph structure (considered as an ex-
tension of a discretized manifold) underlying data to achieve
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effective classification. GCN, together with other pioneering
work on parameterized models, have formed a flourishing
literature of graph neural networks (GNNs), which excel at
node classification (Zhou et al., 2020; Wu et al., 2021).

However, driven by the classification task, GCN and other
GNNs may not produce node representations with useful
information for goals different from classification. For ex-
ample, the representations do not cluster well in some cases.
Such a phenomenon is of no surprise. For instance, when
one treats the penultimate activations as the data represen-
tations and uses the last dense layer as a linear classifier,
the representations need only be close to linearly separable
for an accurate classification; they do not necessarily form
well-separated clusters.

This observation leads to a natural question: can one build
a graph representation model that is effective for not only
classification but also clustering? The answer is affirma-
tive. One idea is to, rather than construct a discriminative
model p(y|x) as all GNNs do, build a generative model
p(x]y)p(y) whose class conditional likelihood is defined by
explicitly modeling the representation space, for example
by using a mixture of well-separated unimodal distributions.
Indeed, the recently proposed FlowGMM model (Izmailov
et al., 2020) uses a normalizing flow to map the distribution
of input features to a Gaussian mixture, resulting in well-
structured clusters. This model, however, does not leverage
the graph structure.

In this work, we present graph convolutional normalizing
flows (GC-Flows), a generative model that not only classifies
well, but also yields node representations that capture the
inherent structure of data, as a result forming high-quality
clusters. We can relate GC-Flows to both GCNs and FlowG-
MMs. On the one hand, GC-Flows incorporate each GCN
layer with an invertible flow. Such a flow parameterization
allows training a model through maximizing the likelihood
of data representations being a Gaussian mixture, mitigat-
ing the poor clustering effect of GCNs. On the other hand,
GC-Flows augment a usual normalizing flow model (such
as FlowGMM) that is trained on independent data, with one
that incorporates graph convolutions as an inductive bias in
the parameterization, boosting the classification accuracy.
In Figure 1, we visualize for a graph data set the nodes in
the representation space. It suggests that GC-Flow inherits
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(a) FlowGMM, Silhouette = 0.73, F1 = 0.52

(b) GCN, Silhouette = 0.34, F1 = 0.81

(c) GC-Flow, Silhouette = 0.73, F1 = 0.82

Figure 1. Representation space of the data set Cora under different models, visualized by t-SNE. Coloring indicates groud-truth labeling.
Silhouette coefficients measure cluster separation. Micro-F1 scores measure classification accuracy.

the clustering effect of FlowGMM, while being similarly
accurate to GCN for classification.

Standard GNNs’ inefficiency in clustering is well recog-
nized by the literature and several efforts exist for improve-
ment (Zhu et al., 2021; Li et al., 2022; Jing et al., 2022;
Fettal et al., 2022). These methods are typically loss-driven,
through using a clustering loss or a contrastive loss to train
the GNN, possibly without using labels. What distinguishes
GC-Flow from these efforts is the direct modeling of the
representation space, lacked by prior work. Moreover, we
directly make a new GNN architecture, beyond using merely
the loss to drive the node representations. All such is made
possible by the normalizing flow, a generative and invertible
modeling technique that allows density estimation and like-
lihood training. Normalizing flows are as powerful as feed-
forward networks (a component of GCN besides the graph
convolution) in terms of expressivity; and their training costs
scale similarly as those of feed-forward networks/GCNs.
The benefit of GC-Flow is best seen in cluster separation,
empirically verified by a comprehensive set of experiments
we demonstrate in §5.

‘We make the following contributions:

1. We develop a generative model GC-Flow, with spec-
ification of the class conditional p(x|y) and the class
prior p(y). GC-Flow models the representation space
(with variables denoted by z) by using Gaussian mixture,
leading to an anticipated high quality of node clustering.

2. We establish a determinant lemma that reveals the role
of the determinant of the adjacency matrix in density
estimation, enabling the efficient training of GC-Flow.

3. We demonstrate that empirically, the node representa-
tions learned by GC-Flow admit cluster separations sev-
eral folds higher under the silhouette score, compared
with standard GNNs and those trained by using con-
trastive losses. We also show that parameterizing the
graph convolution operator further improves clustering.

2. Related Work

Graph neural networks (GNNs) are machineries to pro-
duce node- and graph-level representations, given graph-
structured data as input (Zhou et al., 2020; Wu et al., 2021).
A popular class of GNNs are message passing neural net-
works (MPNNs) (Gilmer et al., 2017), which treat infor-
mation from the neighborhood of a node as messages and
recursively update the node representation through aggre-
gating messages and combing the result with the past node
representation. Many popular GNNs can be considered
MPNN, such as GG-NN (Li et al., 2016), GCN (Kipf
& Welling, 2017), GraphSAGE (Hamilton et al., 2017),
GAT (Velickovié et al., 2018), and GIN (Xu et al., 2019).

Normalizing flows are invertible neural networks that can
transform a data distribution to a typically simple one, such
as the normal distribution (Rezende & Mohamed, 2015;
Kobyzev et al., 2021; Papamakarios et al., 2021). The in-
vertibility allows estimating densities and sampling new data
from the otherwise intractable input distribution. The den-
sities of the two distributions are related by the change-of-
variable formula, which involves the Jacobian determinant
of the flow. Computing the Jacobian determinant is costly in
general; thus, many proposed neural networks exploit con-
strained structures, such as the triangular pattern of the Ja-
cobian, to reduce the computational cost. Notable examples
include NICE (Dinh et al., 2015), IAF (Kingma et al., 2016),
MAF (Papamakarios et al., 2017), ReaNVP (Dinh et al.,
2017), Glow (Kingma & Dhariwal, 2018), and NSF (Durkan
et al., 2019). While these network mappings are composed
of discrete steps, another class of normalizing flows with
continuous mappings have also been developed, which use
parameterized versions of differential equations (Chen et al.,
2018b; Grathwohl et al., 2019).

Normalizing flows can be used for processing or creating
graph-structured data in different ways. For example, Graph-
NVP (Madhawa et al., 2019) and GraphAF (Shi et al., 2020)
are graph generative models that use normalizing flows to
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generate a graph and its node features. GANF (Dai & Chen,
2022) uses an acyclic directed graph to factorize the joint
distribution of time series data and uses the estimated data
density to detect anomalies. GNF (Liu et al., 2019) is both
a graph generative model and a graph neural network. For
the latter functionality, GNF is relevant to our model, but
its purpose is to classify rather than to cluster. Furthermore,
the architecture of GNF differs from ours in the role the
graph plays, incurring no determinant calculation with re-
spect to the graph adjacency matrix (cf. our Lemma 4.1).
CGF (Deng et al., 2019) extends the continuous version
of normalizing flows to graphs, where the dynamics of the
differential equation is parameterized as a message passing
layer. The difference between our model and CGF inherits
the difference between discrete and continuous flows in how
parameterizations transform distributions.

For clustering, several graph-based methods were devel-
oped based on the use of GNNs for feature extraction. For
example, Fettal et al. (2022) use a combination of recon-
struction and clustering losses to train the GNN; whereas
Zhu et al. (2021); Li et al. (2022); Jing et al. (2022) use con-
trastive losses. Different from ours, these methods do not
model the data (or representation) space with distributions
as generative methods do. We empirically compare with
several contrastive methods and demonstrate that our model
significantly outperforms them in cluster separation.

3. Preliminaries

In this section, we review a few key concepts and familiarize
the reader with notations to be used throughout the paper.

3.1. Normalizing Flow

Let x € RP be a D-dimensional random variable. A
normalizing flow is a vector-valued invertible mapping
f(x) : RP — RP that normalizes the distribution of x
to some base distribution, whose density is easy to evalu-
ate. Let such a base distribution have density 7(z), where
z = f(x). With the change-of-variable formula, the density
of x, p(x), can be computed as

p(x) = m(£(x))| det VE(x)], (D

where Vf denotes the Jacobian of f. In general, such a
flow f may be the composition of T’ constituent flows, all of
which are invertible. In notation, we write f = fr ofy_; o

- o f], where fi(x(ifl)) = x for all 7, and x(© = x
and x(T) = z. Then, the chain rule expresses the Jacobian
determinant as a product of the Jacobian determinants of
each constituent flow: det Vf(x) = ], det Vf;(x(i=1).

In practical uses, the Jacobian determinant of each con-
stituent flow needs be easy to compute, so that the density
p(x) in (1) can be evaluated. One example that serves such

a purpose is the affine coupling layer of Dinh et al. (2017).
For notational simplicity, we denote such a coupling layer
by g(x) =y, which in effect computes

Yi:d = X1:4d,
Yd+1:D = Xd+1:D O] eXP(S(Xlzd)) + t(xlzd)7

where d = |D/2] and s,t : R? — RP~? are any neu-
ral networks. It is simple to see that the Jacobian is
a triangular matrix, whose diagonal has value 1 in the
first d entries and exp(s) in the remaining D — d entries.
Hence, the Jacobian determinant is simply the product of
the exponential of the outputs of the s-network; that is,

det Vg(x) = [T25% exp(sy).

3.2. Gaussian Mixture and FlowGMM

Different from a majority of work that take the base distri-
bution in a normalizing flow to be a single Gaussian, we
consider it to be a Gaussian mixture, which naturally in-
duces clustering. Using & to index mixture components (K
in total), we express the base density 7(z) as

K
m(z) = Zgbk/\/(z; pr, Xk)  with
k=1
exp(—3(z — )" 2" (2 — )
(2m)P/2(det 3y,) /2

N (z; p, By) = » (@
where ¢, > 0 are mixture weights that sum to unity and gy
and X, are the mean vector and the covariance matrix of
the k-th component, respectively.

A broad class of semi-supervised learning models spec-
ifies a generative process for each data point x through
defining p(x|y)p(y), where p(y) is the prior class distri-
bution and p(x|y) is the class conditional likelihood for
data. Then, by the Bayes’ Theorem, the class predic-
tion model p(y|x) is proportional to p(x|y)p(y). Among
them, FlowGMM (Izmailov et al., 2020) makes use of
the flow transform z = f(x) and defines p(x|y = k) =
N (f(x); px, )| det VE(x)| with p(y = k) = ¢. This
definition is valid, because marginalizing over the class
variable y, one may verify that p(x) = > p(x[y)p(y) is
consistent with the density formula (1), when the base dis-
tribution follows (2).

3.3. Graph Convolutional Network

The GCNs (Kipf & Welling, 2017) are a class of parame-
terized neural network models that specify the probability
of class y of a node x, p(y|x), collectively for all nodes
x in a graph, without defining the data generation process
as in FlowGMM. To this end, we let A € R"*™ be the
adjacency matrix of the graph, which has n nodes, and let
X = [x1, -+ ,%,]T € R™P be the input feature matrix,
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with x; being the feature vector for the i-th node. We further
let P € R"*X be the output probability matrix, where K is
the number of classes and P, = p(y = k|x;). An L-layer
GCN is written as

X = g (AXCDWEDY - i=1.. L (3

where X = X(© and P = X&), Here, 0; is an element-
wise activation function, such as ReLU, for the interme-
diate layers ¢ < L, while o, is the row-wise softmax ac-
tivation function for the final layer. The matrices YV(i),
i = 0,...,L — 1, are learnable parameters and A de-
notes a certain normalized version of the adjacency ma-
trix A. The standard definition of A for an undirected
graph is A = D 2AD 2, where A = A + I and
D= diag (Z j ;&Z-j>, but we note that many other variants

of A are used in practice as well (such as A= f)_l.li).

4. GC-Flow

We propose graph convolutional normalizing flow (GC-
Flow), which extends a usual normalizing flow acting on
data points separately to one that acts on all graph nodes
collectively. Following the notations used in Section 3.3,
starting with X(®) = X, where X is an n x D input feature
matrix for all » nodes in the graph, we define a GC-Flow
F(X) : R™*P — R"*P that is a composition of T" con-
stituent flows F = Fpr o Fpr_; o --- o F1, where each
constituent flow F; has parameter W 1) and computes

i=1

X0 — Fi(;&X(i*l) ;W(ifl)), U A (/)

X (i)
The final node representation is Z = X(T) ¢ R"*P,

4.1. GC-Flow is Both a Generative Model and a GNN

GC-Flow is a normalizing flow. Similar to other normalizing
flows, each constituent flow preserves the feature dimension;
that is, each F; is an R"*?” — R"*P function. Further-
more, we let F; act on each row of the input argument X (*)
separately and identically. In other words, from the function-
ality perspective, F; can be equivalently replaced by some

function f; : RP — R*D that computes xg-l) = fi(iy))
for a node j. The main difference between GC-Flow and a
usual flow is that the input argument of f; contains not only
the information of node j but also that of its neighbors. One
may consider a usual flow to be a special case of GC-Flows,

when A = I (e.g., the graph contains no edges).

Moreover, GC-Flow is a GNN. In particular, a constituent
flow F; of (4) resembles a GCN layer /gf (3) by making
use of graph convolutions—multiplying A to the flow/layer
input X(*~1), When A results from the normalization de-
fined by GCN, such a graph convolution approximates a

low-pass filter (Kipf & Welling, 2017). In a sense, the
GC-Flow architecture is more general than a GCN architec-
ture, because one may interpret the dense layer (represented
by the parameter matrix W~1)) followed by a nonlinear
activation o; in (3) as an example of the constituent flow
F; in (4). However, such a conceptual connection does
not make a GC-Flow and a GCN mathematically equiva-
lent, because W(—1) in GCN is not required to preserve
the feature dimension and the ReLU activation has a zero
derivative on the negative axis, compromising invertibil-
ity. The nearest adjustment to make the two equivalent
is perhaps the Sylvester flow (van den Berg et al., 2018),
which adds a residual connection and uses an additional pa-
rameter matrix UC~1) to preserve the feature dimension:'
X® = X0 ¢ 5, (AXECDWEDYUE-1, However,
the Sylvester flow generally has a high computational com-
plexity (Kobyzev et al., 2021) and a more economic flow is
instead used as F';, such as the affine coupling layer in §3.1.

4.2. Training Objective

A major distinction between GC-Flow and a usual GNN
lies in the training objective. To encourage a good cluster-
ing structure of the representation Z, we use a maximum-
likelihood kind of objective for all graph nodes, because it
is equivalent to maximizing the likelihood that Z forms a
Gaussian mixture:

1—A
max L := logp(x,y =k
o _Z gp(x,y = k)
(x,y=k)€D,;
A
+ ==Y logp(x), (5
|D““ x€D,

where D; denotes the set of labeled nodes, D, denotes
the set of unlabeled nodes, and A € (0,1) is a tunable
hyperparameter balancing labeled and unlabeled informa-
tion. It is useful to compare £ with the usual (negative)
cross-entropy loss for training GNNs. First, for train-
ing a usual GNN, no loss is incurred on the unlabeled
nodes, because their likelihoods are not modeled. Sec-
ond, for a labeled node x with true label &, the negative
cross-entropy is log p(y = k|x), while the likelihood term
over labeled data in (5) is a joint probability of x and y:
logp(x,y = k) = log p(y = klx) + logp(x). Fun-
damentally, GC-Flow belongs to the class of generative
classification models, while GNNs belong to the class of dis-
criminative models. Under Bayesian paradigm, the former
models the class prior and the class conditional likelihood,
while the latter models only the posterior.

In what follows, we will define the proposed probabil-
ity model p(x|y)p(y) for a node x, so that the loss £

"For notational convenience and consistency with the GNN
literature, here we omit the often-used bias term.
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can be computed and the label y can be predicted via
argmaxy, p(y = k|x). We first need an important lemma
on the Jacobian determinant when a graph convolution is
involved in the flow.

4.3. Determinant Lemma

The Jacobian determinant of each constituent flow F; de-
fined in (4) is needed for training a GC-Flow. The Jacobian
is an nD x nD matrix, but it admits a special block struc-
ture that allows the determinant to be computed as a product
of determinants on D matrices of size n X n, after rear-
rangement of the QR factorization factors of the Jacobians
of f;. The following lemma summarizes this finding; the
proof is given in Appendix C. For notational convenience,
we remove the flow index and use G to denote a generic
constituent flow.

Lemma 4.1. Ler X € I@”XD and A € R"™". Let
Y = G(X), where X = AX and G : R"*P — R"*P
acts on each row of the input matrix independently and
identically. Let g : RP — RP be functionally equiva-
lent to G; that is, y;, = g(X;) where y; and X; are the
i-th row of Y and X, respectively. Then, |det (%H =

|det A|P T}, | det Vg (:)].

Putting back the flow index, the above lemma suggests that,
by the chain rule, the Jacobian determinant of the entire
GC-Flow F is

T n
| det VF(X)| = [ det A|"P T[] | det V£ &) ©)

j=1i=1

Note that to maintain invertibility of the flow, the matrix A
must be nonsingular. We next define the probability model
for GC-Flow based on equality (6).

4.4. Probability Model

Different from a usual normalizing flow, where the represen-
tation z; for the ¢-th data point depends on its input feature
vector X;, in a GC-Flow, z; depends on (a possibly sub-
sAtantial portion of) the entire node set X, because of the
A-multiplication. To this end, we use p(X) and 7 (Z) to
denote the joint distribution of the node feature vectors and
that of the representations, respectively. We still have, by
the change-of-variable formula,

p(X) = 7(Z)| det VF (X)], ©)

where the Jacobian determinant has been derived in (6). Un-
der the freedom of modeling and for convenience, we opt
to let m(Z) be expressed as 7(Z) = 7 (z1)7(2z2) - - - 7(2zp),
where each 7(z;) is an independent and identically dis-
tributed Gaussian mixture (2). Similarly, we assume the

nodes to be independent to start with; that is, p(X) =
p(x1)p(x2) - - p(Xn).

For generative modeling, a task is to model the class prior
p(y) and the class conditional likelihood p(x|y), such that
the posterior prediction model p(y|x) can be easily obtained
as proportional to p(x|y)p(y), by Bayes’ Theorem. To this
end, we define

p(xilys = k) := N (zi; p, )| det A|TP/7
T
x [T | det VE; (7))

j=1
p(yi = k) == ¢y ®)

Such a definition is self-consistent. First, marginalizing over
the label y; and using the Gaussian mixture definition (2)
for 7(z;), we obtain the marginal likelihood

T

p(xi) = m(z;)| det A|TP/" [ | det VEE). )
j=1

Then, by the modeling of 7(Z) and p(X), taking the product

for all nodes and using the Jacobian determinant formula

derived in (6), we exactly recover the density formula (7).

We will use (8) and (9) to compute the labeled part and the

unlabeled part of the loss (5), respectively.

The modeling of 7(Z) as a product of 7(z;)’s reflects inde-
pendence, which may seem conceptually at odds with graph
convolutions, where a node’s representation depends on the
information of nodes in its 7-hop neighborhood. However,
nothing prevents the convolution results to be independent,
just like the fact that a usual normalizing flow can decorre-
late the input features and make each transformed feature
independent, when postulating a standard normal distribu-
tion output. It is the aim of the independence of the z;’s that
enables finding the most probable GC-Flow.

4.5. Training Costs

Despite inheriting the generative characteristics of FlowG-
MMs (including the training loss), GC-Flows are by na-
ture a GNN, because the graph convolution operation (A-
multiplication) involves a node’s neighbor set when com-
puting the output of a constituent flow for this node. Due to
space limitation, we discuss the complication of training and
inference owing to neighborhood explosion in Appendix D;
these discussions share great similarities with the GNN case.
Additionally, we compare the full-batch training costs of
GC-Flow and GCN in Appendix E, which suggests that they
are comparable and admit the same scaling behavior.

4.6. Variants and Improvement

So far, we have treated A as the normalization of the graph
adjacency matrix A defined by GCN (see §3.3). One con-
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venience of doing so is that det A is a constant and can be
safely omitted in the loss calculation. One may improve
the quality of GC-Flow through introducing parameteriza-
tions to A. One approach, which we call GC-Flow-p, is to
parameterize the edge weights. This approach is similar to
GAT (Vel/i\ékovic’ et al., 2018) that uses attention weights to
redefine A.AAnother approach, which we call GC-Flow-1,
is to learn A in its entirety without resorting to the (pos-
sibly unknown) graph structure. For this purpose, several
approaches have been developed; see, e.g., Franceschi et al.
(2019); Wu et al. (2020); Shang et al. (2021); Fatemi et al.
(2021); Dai & Chen (2022).

In a later experiment, we will give examples for GC-Flow-p
and GC-Flow-1 (see Appendix F for details) and investigate
the performance improvement over GC-Flow. Note that
the parameterization may lead to a different A for each
constituent flow. See the same appendix for the simple
adaptation of the mathematical details.

4.7. What is GC-Flow Good for?

GC-Flow is designed to augment the representation quality
of GCN, with an emphasis on clustering. GC-Flow achieves
so by using a Gaussian mixture representation space, which
offers interpretability that is otherwise absent in the vanilla
form of GCN. From the derivation, we have seen that GC-
Flow shares many similarities with GCN (§4.1), but the
use of invertible flows in place of feed-forward layers in
GCN designates a probability model that allows training the
feature transformations toward separate Gaussian clusters
(§4.2-84.4). Just like feed-forward layers that can compose
a universal approximator, so can flows, which sacrifice no
expressive powers, nor learning costs (§4.5). Moreover, one
may improve the practical performance of GC-Flows in a
manner similar to improving GCN, through parameterizing
the convolution operator A (§4.6).

5. Experiments

In this section, we conduct a comprehensive set of exper-
iments to evaluate the performance of GC-Flow on graph
data and demonstrate that it is competitive with GNNs for
classification, while being advantageous in learning repre-
sentations that extract the clustering structure of the data.

Data sets. We use six benchmark GNN data sets. Data sets
Cora, Citeseer, and Pubmed are citation graphs, where
each node is a document and each edge represents the cita-
tion relation between two documents. We follow the prede-
fined splits in Kipf & Welling (2017). Data sets Comput-
ers and Photo are subgraphs of the Amazon co-purchase
graph (McAuley et al., 2015). They do not have a predefined
split. We randomly sample 200/1300/1000 nodes for train-
ing/validation/testing for Computers and 80/620/1000 for

Photo. The data set Wiki-CS is a web graph where nodes
are Wikipedia articles and edges are hyperlinks (Mernyei
& Cangea, 2020). We use one of the predefined splits. For
statistics of the data sets, see Table 5 in Appendix G.

Baselines. We compare GC-Flow with both discriminative
and generative models. For discriminative models, we use
three widely used GNNs: GCN, GraphSAGE, and GAT. For
generative models, besides FlowGMM, we use the basic
Gaussian mixture model (GMM). Note that GMM is not
parameterized; it takes either theAnode features X or the
graph-transformed features X = AX as input.

Metrics. For measuring classification quality, we use the
standard micro-averaged F1 score. For evaluating cluster-
ing, we mainly use the silhouette coefficient. This metric
does not require ground-truth cluster labels. We addition-
ally use NMI (normalized mutual information) and ARI
(adjusted rand index) to measure clustering quality when
ground truths are known. Note that these metrics evaluate
different aspects of the result: silhouette coefficient mea-
sures the separation of clusters, NMI measures agreement
between the cluster assignment and the label assignment,
while ARI measures the similarity of the two assignments.
Most of the existing works use the latter two for evaluation,
but the first one is more practical because of the decoupling
with labeling ground truths. As will be seen, our method is
particularly attractive under this metric.

Implementation details and hyperparameter informa-
tion may be found in Appendix G.

Classification and clustering performance. Table 1 lists
the F1 scores and the silhouette coefficients for all data sets
and all compared models. We observe that GNNs are al-
ways better than GMMs for classification; while the flow
version of GMM, FlowGMM, beats all GNNs on cluster
separation. Our model, GC-Flow, is competitive with the
better of the two and is always the best or the second best.
When being the best, some of the improvements are rather
substantial, such as the F1 score for Computers and the sil-
houette coefficient for Wiki-CS. It is interesting to note that
the basic GMMs perform rather poorly. This phenomenon
is not surprising, because without any neural network pa-
rameterization, they cannot compete with other models that
allow learnable feature transformations to encourage class
separation or cluster separation.

Comparison with more clustering methods. To further
illustrate the clustering quality of GC-Flow, we compare
it with several contrastive-based methods that produce
competitive clusterings: DGI (Velickovi¢ et al., 2019),
GRACE (Zhu et al., 2020), GCA (Zhu et al., 2021),
GraphCL (You et al., 2020), and MVGRL (Hassani &
Khasahmadi, 2020); as well as an unsupervised VAE ap-
proach R-GMM-VGAE (Mrabah et al., 2022). Table 2 lists
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Table 1. Comparison of GMM-based generative models, GNN-based discriminative models, and GC-Flow for semi-supervised clustering
and classification. Standard deviations are obtained with ten repetitions. For each data set and metric, the two best cases are boldfaced.

Cora Citeseer Pubmed
Silhouette Micro-F1 Silhouette Micro-F1 Silhouette Micro-F1
FlowGMM 0.739 £+ 0.015  0.504 £ 0.021 | 0.609 £ 0.034 0.512 & 0.044 | 0.653 = 0.031 0.734 £0.014
GMM on X 0.162 = 0.000  0.163 £ 0.000 | 0.071 £ 0.000 0.085 £ 0.000 | 0.062 £ 0.000 0.581 = 0.000
GMMon AX | 0.144 £0.000 0.173 ££0.000 | 0.089 £ 0.000 0.182 £ 0.000 | 0.183 £0.000 0.411 = 0.000
GCN 0.340 = 0.003  0.813 = 0.007 | 0.314 £0.016  0.700 £ 0.025 | 0.453 £0.006 0.791 £ 0.004
GraphSAGE | 0.346 +0.004  0.801 + 0.005 | 0.278 + 0.007 0.697 £+ 0.007 | 0.440 £0.018 0.769 4+ 0.011
GAT 0.383 = 0.003  0.825 £ 0.005 | 0.304 &= 0.003  0.702 & 0.007 | 0.435 +0.010 0.774 £ 0.005
GC-Flow \ 0.734 + 0.006 0.815 £ 0.011 \ 0.538 +0.022 0.714 £+ 0.011 \ 0.669 + 0.021  0.791 £ 0.009
Computers Photo Wiki-CS
Silhouette Micro-F1 Silhouette Micro-F1 Silhouette Micro-F1
FlowGMM 0.540 = 0.024 0.614 £ 0.026 | 0.704 & 0.027 0.599 £ 0.089 | 0.677 = 0.011 0.671 = 0.011
GMM on X -0.018 £0.00  0.102 & 0.000 | -0.024 £0.00  0.120 4= 0.000 | 0.088 4= 0.000  0.124 4 0.000
GMMon AX | -0.021 £0.00 0.062 £ 0.000 | -0.041 & 0.00  0.098 £ 0.000 | 0.026 £ 0.000 0.188 = 0.000
GCN 0.357 £0.026  0.812 £ 0.016 | 0.388 =0.003 0.891 £ 0.012 | 0.264 £0.005 0.775 £ 0.005
GraphSAGE | 0.434 +0.030 0.761 +0.024 | 0.386 + 0.007 0.839 + 0.020 | 0.233 +£0.009 0.771 £ 0.003
GAT 0.431 £0.015 0.814 £ 0.023 | 0.425 £0.020 0.900 = 0.009 | 0.278 £0.008 0.773 £ 0.003
GC-Flow \ 0.487 £ 0.012  0.847 £ 0.007 \ 0.655 +£ 0.013  0.917 £ 0.004 \ 0.717 £ 0.010  0.775 £ 0.002

Table 2. Clustering performance of various GNN methods. The

two best cases are boldfaced. Data set: Cora. 807 | _ EEVCE’:M 20
—— GCN
| NMI ARI Silhouette w0l \ .
DGI 0.592 +0.001  0.570 & 0.002  0.330 = 0.000 E %
GRACE 0.475 +0.028 0.394 +0.047 0.153 £ 0.011 2 o 10 ;
GCA 0.418 £0.053  0.259 +£0.058  0.301 £ 0.005 = 8
GraphCL 0.577 £ 0.002  0.482 +0.003  0.297 + 0.002 a0 05
MVGRL 0.612 + 0.026  0.576 - 0.062 0.369 + 0.013
R-GMM-VGAE | 0.559 £0.006 0.557 +0.009 0.430 4+ 0.013 801 00
GC-Flow 0.621 + 0.013  0.631 + 0.008  0.734 + 0.006 0 100 200 300 400

# lterations

the results for Cora and Table 6 in Appendix H includes
more data sets. For Cora, GC-Flow delivers the best perfor-
mance on all metrics, with a silhouette score nearly double
of the second best. Compared with NMI and ARI, silhou-
ette is a metric that takes no knowledge of the ground truth
but measures solely the cluster separation in space. This
result suggests that the clusters obtained from GC-Flow are
more structurally separated, albeit improving less the cluster
agreement.

Training behavior. Figure 2 plots the convergence behavior
of the training loss for FlowGMM, GCN, and GC-Flow. The
loss for GCN is the cross-entropy while that for the other
two is the likelihood. All methods converge smoothly, with
GCN reaching the plateau earlier, while FlowGMM and
GC-Flow converge at a rather similar speed.

Visualization of the representation space. To comple-
ment the numerical metrics, we visualize the representation
space of FlowGMM, GCN, and GC-Flow by using a t-SNE

Figure 2. Convergence of the training loss (Cora).

(a) FlowGMM

(b) GCN (c) GC-Flow

Figure 3. Representation space of the data set Wiki-CS under dif-
ferent models.

plot (Van der Maaten & Hinton, 2008), for qualitative eval-
uation. The representations for FlowGMM and GC-Flow
are the z;’s, while those for GCN are extracted from the
penultimate activations. The results for Cora are given ear-
lier in Figure 1; we additionally give the results for Pubmed
in Figure 3. From both figures, one sees that similar to
FlowGMM, GC-Flow exhibits a better clustering structure
than does GCN, which produces little separation for the
data. More visualizations are provided in Appendix H.



GC-Flow: A Graph-Based Flow Network for Effective Clustering

o

©
o
©

o

~
o
o

A
g & g
o553 504 049
3 g . R 2
< = o e 6Chow (Micro-£1) 5
= o g----0" —&— GC-Flow (Micro-
03¥ 0210 -0~ GC-Flow (Silhouette) 02
FlowGMM (Micro-F1)
o1 00 FlowGMM (Silhouette)| ,

—#— GCN (Micro-F1)
-G~ GCN (Silhouette)

0.8 058 0.9 By
0.6 N 0.6 0.7
= - Q
L IS N % 5 s
©04 P o) S toas 8°
S o - 0" 2 S
= —e— GC-Flow (Micro-F1) 5 = 0.3{ —#— GC-Flow (Micro-F1)
0.2 -0- GC-Flow (Silhouette) 0.2 -0~ GC-Flow (Silhouette)
FlowGMM (Micro-F1) FlowGMM (Micro-F1)
FlowGMM (Silhouette) 0.1 FlowGMM (Silhouette)
0.0 —#— GCN (Micro-F1) 0.0 —#— GCN (Micro-F1)
| -o- GeN (silhouette) . -0~ GCN (Silhouette)
2 4 6 8 10 12 14 16 18 20 2 4 6 8

# Layers

(a) Cora

Figure 4. Performance variation with respect to the network depth (i..e, number of flows
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(b) Pubmed
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# Training labels
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). Figure 5. Performance variation with respect
to the labeling rate.

Table 3. Effect of modeling A. Boldfaced numbers indicate improvement over GC-Flow.

Pubmed Computers Photo
Silhouette Micro-F1 Silhouette Micro-F1 Silhouette Micro-F1
GC-Flow 0.669 4+ 0.021  0.791 & 0.009 | 0.487 & 0.012 0.847 = 0.007 | 0.655 +£0.013  0.917 & 0.004
GC-Flow-p | 0.804 & 0.010 0.790 + 0.007 | 0.706 £ 0.019 0.841 +0.006 | 0.874 + 0.011 0.914 £ 0.008
GC-Flow-1 | 0.856 + 0.029 0.783 & 0.009 | 0.582 &+ 0.020 0.851 & 0.009 | 0.842 &+ 0.006 0.911 & 0.005

Analysis on depth. Figure 4 plots the performance of
FlowGMM, GCN, and GC-Flow as the number of lay-
ers/flows increases. One sees that the classification perfor-
mance of GCN deteriorates with more layers, in agreement
with the well-known oversmoothing phenomenon (Li et al.,
2018), while the clustering performance is generally sta-
ble. On the other hand, the classification performance of
FlowGMM and GC-Flow does not show a unique pattern:
for Cora, it degrades, while for Pubmed, it stabilizes. The
clustering performance of FlowGMM and GC-Flow gen-
erally degrades, except for the curious case of GC-Flow
on Cora, where the silhouette coefficient shows a V-shape.
Overall, a smaller depth is preferred for all models.

Analysis on labeling rate. Figure 5 plots the performance
of FlowGMM, GCN, and GC-Flow as the number of train-
ing labels per class increases. One sees that for all models,
the performance generally improves with more labeled data.
The improvement is more steady and noticeable for classi-
fication, while being less significant for clustering. Addi-
tionally, GC-Flow classifies significantly better than does
GCN at the low-labeling rate regime, achieving a 10.04%
relative improvement in the F1 score when there are only
two labeled nodes per class.

Improving performance with additional parameteriza-
tion. We experiment with two variants of GC-Flow by intro-
ducing parameterizations to A. The variant GC-Flow-p uses
an idea similar to GAT, through computing an additive atten-
tion on the graph edges to redefine their weights. Another
variant GC-Flow-1 also computes weights, but rather than
using them to define A, it treats each weight as a probability

of edge presence and samples the corresponding Bernoulli
distribution to obtain a binary sample A. The details are
given in Appendix F.

Table 3 lists the performance of GC-Flow-p and GC-Flow-1
on three selected data sets, where the improvement over GC-
Flow is notable. The improvement predominantly appears
for clustering, with the most striking increase from 0.487
to 0.706. The increase of silhouette coefficients generally
come with a marginal decrease in the F1 score, but the
decrement amount is below the standard deviation. In one
occasion (Computers), the F1 score even increases, despite
also being marginal.

6. Conclusions

We have developed a generative GNN model which, rather
than directly computing the class posterior p(y|x), com-
putes the class conditional likelihood p(x|y) and applies
the Bayes rule together with the class prior p(y) for predic-
tion. A benefit of such a model is that one may control the
representation of data (e.g., a clustering structure) through
modeling the representation distribution (e.g., optimizing it
toward a mixture of well-separated unimodal distributions).
We achieve so by designing the GNN as a normalizing flow
that incorporates graph convolutions. Interestingly, the ad-
jacency matrix appears in the density computation of the
normalizing flow as a stand-alone term, which could be
ignored if it is a constant, or easily optimized if it is parame-
terized. We demonstrate that the proposed model not only
maintains the predictive power of the past GNNs, but also
produces high-quality clusters in the representation space.
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A. Code

Code is available at https://github.com/xztcwang/GCF low.

B. Nomenclature

In Table 4, we summarize the notations used in the development of our GC-Flow model.

Table 4. Notations and descriptions.

Notation | Description
X A D-dimensional data point
f(x) An RP — RP normalizing flow
f; The i-th constituient flow; f = frofr_j0---0f;
z The transformed variable; z = f(x)
p(x) The probability density function of the data space
7(z) The probability density function of the transformed space (the base distribution)
oy The k-th weight of a Gaussian mixture
N (z; pg, Xx) | The k-th Gaussian in the Gaussian mixture, with mean g5, and covariance Xy,
A The n x n adjacency matrix of an n-node graph
A A normalized version of A (e.g., the one defined by GCN)
X An n x D feature matrix of the n-node graph
X; The D-dimensional feature vector of node 7, treated as a column vector (hence X = [x1,- -+ ,X,]7)
F(X) An R™*P — R"*D normalizing flow for the feature matrix
F; The i-th constituient flow; F = FroFp_;0---0F;
y/ The transformed feature matrix; Z = F(X)
Z; The transformed feature vector of node 7, treated as a column vector (hence Z = [zy, - -+ ,2,]7)
p(X) The density of the input node features; by a modeling choice, p(X) = p(x1)p(x2) - - - p(X»)
w(Z) The density of the transformed features; by a modeling choice, 7(Z) = 7(z1)7(22) - - - 7(2)
X (=1 The input to the ¢-th constituent flow F;
X (@ Defined as AX (=1 such that X = F,(X ()
i;l) Defined such that X (-1 = [igl), e ,igf)]T
f; 3&51)) Because F; acts on each row of the input argument X@ separately and identically, it can be
equivalently replaced by some function f; that computes fi(igl)) = xgl) for all nodes j
C. Proof of Lemma 4.1
The Jacobian 4 is an nD x nD matrix. By the chain rule, an entry of it is fg;z = ;&ip.];q, where J? := Vg(x;) € RP*P,
Hence, % can be expressed as the following block matrix (up to permutation and transpose that do not affect the absolute

value of the determinant):

Since any matrix admits a QR factorization, let J* = Q'R for all 4, where Q" is unitary and R is upper-triangular. Then,

ATl AT AT
Ay J? A2 Ay, J?
A, J" AT A, J"

the above block matrix is equal to

Q' §11R1 1}12R1 1§171,R1
Q? Ay R? ApR? A,,R?
Qn i&nl R” KnQRn ;&nan
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Because left block matrix is unitary, it does not change the determinant. Hence, we only need to compute the determinant of
the right block matrix. We may rearrange this matrix into the following form, while maintaining the absolute value of the
determinant:

AoS!t A®S2 ... ApSl R, R, -~ R}
AOS2 AOS2 ... AES N R?j jo - RE
) ) ) ) where SY = | | . .| for all 4, j pairs.

Because each R” is upper-triangular, the matrix S¥ is zero whenever i > j. Therefore, the block matrix above is block
upper-triangular and its absolute determinant is equal to

D o~
[T det(A ©s™).

i=1

Note Athat S” isa matrAix with identical rows, for each ¢. Then, by the definition of determinant (see the Leibniz formula),
det(A ® S%) = det(A) - RLRZ - - - R Therefore,

D
H |det(A © S™)| = |det A|” - [R}; R, -+ R} R3uR3, - RE, - RppREp - Ry p|
i=1

= |det A|P - |detJ'| | det I?|-- | det I"|,

which concludes the proof.

D. Training and Inference

Despite inheriting the generative characteristics of FlowGMMs (including the training loss), GC-Flows are by nature a GNN,
because the graph convolution operation (A-multiplication) involves a node’s neighbor set when computing the output of
a constituent flow for this node. Across all constituent flows, the evaluation of the loss on a single node will require the
information of the entire 7-hop neighborhood, causing scalability challenges for large graphs. One may perform full-batch
training (the deterministic gradient decent method), which minimizes the multiple evaluations on a node in any constituent
flow. Such an approach is the most convenient to implement in the current deep learning frameworks; typical GPU memory
can afford handling a medium-scale graph and CPU memory can afford even larger graphs. If one opts to perform mini-batch
training (the stochastic gradient decent method), neighborhood sampling for GNNs (e.g., node-wise (Hamilton et al., 2017;
Ying et al., 2018), layer-wise (Chen et al., 2018a; Zou et al., 2019), or subgraph-sampling (Chiang et al., 2019; Zeng et al.,
2020)) is a popular approach to reducing the computation within the 7-hop neighborhood.

Inference is faced with the same challenge as training, but since it requires only a single pass on the test set, doing so in
full batch or by using large mini-batches may suffice. If one were to use normal mini-batches with neighborhood sampling
(for reasons such as being consistent with training), empirical evidence of success has been demonstrated in the GNN
literature (Kaler et al., 2022).

E. Complexity Analysis

Let us analyze the cost of computing the likelihood loss (5) for GC-Flows. Based on (8) and (9), the cost consists of three
parts: that to compute X) = AX U~ for each constituent flow indexed by j, that to compute the Jacobian determinant
det V{; (3&5‘7)) for each node 7, and that to compute the graph-related determinant det A. For a fixed graph, the third part
is a constant and is omitted in training. The cost of the second part varies according to the type of the flow. If we use an
affine-coupling flow as exemplified in §3.1, let the cost of the s and t networks be Cst. Then, the cost of computing the

overall loss can be summarized as R
O(nz(A)DT—l—nTCS,t)7 (10)

where nz(K) denotes the number of nonzeros of A and recall that D and T are the feature dimension and the number of
flows, respectively. An affine-coupling flow can be implemented with varying architectures. For example, for a usual MLP,
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Cst = O( Zf:_ol hih,;+1), where hg = |D/2]; hy ... hr_1 are hidden dimensions; and h;, = 2 [D/2]. Note that O(Cst)
dominates the cost of computing a matrix determinant, which is only O(D), because the Jacobian matrix is triangular in an
affine-coupling flow.

It would be useful to compare the above cost with that of the cross-entropy loss for a usual GCN:
O(nz(A) Y755 dj +n Y275 djdjs), (11)

where dy = D; d ...dp_; are hidden dimensions; and dr = K, the number of classes. Here, we assume that the GCN
has T layers, comjparable to GC-Flow. The two costs (10) and (11) are comparable, part by part. For the first part, DT is
comparable to Zj:_(Jl dj, if all the d;’s are similar. In some data sets, the input dimension of GCN is much higher than the
hidden and output dimensions, but we correspondingly perform a dimension reduction on the input features when running
GC-Flows (as is the practice in the experiments), reducing DT to D'T for some D’ < D. For the second part, the number
L of hidden layers in each flow is typically a small number (say, 5), and the hidden dimensions h;’s are comparable to the
input dimension A, rendering comparable terms 7'Cst, versus ZJT;OI d;jd;11. Overall, the computational costs of GC-Flow
and GCN are similar and their scaling behaviors are the same.

It is worth noting that when one parameterizes A, the cost of computing A ) for each flow/layer 5 will need to be added to
the loss computation, for both GC-Flows and GCNs. The cost depends on the specific parameterization and it can be either
cheap or expensive. Additionally, GC-Flows require the computation of det A /), whose cost depends on the structure of
the matrix, which in turn is determined by the parameterization.

F. Parameterizations of A

With parameterization, A may differ in the constituent flows. Hence, we use the flow index j to distinguish them; i.e., f&(j ),
Let a graph be denoted by G = (V, &), where V is the node set and £ is the edge set.

F.1. GC-Flow-p Variant

The GC-Flow-p variant parameterizes AW by using an idea similar to GAT (Velickovi¢ et al., 2018), where an existing
edge (i, k) € £ is reweighted by using attention scores. Let E;, Ey : R — R? be two embedding networks that map a
D-dimensional flow input to a d-dimensional vector, and let M : R?? — R! be a feed-forward network. We compute two
sets of vectors

by = ReLU (Bi(xU ")), g™ = ReLU (Ea(x{ "))

and concatenate them to compute a pre-attention coefficient ag) forall (i, k) € &:
. - -
o) =M( Y |1 ).

Then, constructing a matrix S() where

s - {LeakyReLU(ag)) if(i, k) € &,

—00 otherwise,

we define A () through a row-wise softmax:
AU = softmax(S¥)).

This parameterization differs from GAT mainly in using more complex embedding networks E; and E; than a single

(G-1 (

feed-forward layer to compute the vectors h, and gkj -b, Moreover, we do not use multiple heads.

F.2. GC-Flow-] Variant

The GC-Flow-1 variant learns a new graph structure. For computational efficiency, the learning of the structure is based on
the given edge set &; that is, only edges are removed from &£ but no edges are inserted outside £. The method follows Luo
et al. (2021), which hypothesizes that the existing edge set is noisy and aims at removing the noisy edges.
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The basic idea uses a prior work on differentiable sampling (Maddison et al., 2016; Jang et al., 2016), which states that the
random variable

e= a((loge —log(1—¢)+ w) /7‘) where € ~ Uniform (0, 1) (12)

follows a distribution that converges to a Bernoulli distribution with success probability p = (1 +e¢~)~! as 7 > 0 tends
to zero. Hence, we if parameterize w and specify that the presence of an edge between a pair of nodes has probability
p, then using e computed from (12) to fill the corresponding entry of A will produce a matrix A that is close to binary.
We can use this matrix in GC-Flow, with the hope of improving classification/clustering performance due to the ability of
denoising edges. Moreover, because (12) is differentiable with respect to w, we can train the parameters of w like in a usual
gradient-based training.

To this end, we let E1, E5 : RP? — R? be two embedding networks that embed the pairwise flow inputs as

a(i) = tanh (El (x )) ® tanh (Eg( (J))), V(i k) € €
by} = tanh (Bz(x) ) @ tanh (Ex (x) ), ¥(i.k) € €
where agi), bgi) € R? and © is the Hadamard product. Then, we take their difference and compute
w(k) = tanh (1T( a;, b% ))
followed by
Agi) = a((loge —log (1 — e) + w%))/7> where € ~ Uniform (0, 1),

which returns an approximate Bernoulli sample for the edge (¢, k). When 7 is not sufficiently close to zero, this sample may
not be close enough to binary, and in particular, it is strictly nonzero. To explicitly zero out an edge, we follow Louizos et al.

(2017) and introduce two parameters, v < 0 and £ > 1, to remove small values of e A(J ).
Agi) = min <l,max( Ei)ﬂ)) where egi = (5 ) +

This definition of A() does not insert new edges to the graph (i.e., when (i, k) ¢ &, .&Efc) = 0), but only removes (denoises)
some edges (4, k) originally in £.
F.3. Probability Model

The parameterization (such as those in the preceding subsections) may lead to a different A for each constituent flow. Hence,
we add the flow index /) to A and rewrite the Jacobian determinant (6) as

T n
|det VF(X)| = [ [ <| det AD[PTT | det ij(§§j>)|> .
j=1 i=1
Thus, the class conditional likelihood and the class prior (8) are rewritten as
T o '
p(ilys = k) == N (2 i, B) [ ] | det AD [P/ det VE; (&)| and - plys = k) = ¢
j=1
while the marginal likelihood (9) becomes
T o~ . .
p(xi) = () [] | det AP P/ det VE; (7)),
j=1

These two formulas are used to substitute the labeled and unlabeled parts of the loss (5), respectively.
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Table 5. Data set statistics.

Data set #Nodes #Edges # Features # Classes # Train/val/test

Cora 2,708 5,429 1,433 7 140/ 500/ 1,000
Citeseer 3,327 4,732 3,703 6 120/ 500/ 1,000
Pubmed 19,717 44,338 500 3 60/500/1,000

Computers 13,381 245,778 767 10 200/1,300/ 1,000

Photo 7,487 119,043 745 8 80/620/ 1,000

Wiki-CS 11,701 216,123 300 10 580/1,769 /5,847

G. Experiment Details
Data sets. Table 5 summarizes the statistics of the benchmark data sets used in this paper.

Computing environment. We implemented all models using PyTorch (Paszke et al., 2019), PyTorch Geometric (Fey &
Lenssen, 2019), and Scikit-learn (Pedregosa et al., 2011). All data sets used in the experiments are obtained from PyTorch
Geometric. We conduct the experiments on a server with four NVIDIA RTX A6000 GPUs (48GB memory each).

Implementation details. For fair comparison, we run all models on the entire data set under the transductive semi-supervised
setting. All models are initialized with Glorot initialization (Glorot & Bengio, 2010) and are trained using the Adam
optimizer (Kingma & Ba, 2015). For reporting the silhouette coefficient, k-means is run for 1000 epochs. For all models on
all data sets, the o weight decay factor is set to 5 x 10~* and the number of training epochs is set to 400. For all models, we
use the early stopping strategy on the F1 score on validation set. In all experiments, we use A = (D + I)~!(A +I), where
D = diag(}_; A;;). For FlowGMM, GC-Flow, and its variants, we clip the norm of the gradients to the range [—50, 50].

For GC-Flow-1 and GC-Flow-p, since AW in each flow may not have a full rank, we add to AW g diagonal matrix with
damping value 10~3. Moreover, the slope in LeakyReLU is set to 0.2. In all models involving normalizing flows, we use
RealNVP (Dinh et al., 2017) with coupling layers implemented by using MLPs. Following Izmailov et al. (2020), the mean
vectors are parameterized as some scalar multiple of the vector of all ones, and the covariance matrices are parameterized as
some scalar multiple of the identity matrix. On the other hand, the GMM models are implemented by using Scikit-learn
with full covariance matrices. The number of training epochs for GMMs is set to 200.

Too large a feature dimension renders a challenge on the training of a normalizing flow. Hence, we perform dimension
reduction in such a case. For Cora, Pubmed, Computers, and Photo, we use PCA to reduce the feature dimension to 50; and
for Citeseer, to 100. We keep the dimension 300 on Wiki-CS without feature reduction.

Hyperparameters. We use grid search to tune the hyperparameters of FlowGMM, GC-Flow, and its variants. The search
spaces are listed in the following:

* Number of flow layers: 2, 4, 6, 8, 10, 12, 14, 16, 18, 20;

* Number of dense layers in each flow: 6, 10, 14;

» Hidden size of flow layers: 128, 256, 512, 1024;

* Weighting parameter A: 0.01, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5;
* Gaussian mean and covariance scale: [0.5,10];

¢ Initial learning rate: 0.001, 0.002, 0.003, 0.005;

* Dropout rate: 0.1, 0.2, 0.3, 0.4, 0.5, 0.6.

Additionally, for GC-Flow-p and GC-Flow-I:

¢ Number of dense layers in E; and Es: 4, 6;
* Hidden size of dense layers in E; and Eq: 128, 256;
* Embedding dimension d: 8, 16.

For GCN and GraphSAGE, we set the hidden size to 128, dropout rate to 0.5, and learning rate to 0.01. For GAT, we
follow Velickovi¢ et al. (2018) to set the hidden size to 8, the number of attention heads to 8, droupout rate to 0.6, and the
learning rate to 0.005.

The results in Table 1 for GC-Flow are obtained by using different number of flows and number of layers per flow for
different data sets. For Computers, Photo, and Wiki-CS, we use 4, 2, and 2 flows, respectively, with 6 dense layers in each
flow. For Cora, Citeseer and Pubmed, we use 4, 10 and 10 flows, respectively, with 10 dense layers in each flow.
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The results in Table 3 also use different numbers of flows and layers. For GC-Flow-p, on Cora, Citeseer, Pubmed, Photo,
and Wiki-CS, we use 10 flows; while on Computers, we use 6 flows. For GC-Flow-1, we use 2 flows for Wiki-CS and 4
flows for the rest of the data sets. For both For GC-Flow-p and GC-Flow-1, there are 6 dense layers per flow on Wiki-CS
while 10 per flow on the rest of the data sets.

H. Additional Experiment Results

Clustering performance. Table 6 compares the clustering performance between GC-Flow and various GNN-based
clustering methods, for Citeseer and Pubmed. GC-Flow maintains the attractively best performance on the silhouette score,
which measures cluster separation. For the cluster assignment metrics, GC-Flow remains competitive on ARI, which
measures cluster similarity, while falling back on NMI, which measures cluster agreement.

Table 6. Clustering performance of various GNN methods. The two best cases are boldfaced. Top: Citeseer; bottom: Pubmed.

| NMI ARI Silhouette
DGI 0.427 +£0.001 0.399 £+ 0.002 0.314 £ 0.000
GRACE 0.380 £0.017 0.378 £0.023 0.219 £0.014
GCA 0.336 +£0.008 0.279 £ 0.005 0.251 +£0.015
GraphCL 0.417 £0.001 0.372 £0.002 0.299 + 0.001
MVGRL 0.468 + 0.002 0.445 + 0.004 0.305 £ 0.000
R-GMM-VGAE | 0.413 £+ 0.003 0.431 + 0.003 0.430 + 0.003
GC-Flow 0.405 £0.013 0426 £0.014 0.538 + 0.022

| NMI ARI Silhouette
DGI 0.379 £0.001 0.361 £0.002 0.426 + 0.001
GRACE 0.305 +£0.075 0.261 £0.111  0.149 + 0.008
GCA 0.488 + 0.016 0.511 +£0.030 0.354 +£0.014
GraphCL 0.337 +£0.001 0.308 £ 0.002 0.412 + 0.002
MVGRL 0.391 +£0.001 0.361 +£0.001 0.441 + 0.001
R-GMM-VGAE | 0.301 +£0.006 0.333 +£0.008 0.210 + 0.003
GC-Flow 0.384 +£0.011 0.460 + 0.015 0.655 + 0.013

Visualization of the representation space. Figure 6 shows the t-SNE plots for data sets Citeseer, Computers, Photo, and

Wiki-CS, one per row.
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Figure 6. Representation space of several data sets under different models. From top to bottom: Pubmed, Citeseer, Computers, and Photo.
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