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Abstract001

Large language models (LLMs) have made re-002
markable progress in various domains, yet they003
often suffer from repetitive text generation, a004
phenomenon we refer to as the “Repeat Curse”.005
While previous studies have proposed decod-006
ing strategies to mitigate repetition, the under-007
lying mechanism behind this issue remains in-008
sufficiently explored. In this work, we inves-009
tigate the root causes of repetition in LLMs010
through the lens of mechanistic interpretabil-011
ity. Inspired by recent advances in Sparse Au-012
toencoders (SAEs), which enable monoseman-013
tic feature extraction, we propose a novel ap-014
proach—“Duplicatus Charm”—to induce and015
analyze the Repeat Curse. Our method system-016
atically identifies “Repetition Features” -the017
key model activations responsible for gener-018
ating repetitive outputs. First, we locate the019
layers most involved in repetition through logit020
analysis. Next, we extract and stimulate rele-021
vant features using SAE-based activation ma-022
nipulation. To validate our approach, we con-023
struct a repetition dataset covering token and024
paragraph level repetitions and introduce an025
evaluation pipeline to quantify the influence of026
identified repetition features.027

1 Introduction028

Large language models (LLMs) have demonstrated029

remarkable progress across various domains, from030

machine translation (Xu et al., 2024; Wang et al.,031

2023) and open-ended text generation (Carlsson032

et al., 2024; Lee et al., 2022; Su et al., 2023) to033

interdisciplinary applications in social science be-034

havior analysis (Yao et al., 2024; Park et al., 2023)035

and psychological research (Hu et al., 2024; Dem-036

szky et al., 2023; Yang et al., 2024). Although037

LLMs have been extensively studied, a critical phe-038

nomenon that limits their practical utility is their039

tendency to generate repetitive content (Fu et al.,040

2021; Xue et al., 2024; Wang et al., 2024), which041

is particularly evident in enumerative tasks, ulti-042

mately reducing the performance and diversity of 043

the generated outputs. We refer to this issue as 044

“Repeat Curse” (see Figure 1 for examples). 045

Token Repetition

I know Pride and 
Prejudice, The Great 
Gatsby, One Hundred 
Years of Solitude, One 
Hundred Years of 
Solitude One Hundred 
Years of Solitude... 

Paragraph Repetition

For  example, Pride and Prejudice, 
written by Jane Austen, and The 
Great Gatsby for example, Pride 
and Prejudice, written by Jane 
Austen, and The Great Gatsby for 
example, Pride and Prejudice, 
written by Jane Austen, and The 
Great Gatsby... ...

Give me book names as many as you can.

Repeat Curse

Figure 1: Examples of Repeat Curse: (a) Token Repeti-
tion Scenario, (b) Paragraph Repetition Scenario.

Previous research has investigated the phe- 046

nomenon of repetition and has proposed strategies 047

to reduce its occurrence from the perspective of 048

decoding. For example, Zhu et al. (2023) analyzed 049

the self-reinforcement effect in text generation and 050

proposed a repetition penalty mechanism to miti- 051

gate its impact. Holtzman et al. (2019) proposed 052

Nucleus Sampling as a decoding strategy for lan- 053

guage models, which can reduce repetition in long 054

texts and improve the generation quality. While par- 055

tially successful, the overall capability of the model 056

may be affected. While these methods can mitigate 057

the repetition, it is essential first to understand the 058

underlying mechanism by which LLMs generate 059

repetition content, which has been scarcely studied. 060

To address the issue, a few works identify the 061

most important component in the network of the 062

repeat curse from the mechanistic interpretability 063

view. Vaidya et al. (2023) identified specific atten- 064

tion heads and layers that tend to copy the next 065

token by examining the model’s attention maps. 066

Building upon the layers, Hiraoka and Inui (2024) 067

identified the repetition neurons by analyzing the 068
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activation outputs in the feed-forward network of069

each layer.070

Compared to the model neurons, Sparse Autoen-071

coders (SAEs) have been used in LLMs (Bricken072

et al., 2023; Cunningham et al., 2023) to achieve073

monosemantic units of analysis. SAE maps the074

complex superposition of polysemantic neurons075

into monosemantic features. By regularizing acti-076

vations, it ensures that only a small set of features077

are activated for each input, making the resulting078

features human-interpretable. (Yun et al., 2021;079

Rajamanoharan et al., 2024). Due to its advances,080

many recent studies have leveraged SAE to pro-081

vide the most critical and human-understandable082

features for different tasks. For example, Le et al.083

(2024); Simon and Zou (2024) identified biological-084

relevant features and further utilized through SAE;085

Kim and Ghadiyaram (2025) identified features re-086

lated to inappropriate content such as nudity and087

violence. Inspired by these works, we pose the088

following research question: Can we leverage SAE089

to identify the features that cause the repeat curse090

to give a better understanding?091

Unlike the above-mentioned work, we cannot092

directly identify specific words or phrases that rep-093

resent repetition. Therefore, to identify these fea-094

tures, we propose the “Duplicatus Charm” (a095

magic spell inspired by Harry Potter) to induce the096

Repeat Curse.097

The main difficulties of our method are locating098

and identifying the “target of the spell”, i.e., the099

most significant features. To address the first prob-100

lem, we first analyze the logits to identify the lay-101

ers that have a significant impact on predicting the102

next token as a repeat token (Nostalgebraist, 2020).103

Then, we explore the features in those layers by104

stimulating their activations through SAE (§4.3).105

For the second challenge, we design a pipeline to106

evaluate the effectiveness of the magic spell. First,107

we construct a repetition dataset containing two108

scenarios(§4.1) and then select the appropriate re-109

peat score for the task through the dataset(§4.2).110

Leveraging such a metric enables us to pinpoint111

the features that are most responsible for inducing112

repetition. We refer to these "targets of the spell" as113

“Repetition Features”. Finally, we cast a spell on114

the repetition features and scored them using the115

repeat score we identified. From a data perspective,116

this allows us to demonstrate whether our spell is117

effective while manually reviewing the texts with118

higher scores.119

We select three language models with different120

scales: GPT2-small(Radford et al., 2019), Gemma- 121

2-2B(Team, 2024), and Llama-3.1- 8B(Dubey 122

et al., 2024). The results show that repetition fea- 123

tures are primarily located in all three models’ in- 124

termediate and final layers, suggesting a consistent 125

pattern across different model architectures and 126

scales. With the same coefficient, we demonstrate 127

that activating these features increases repetition 128

while other standard features do not. Leveraging 129

the human-readable nature of these features, we 130

can also summarize the repetition feature’s charac- 131

teristics. Overall, our contributions are as follows: 132

• We revisited the phenomenon of the LLM Re- 133

peat Curse and uncovered a potential reason 134

why such repetition occurs: the presence of 135

repetition features. 136

• From an interpretability perspective, we pro- 137

posed a practical and effective pipeline for 138

extracting repetition features. 139

• Our research has been rigorously validated 140

through a series of comprehensive experi- 141

ments, which confirm the validity and effec- 142

tiveness of our findings. It deepens our under- 143

standing of repetition in LLMs and offers new 144

directions for their optimization. 145

2 Related Work 146

Repetation in Language Models. Repetition in 147

language models refers to the phenomenon where 148

the generated text exhibits undesirable and redun- 149

dant repetitions at various levels, such as token- 150

level and paragraph-level(Dinan et al., 2019). 151

Although the cause of repetition in LLMs is still 152

not fully understood, some scholars have proposed 153

methods to mitigate repetition. Su et al. (2022) in- 154

troduced the decoding method of contrastive search, 155

which encourages diversity while maintaining the 156

coherence of the generated text. Li et al. (2023) 157

demonstrate that penalizing repetitions in the train- 158

ing data significantly alleviates the degeneration 159

problem in neural text generation. Fu et al. (2021) 160

presents a rebalanced encoding approach to address 161

the issue of high inflow, reducing repetitions in both 162

translation and language modeling tasks. How- 163

ever, the internal mechanisms of LLMs when they 164

produce repetitive outputs remain insufficiently ex- 165

plored(Vaidya et al., 2023). 166

Language Model Mechanistic Interpretability. 167

Mechanistic interpretability (MI) focuses on un- 168

derstanding the inner workings of neural networks, 169
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N-gram Repeat Score

Self-BLEU

Information Entropy

Layer Localization Feature Localization

Alice, Ann, Tina, and Alice. If you have more question, please let us know. 

Please write down as many names as you can that start with the letter A.

Alice, Aaron, Ava, Alexander, Amelia, Adam,
Audrey, Andrew, Anita, Adrian.

Alice, Bill, Bob, George, Alice, Bill, Bob, George,
Alice, Bill, Bob, George, Alice, Bill, Bob, George. Activated

Deactivated

 Steer Feature 20146:  Proper names or entities. 

Paragraph Repetition Dataset

Token Repetition Dataset

Repeat Pattern Construction Evaluation and Selection of Metrics

 Repetition Feature Identification Feature Steering

Repeat
Curse

Figure 2: Illustration of our work (using GPT as an example). First line: The Repeat Curse is categorized into two
scenarios: Token and Paragraph, and datasets are created accordingly. These datasets are used to evaluate and select
the metrics. Second line: The identification of Repetition Features is divided into two steps: layer localization and
feature localization. By identifying the repetition features, we can deactivate them to mitigate the Repeat Curse.

aiming to provide detailed insights into their com-170

putation processes and behavior (Bereska and171

Gavves, 2024; Rai et al., 2024). One approach to172

MI is the use of the logit lens(Nostalgebraist, 2020),173

which focuses on interpreting what the model be-174

lieves after each layer by examining the distribu-175

tions generated by layers’ activations. This ap-176

proach allows us to observe how the model’s pre-177

dictions evolve and refine over the course of pro-178

cessing.179

Another approach is to examine the features.180

Features are the things a network would ideally181

dedicate a neuron to if you gave it enough neurons182

(Olah, 2022). Researchers have developed sparse183

autoencoders (SAEs), which could decompose184

the activation into human-interpretable features185

(Lee Sharkey, 2022; Cunningham et al., 2023).186

This process, known as sparse dictionary learn-187

ing, reconstructs activation vectors as sparse linear188

combinations of directed vectors in the activation189

space (Bricken et al., 2023).190

Based on SAE, activation patching emerges as191

a method for further probing the role of individual192

features within a neural network. Templeton (2024)193

demonstrated how steering the activation of the194

“Golden Gate Bridge” feature could influence the195

model to generate outputs specifically related to196

the Golden Gate Bridge, even when given diverse197

input prompts.198

To develop LLMs, gaining mechanistic insights 199

into their internal workings could reduce many 200

risks(Nanda, 2022). Mechanistic interpretability 201

enhances the predictability of future systems and 202

reduces risks associated with deception and a foun- 203

dation for model evaluation (Casper, 2023), bring- 204

ing new perspectives to alignment work (Ruthenis, 205

2023). Through our work, we propose a solution 206

to prevent the repetition problem, which can im- 207

prove the performance of QA services and other 208

text generation tasks. 209

3 Sparse Autoencoders 210

Sparse Autoencoders (SAEs) provide us with an 211

approximate decomposition of the model’s acti- 212

vations into a linear combination of “feature di- 213

rections” (SAE decoder weights) with coefficients 214

equal to the feature activations. The sparsity 215

penalty ensures that, for any given inputs to the 216

model, only a small fraction of features will have 217

nonzero activations. Thus, for any given token in 218

any given context, the model activations are “ex- 219

plained” by a small set of active features (out of 220

a large pool of possible features). Here’s how we 221

perform this decomposition for activation x: 222

x̂ = bdec +

F∑
i=1

fi(x)Wdec,i. (1) 223
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The sum runs over all F features, effectively com-224

bining them to form the approximation of the origi-225

nal activation. Here x̂ is the reconstructed model226

activation, bdec ∈ RD represents the learned bias227

term, Wdec,i ∈ RD are the learned decoder weights,228

and fi(x) denotes the activation of the i-th feature,229

i.e.,230

f(x) = ReLU(Wenc · x+ benc) (2)231

where fi(x) is computed by passing the input x232

through the encoder weights Wenc,i ∈ RF×D and233

the bias term benc ∈ RF , followed by the ReLU234

nonlinearity. The ReLU function ensures that only235

positive activations are passed through, enforcing236

sparsity. The objective function encourages the237

model to maintain a sparse representation by min-238

imizing the number of active features, which is239

defined as240

L(x) = ∥x− x̂∥22 + βS(fi(x)) + αLaux, (3)241

where S is a function of the latent coefficients that242

penalize non-sparse decompositions (such as ℓ1 reg-243

ularization), and β is a sparsity coefficient. Some244

architectures also require the use of an auxiliary245

loss Laux (Gao et al., 2024).246

Steering with SAE. Steering is a method that247

utilizes the latent representations learned by SAE248

to steer the behavior of a model. In this process,249

the original activation is adjusted by introducing250

a steering coefficient, which controls the model’s251

behavior. Specifically, the adjustment process can252

be expressed as:253

X̂ = X + λ ·Wdec[feature_idx] (4)254

where X represents the original activations ten-255

sor, X̂ represents the modified activations tensor256

after steering, λ is the steering coefficient, and257

Wdec[feature_idx] denotes the decoder weight vec-258

tor corresponding to the steered feature index.259

4 Method260

In the following sections, we introduce the pipeline261

of casting “Duplicatus Charm” (DUC): (1) Repeat262

Pattern Construction; (2) Evaluation and Selection263

of Metrics; (3) Repetition Feature Identification;264

(4) Feature Steering. See Figure 2 for the method265

overview.266

4.1 Repeat Pattern Construction267
As we mentioned, a challenge in identifying re-268

peat features is developing an evaluation metric.269

To achieve this, we need to prepare a dataset with270

repetitions. However, to the best of our knowledge, 271

currently, there is no readily available open-source 272

dataset specifically designed for repetition tasks. 273

To fill in the gap, we begin by constructing a cus- 274

tom repetition dataset. Based on previous work on 275

analyzing repetition (Altmann and Köhler, 2015), 276

we particularly examine two forms of LLMs’ rep- 277

etition output: (a) Token Repetition with exces- 278

sive token-level recurrence where specific word- 279

s/phrases replicate beyond natural language conven- 280

tions and (b) Paragraph Repetition with structural 281

redundancy through duplicated paragraph patterns. 282

We selected Orca-Chat1(Es, 2023), a commonly 283

used chat dataset containing short QA pairs, as 284

our raw data. By applying specific rules to the 285

output portions of this dataset, we can generate the 286

desired repetition dataset. Specifically, we sampled 287

1,000 raw data, and the generated dataset consists 288

of 5,500 samples. Among these, 4,500 belong to 289

the token repetition scenario, and 1,000 belong to 290

the paragraph repetition scenario. 291

Token Repetition Scenario. In this scenario, we 292

mainly generated repeated data based on two fac- 293

tors: N is the token position where the repetition 294

starts; M is the number of tokens in the repeated 295

token group. Dataset generation can be expressed 296

as (5). 297

We generated the dataset using N values from 298

an arithmetic sequence ranging from 0 to 140 with 299

a common difference of 10 and M values of 1, 2, 300

and 5. Each case contains 100 dialogue samples, 301

so in total, we have 4,500 dialogue samples. 302

Paragraph Repetition Scenario. In this scenario, 303

the entire text repeats continuously rather than just 304

a few words. We generate the whole text five times 305

to obtain the paragraph repetition texts. For this 306

scenario, we sampled 1,000 raw data and applied 307

repetition modifications. 308

4.2 Repeat Curse Metric Selection 309

Based on the dataset obtained in §4.1, we could 310

evaluate the level of repetition using the difference 311

metrics, ultimately selecting those that demonstrate 312

discriminative capability for both scenarios. While 313

(Li et al., 2023) selected n-gram as the evaluation 314

metric. However, we noticed that they did not clar- 315

ify which value of n performed best and whether 316

there were better metrics. Here, we test different n 317

and introduce two additional potential metrics for 318

comparison. The evaluation framework adopts two 319

1https://huggingface.co/datasets/shahules786/
orca-chat
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Token Repetition(N,M) =

t1, t2, . . . , tN , tN+1, tN+2, . . . , tN+M︸ ︷︷ ︸
repeated group

, tN+1, tN+2, . . . , tN+M︸ ︷︷ ︸
repetition continues

 (5)

complementary approaches: The first set of metrics320

directly quantifies the degree of textual repetition,321

while the second approach conversely assesses the322

information content across the entire text. We have323

selected the following metrics for their effective-324

ness in addressing both dimensions:325

n-gram (Li et al., 2023) The weighted repetition326

rate R is calculated as the ratio of the weighted327

sum of repeated n-grams to the maximum possible328

weighted sum:329

R =

∑
i∈n f

w
i if fi > 1∑

i∈nmax(fi, 1)w
, (6)330

where n is the set of unique n-grams, fi is the331

frequency of ni, and w is the weight factor. The332

numerator sums fw
i for fi > 1, while the denomi-333

nator sums max(fi, 1)
w for all n-grams.334

Self-BLEU(Papineni et al., 2002) BLEU score335

was originally used to evaluate machine transla-336

tion performance. In this paper, we calculate the337

BLEU score of each sentence segment with other338

segments to obtain the average Self-BLEU score339

of the entire text, thereby evaluating the degree of340

repetition. Self-BLEU = 1
n

∑n
i=1 p1(ti), where341

n is the total number of texts and p1(ti) is the 1-342

gram precision of text ti, calculated as the ratio of343

matching 1-grams to the total 1-grams in ti.344

Information Entropy(Tsai et al., 2008) Since345

sentence lengths vary, we use maximum entropy346

for normalization:347

Hnormalized =
−
∑N

i=1 pi log2(pi)

log2(N)
. (7)348

Results of the Token Repetition Scenario In Fig-349

ure 3, we can see the information entropy curve for350

1-gram differs from that of 2, 3, 4, and 5-grams,351

reaching its lowest value of around 0.6 when repeat-352

ing from the 140-th token. This indicates that the353

optimal parameter choice for Information Entropy354

in this task is 1-gram, which provides strong dis-355

tinguishability. Similarly, the 1-gram curve shows356

significant distinction compared to 2, 3, 4, and 5-357

grams, and can still accurately locate repetition sit-358

uations above 0.9 when repeating from the 140-th359

token. The self-BLEU fluctuates within a differ- 360

ence of 0.1 when N takes different values, showing 361

low distinguishability and poor performance. 362

Therefore, both the n-gram and information en- 363

tropy metrics perform well with n = 1. The rest 364

results (M = 2, 5) are shown in Appendix A. 365

Results of the Paragraph Repetition Scenario 366

In Figure 5, we can see the information entropy 367

has a gap of 0.4 when evaluating the repetition and 368

original data, while for n-gram the gap is 0.95, and 369

it is 0.1 for BLEU. The comparison results show 370

that the n-gram is highly sensitive in this scenario. 371

However, when n is set to 2, 3, or 4, we can also see 372

the scores for normal text are too low, which is not 373

conducive to subsequent analysis. Thus, 1-gram 374

has the best performance. 375

4.3 Repeat Features Identification 376

To identify effective repetition features, it is nec- 377

essary to first locate the layers that contribute the 378

most to the repetition phenomenon to narrow the 379

search scope. Therefore, this section is divided into 380

two steps: layer localization and feature localiza- 381

tion. 382

4.3.1 Layer Localization 383

Inspired by Wang et al. (2022)’s pipeline, to deter- 384

mine the most important features, we decompose 385

the residual stream and calculate the logit differ- 386

ence between the ”correct” and ”incorrect” answers. 387

In our problem, the next token that repeats the last 388

token is considered “correct”, while any token that 389

does not repeat the last token is considered “incor- 390

rect”. In our work, given the input “He hit Jack Jack 391

Jack Jack Jack”, the correct output is “Jack”, and 392

it will be incorrect otherwise. The layer with the 393

largest logit difference is identified as the repetition 394

layer. 395

Logit difference measures the difference in logit 396

value between the two tokens, where a positive 397

score means the correct token has a higher prob- 398

ability. In our work, given the input “He hit Jack 399

Jack Jack Jack Jack”, the correct output is “Jack”, 400

and the incorrect output is “Jackson”. By calculat- 401

ing the difference between these two tokens, we 402
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Figure 3: Comparison of Metrics in Token Repetition Scenario (M=1)

can quantify the model’s preference for the cor-403

rect answer. The formula for the logit difference404

direction is given by:405

ℓdiff_direction = cdirection − idirection, (8)406

where cdirection and idirection represent the residual407

stream directions for the correct and incorrect an-408

swers, respectively.409

Finally, we calculate the layer attribution by tak-410

ing the dot product of the residual activations at411

each layer with the previously computed logit dif-412

ference direction, ℓdiff_direction. This operation quan-413

tifies the contribution of each layer to the final pre-414

diction. The formula for the logit contribution at415

layer ℓ is:416

ℓcontributionℓ = residualℓ · ℓdiff_direction, (9)417

where residualℓ is the residual activation.418

Based on the work of Wang et al. (2022), who419

utilized 10 templates to locate indirect object lay-420

ers, we adopted a similar approach tailored to our421

work. We create 8 templates with induced repeated422

generation inputs (refer to Table 2). Appendix B423

shows that the contributions of the intermediate424

layers and the final layer to generating repeated425

content are the most significant. Therefore, we will426

look for repetition features in both the intermediate427

and final layers.428

4.3.2 Feature Localization429

Through §4.3.1, we will further localize the feature430

on the most significant layer and the second most431

significant layer (Wang et al., 2022).432

We employ a pre-trained SAE model of each433

model, which has already captured meaningful fea-434

tures. Then by setting the features’ steering coeffi-435

cient λ in (4) as 1.5-2 times the original activation436

level, we were able to enhance the content related437

to the generated features without causing model438

collapse, which refers to the failure of the model to439

generate meaningful or diverse outputs, caused by 440

disrupting the balance of the model’s parameters 441

and structure (McDougall, 2023). 442

Based on the generated text after activation, we 443

determine that features with repeat score (RS) (See 444

§4.2) above ρ are considered repetition features. 445

Feature =

{
Repetition Feature if RS ≥ ρ

Common Feature if RS < ρ.
446

5 Experiment 447

5.1 Setup 448

Models We specifically selected large pre-trained 449

models that have open-sourced their SAE mod- 450

els: GPT2-small (Radford et al., 2019) with GPT- 451

sm-res-jb (jbloom, 2024); Gemma-2-2B (Team, 452

2024) with GemmaScope-res-16k (Lieberum et al., 453

2024); Llama-3.1-8B (Dubey et al., 2024) with 454

LlamaScope-res-32k (He et al., 2024). 455

Datasets and Metric We use three datasets for the 456

task: two contain hard (academic) and simple ques- 457

tions, and the other contains enumeration questions 458

that are intuitively prone to repetition. We selected 459

the Academic ShortQA 2(DisgustingOzil, 2024) 460

(AQ), which contains hard (academic) questions, 461

and Natural Questions 3 (Kwiatkowski et al., 2019) 462

(NQ), which contains simple questions. We dis- 463

tilled the Enumeration Question (EQ) dataset con- 464

taining 1,000 enumeration questions from GPT-4o, 465

which is more challenging compared to ordinary 466

questions. 467

Following the result of §4.2, we use n-gram as 468

the repeat score to evaluate the degree of the repeat 469

curve. 470

Hyperparameters In our method, we have two hy- 471

perparamaters ρ and λ. We will set ρ = 0.4, which 472

2https://huggingface.co/datasets/
DisgustingOzil/Academic_dataset_ShortQA

3https://huggingface.co/datasets/
google-research-datasets/natural_questions
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is based on human evaluations (refer to Appendix473

F). And we set λ = 2, which this value ensures474

that the model’s overall performance remains un-475

affected while strongly inducing the occurrence of476

repeat curse McDougall (2023).477

5.2 Main Result478

Repetition Features This part will present the479

repetition features identified based on different480

datasets and analyze their characteristics. We it-481

erated through each feature of the repetition layer,482

activated them, randomly sampled questions from483

each dataset to query the model, and used the repeat484

score to evaluate the generated results to identify485

repetition features. All the identified repetition fea-486

tures are shown in Appendix C.487

We find that the repetition features identified488

two or more times across the three datasets are489

associated with Names, Time, and Mathematics490

(see Figure 4). The model that identified the same491

repetition feature the most is Llama-3.1-8B, while492

the least is GPT2-small. This indicates that larger493

models tend to obtain more stable repetition fea-494

tures, which can be further steered. We did not495

identify the same mathematics-related feature in496

GPT2-small, which reflects its instability in math-497

ematical reasoning. Overall, among the repetition498

features identified from the three models, names499

are the most likely to cause repetition.500

Figure 4: Illustration of the distribution of characteris-
tics for repetition features identified two or more times
across multiple datasets.

Evaluation of DUC We activate the repetition 501

feature in batches at each layer of each model, ana- 502

lyze the repeat score of the generated results, and 503

evaluate whether the DUC is effective. Next, we 504

attempted to reduce the steering coefficient of these 505

features to see whether it can mitigate repeat curses. 506

We perform experiments on 3 datasets (EQ, AQ, 507

NQ), sequentially activating 10%, 20%, 50%, and 508

100% of the repetition features. After multiple tri- 509

als, we calculated the average repeat score for the 510

generated text. The detailed results are presented 511

in Table 1. 512

The activated common features (CF) serve as the 513

baseline for the study. After activating an equal 514

number of common features as repetition features, 515

there was no significant change in repeat scores. 516

From the dataset perspective of view, the repeat 517

score is highest on the EQ dataset, followed by 518

a gradual decrease on the AQ and NQ datasets. 519

This indicates that questions that induce repetition 520

exhibit a more severe repeat curse when activating 521

repetition features. Regarding the difficulty of the 522

questions, the more challenging the question, the 523

more pronounced the repeat curse becomes after 524

activation. 525

After deactivating the repetition feature, the re- 526

peat score for the EQ dataset shows the most sig- 527

nificant change, while the scores for AQ and NQ 528

exhibit only minor fluctuations around their origi- 529

nal values, occasionally even exceeding them (e.g., 530

Gemma-2-2B Layer 24 Activation Ratio=50%). 531

This indicates that the EQ dataset, which originally 532

had a higher score, is more sensitive to the deacti- 533

vation of the repetition feature, resulting in a larger 534

difference. This suggests that the effectiveness of 535

mitigating repeat curses relies on the presence of 536

a certain degree of inherent repetition in the prob- 537

lem itself. Without this foundational repetition, the 538

impact of such measures may not be observable. 539

For layers, the ones that contribute more sig- 540

nificantly tend to achieve higher repeat scores. 541

For instance, in GPT2-small Layer 9, which has 542

a greater contribution, consistently yield higher 543

scores across all three datasets under “activated 544

repetition feature (RF)” compared to the 11th layer. 545

For models, GPT2-small exhibited the highest 546

repeat score after activation, with a range of approx- 547

imately 0.6. This indicates that GPT2-small has 548

a higher sensitivity to repetition features, whereas 549

larger models like Gemma-2-2B and Llama-3.1-8B 550

are more robust to mitigate such effects. 551

Visualization Results Table 12 and Table 13 re- 552
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Dataset Activation Ratio Dataset Activation Ratio Dataset Activation Ratio

Model and Layer EQ 10% 20% 50% 100% AQ 10% 20% 50% 100% NQ 10% 20% 50% 100%

GPT2-small Layer 9

original 0.37 0.37 0.37 0.37 original 0.25 0.25 0.25 0.25 original 0.18 0.18 0.18 0.18
activated(CF) 0.36 0.37 0.37 0.37 activated(CF) 0.25 0.25 0.26 0.27 activated(CF) 0.18 0.19 0.19 0.21
activated(RF) 0.55 0.60 0.68 0.72 activated(RF) 0.50 0.53 0.55 0.58 activated(RF) 0.47 0.52 0.54 0.55
deactivated 0.33 0.32 0.21 0.19 deactivated 0.25 0.25 0.23 0.23 deactivated 0.18 0.18 0.16 0.17

GPT2-small Layer 11

original 0.35 0.35 0.35 0.35 original 0.25 0.25 0.25 0.25 original 0.19 0.19 0.19 0.19
activated(CF) 0.35 0.35 0.36 0.37 activated(CF) 0.25 0.26 0.25 0.27 activated(CF) 0.19 0.19 0.19 0.21
activated(RF) 0.53 0.58 0.66 0.70 activated(RF) 0.50 0.50 0.51 0.53 activated(RF) 0.45 0.46 0.49 0.51
deactivated 0.34 0.30 0.23 0.22 deactivated 0.25 0.25 0.24 0.24 deactivated 0.18 0.19 0.19 0.18

Gemma-2-2B Layer 22

original 0.28 0.28 0.28 0.28 original 0.22 0.22 0.22 0.22 original 0.19 0.19 0.19 0.19
activated(CF) 0.28 0.28 0.30 0.32 activated(CF) 0.22 0.22 0.24 0.24 activated(Cf) 0.19 0.19 0.19 0.21
activated(RF) 0.51 0.56 0.64 0.68 activated(RF) 0.41 0.44 0.45 0.48 activated(RF) 0.38 0.43 0.44 0.48
deactivated 0.25 0.25 0.24 0.25 deactivated 0.22 0.22 0.21 0.20 deactivated 0.19 0.19 0.19 0.19

Gemma-2-2B Layer 24

original 0.29 0.29 0.29 0.29 original 0.24 0.24 0.24 0.24 original 0.20 0.20 0.20 0.20
activated(CF) 0.29 0.30 0.31 0.33 activated(CF) 0.25 0.25 0.25 0.27 activated(CF) 0.20 0.21 0.21 0.22
activated(RF) 0.49 0.54 0.61 0.65 activated(RF) 0.42 0.44 0.47 0.52 activated 0.42 0.44 0.46 0.49
deactivated 0.36 0.27 0.24 0.20 deactivated 0.24 0.24 0.26 0.24 deactivated 0.20 0.17 0.18 0.17

Llama-3.1-8B Layer 24

original 0.28 0.28 0.28 0.28 original 0.21 0.21 0.21 0.21 original 0.19 0.19 0.19 0.19
activated(CF) 0.28 0.29 0.29 0.29 activated(CF) 0.21 0.21 0.21 0.23 activated(CF) 0.20 0.19 0.19 0.20
activated(RF) 0.46 0.50 0.57 0.62 activated(RF) 0.40 0.41 0.44 0.46 activated(RF) 0.36 0.37 0.41 0.43
deactivated 0.24 0.25 0.19 0.19 deactivated 0.21 0.19 0.19 0.19 deactivated 0.19 0.18 0.18 0.17

Llama-3.1-8B Layer 29

original 0.25 0.25 0.25 0.25 original 0.21 0.21 0.21 0.21 original 0.15 0.15 0.15 0.15
activated(CF) 0.25 0.26 0.27 0.27 activated(CF) 0.21 0.20 0.24 0.26 activated(CF) 0.19 0.19 0.20 0.20
activated(RF) 0.48 0.52 0.60 0.66 activated(RF) 0.39 0.40 0.44 0.45 activated(RF) 0.36 0.36 0.37 0.39
deactivated 0.25 0.26 0.19 0.18 deactivated 0.20 0.20 0.19 0.21 deactivated 0.15 0.16 0.14 0.14

Table 1: Effect of Repetition Feature Activation at Different Levels (10%, 20%, 50%, 100%). We take experiments
on 3 datasets: Enumeration Questions (EQ), Academic Questions (AQ), Natural Questions (NQ). “CF” refers to
randomly selected common feature, and “RF” refers to repetition feature. Bold indicates the highest score of each
model

spectively show the effects of feature activation553

on repetition features and regular features before554

and after activation. In Table 12, feature 20199555

directly causes a repeat curse. In Table 13, feature556

100 represents words related to political campaigns557

and candidates, and its generation after steering558

consistently includes references to “president”.559

Table 14 provides an example of the output re-560

sults under the condition where 100% of the rep-561

etition features are deactivated, offering a clear562

demonstration of the mitigation.563

6 Conclusion564

In this paper, we take a perspective from the fea-565

ture level and introduce a pipeline named “Dupli-566

catus Charm” (DUC). Through this mechanistic567

interpretability method, we can identify the repeti-568

tion features within the model. By activating the569

repetition feature, we can induce the Repeat Curse,570

which was then evaluated through repeat scores and571

validated by humans in our experiment. Further-572

more, we summarize the common characteristics573

of repetition features across three models.574

7 Limitations575

It is worth mentioning that there are still several576

limitations in this study.577

Repeat Score The identification of repetitive fea- 578

tures relies on a predefined threshold for the repeat 579

score (ρ = 0.4), which was determined based on 580

human evaluation. This introduces a potential for 581

subjectivity, as different threshold choices could 582

lead to different sets of repetitive features. 583

Models The experiments were conducted on 584

three LLMs with pre-trained SAE (GPT2-small, 585

Gemma-2-2B, and Llama-3.1-8B), which have rel- 586

atively limited scales. Consequently, the findings 587

may not be applicable to larger or more complex 588

LLMs, and further research is needed to explore 589

these models. 590
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A Evaluation of Metrics819

Information Entropy represents the amount of in-820

formation contained, so when repeated positions821

occur later, more information is included, result-822

ing in an upward trend in the curve. On the other823

hand, the n-gram directly describes the repeated824

content, so when the repeated positions occur later,825

the proportion of repeated content within the over-826

all content becomes smaller, leading to a downward827

trend in the curve. Figure 6 shows the comparison828

result when M = 2, 5.829

Figure 5: Comparison of Metrics in Paragraph Repeti-
tion Scenario

B Layer Attribution830

We provide the eight templates of prompts and831

answers used to investigate the influence of layer832

contributions on repetition. Each prompt was de-833

signed to include repeated tokens at specific inter-834

vals to induce patterns of repetition. The answers835

were defined by selecting tokens at the correspond-836

ing positions in the prompt as “correct” when they837

were the same as the previous token and “incorrect”838

when they differed. We recorded the residual dif-839

ference direction used to measure the difference840

between ’correct’ and ’incorrect’ generation and841

further quantified the contribution of each layer to842

the final prediction by calculating the dot product843

of each layer’s activations and the residual differ-844

ence direction. The results are shown in Figure 7,845

8 and 9. The prompts and answers are in Table 2.846

C Repeat Feature847

We present the identified repetition features of the848

three models on three datasets in Table 3, 4, 5,849

6, 7, 8, 9, 10, 11. These include Layer 9 and850

Layer 11 of GPT2-small, Layer 22 and Layer 24851

of Gemma-2-2B, and Layer 24 and Layer 29 of852

Llama-3.1-8B. The underline indicates that the fea- 853

ture appears twice across the three models, while 854

the bold indicates that the feature appears three 855

times. For more detailed feature information, you 856

can search the corresponding model’s feature ID at 857

https://www.neuronpedia.org. 858

In Figure 10, we illustrate the distribution of 859

feature characteristics in the AQ dataset, where 860

Llama-3.1-8B demonstrates a significantly higher 861

number of mathematics-related features compared 862

to other models. 863

D Comparison of Repetition Features and 864

Regular Features 865

To more clearly observe the presence of the repe- 866

tition feature, we randomly selected a feature and 867

compared it with one of the repetition features we 868

identified. In Table 13, when activation feature 100 869

was steered, the model exhibited generation behav- 870

ior that matched the feature description, producing 871

content such as ’president’ related to ’political’, 872

which is a typical response after activating a regu- 873

lar feature. However, in Table 12, after activating 874

feature 20199, the model’s response exhibited a 875

clear repetition phenomenon. 876

E Mitigating the Repeat Curse 877

We demonstrate the generation effect of GPT2- 878

small Layer 9 after deactivating 100% of the rep- 879

etition feature in Table 14. In the normal (non- 880

activated) case, when the model faces a problem 881

requiring diversity, it falls into the repetition curse, 882

repeatedly generating the word “The Godfather”. 883

However, after deactivating the repetition feature, 884

the model is not affected by the diversity issue and 885

does not fall into the repetition curse. In cases 2 886

and 3, it even shows improved diversity, listing 887

more song information and providing more effec- 888

tive answers to the question. 889

F Human Evaluation 890

To determine the repeat score threshold ρ for the 891

repetition feature, we manually evaluated the rep- 892

etition in the generated text. If the text exhibited 893

repetition, it was classified as “Yes”. We randomly 894

sampled 100 pairs of texts and then calculated the 895

repeat score for those classified as “Yes”. Figure 896

15 displays a randomly selected portion of our eval- 897

uation process. 898
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Figure 6: Comparison of Metrics in Token Repetition Scenario (M=2, 5)

Prompt Answer(Correct, Incorrect)
Is displacement is a vector or scalar is a vector is is a vector is is a, vector

School school school is a place where you school school school is a school is a school is a school, place
Which does not has an index does not has an index does, and

Friends friends friends are people who friends friends friends are people who friends are people who friends, help
Speed speed speed is a scalar that speed speed speed is a speed is a speed is a speed, scalar

Mass mass mass does not change mass mass mass changes doesn’t change mass, anything
Work done is energy is energy is energy, to

Time is always measured in seconds Time is always measured in seconds Time is always measured, limited

Table 2: Tamplates of Induced Repeated Generation Inputs and Answers
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Figure 7: GPT2-small Layer Attribution
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Figure 8: Gemma-2-2B Layer Attribution
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Figure 9: Llama-3.1-8B Layer Attribution
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Figure 10: Feature Characteristic of Each Model on
academic question (AQ) dataset.
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Feature ID Description
Layer 9

6643 periods and punctuation marksindicating the end of sentences
6972 entities such as names, organizations, and transferred amounts
8700 phrases related to popular moviefranchises and their connections
13299 expressions related to deep emotionsand personal connections
13944 proper names of individuals or entities
16888 names specifically with initials followed by periods
17533 information about pricing andsubscriptions
19200 environmental elements such asocations including caves, mountainslakes, and

specific physical objects
20161 financial and economic data points orindicators
22587 discount-related terms and actions
23516 mentions of names, specifically those related to the character Jack and others in

a specific narrative context
Layer 11

6023 proper names of individual
7413 phrases related to problem-solving and improvement
8860 proper nouns and specific terms related to legal and politicalmatters
8919 phrases related to online security and encryption
10226 words related to political figures or events
10431 temporal references or expressions related to time
11642 locations and spatial references
12078 dates or events when something occurred
13140 references to specific numerical codes or identifiers
15084 phrases related to personal evaluation or judgment
15405 phrases related to negative events or experiences

Table 3: GPT2-small Repetition Features (EQ)
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Feature ID Description
Layer 9

3615 references to product offers and services, likely related to advertising or market-
ing content

3661 numerical information related to accounting or distribution
6972 entities such as names, organizations, and transferred amounts
7798 names related to Middle Eastern politics and conflicts
8357 information related to news articles and events, focusing on dates and locations
10178 references to the television show "Game of Thrones"
13944 proper names of individuals or entities
16631 policy-related phrases like "full employment," "de facto amnesty," "mass depor-

tation," and "no-fly zone."
16888 names specifically with initials followed by periods
18380 government department names and related entities
22275 cities and locations
22317 phrases related to keeping business operational or in progress

Layer 11
2868 elements related to coding orprogramming concepts
3185 locations expressed as intersectionsor addresses
6023 proper names of individual
6038 words related to the name "Kris"
8353 terms related to geographic locations or businesses
10431 temporal references or expressions related to time
11642 locations and spatial references
12078 dates or events when something occurred
18623 terms related to financial capital and taxes
20971 phrases indicating events or activities related to time and context
22640 specific time-related events or processes
23164 measurement units and quantitiesrelated to mathematics and physics

Table 4: GPT2-small Repetition Features (AQ)
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Feature ID Description
Layer 9

181 information about who directed and wrote a film or TV show
1238 phrases related to confidence and mental states
1554 names or references to names in a text
3660 references to an exchange of goods or services
4688 phrases related to age groups
6792 Roman numerals followed by letters and numbers
8047 people or places associated with specific names
12969 terms related to indexing, such as words like “index” and actions related to

creating or comparing indexes
13944 proper names of individuals or entities
16888 names specifically with initials followed by periods
17290 references to video games
19121 political party names, such as AAP, Greens, Congress, and NDP, along with

related terms
20636 references to computer science concepts related to object-oriented programming

Layer 11
692 references to individuals named or related to “Bhutan”
3017 names of people or entities preceded by a title or username
3299 numbers and codes with a specific structure
4464 topics related to government, politics, and various industries
6023 proper names of individual
12078 dates or events when something occurred
16594 Proper nouns,specifically names of people and locations
16765 specific parts of objects or machines
17956 technical terms related to geologyand physics
18371 mentions of people’s names in a social context
22640 specific time-related events or processes

Table 5: GPT2-small Repetition Features (NQ)
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Feature ID Description
Layer 22

259 references to the color red, particularly in varying contexts or phrases
2603 mention of characters or entities named "Daika" along with their various at-

tributes and relationships
3509 names and titles of individuals in professional contexts
7362 mentions of Washington, D.C., and variations of its name
5327 names or mentions of a specific individual or group
7535 terms and phrases associated with research and funding in the scientific field
8726 terms and phrases associated with “cross-linking” concepts
11734 symbols and variables related to math, physics, and statistics, particularly in the

context of equations and mathematical notation
12235 LaTeX math syntax related to mathematical symbols and expressions
14137 phrases related to durations and periods of time
15056 certain key terms and phrases related to various subjects such as programming,

medicine, and science
Layer 24

1119 numerical values or formats in mathematical or programming contexts
2497 references to sports leagues and tournaments
5333 date ranges and time periods
7923 specific statistics related to baseball performance
8789 numerical values, particularly those indicating ages or durations
11892 names of characters in a narrative context
12519 acronyms and specific terms related to molecular biology or chemistry
14510 elements related to programming and data structures
14995 mentions of the name “Tom”
16307 information related to financial transactions and corporate activities

Table 6: Gemma-2-2B Repetition Features (EQ)
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Feature ID Description
Layer 22

3509 names and titles of individuals in professional contexts
3576 dates and times related to events or records
5618 phrases indicating the degree of proximity or likelihood, particularly words like

"almost."
5947 phrases that indicate long-term perspectives or considerations
9363 references to dates or time-related events
10278 terms related to programming syntax and variable naming conventions
13028 names of researchers and contributors involved in a project or study
14041 keywords and phrases related to actions and intentions, particularly involving

deception or retrieval
14137 phrases related to durations and periods of time
14370 reterences to ages and years of experience

Layer 24
1119 numerical values or formats in mathematical or programming contexts
2505 specific names and references to legal proceedings or court cases
4795 phrases indicating social connections and personal interactions
7079 names of contributors or authors associated with a research project
7158 names and identities of notable individuals associated with Ballymena
7719 terms related to subscription models and billing options
8137 terms and phrases related to biochemical processes and treatments involving

heavy metals or chemical interactions
8491 technical terms and phrases related to programming or mathematicalconcepts
8777 phrases related to expressions of gratitude and acknowledgments
8789 numerical values, particularly those indicating ages or durations
11892 names of characters in a narrative context
14512 names and achievements of athletes, particularly in rugby
15142 names of individuals and associated figures in various contexts

Table 7: Gemma-2-2B Repetition Features (AQ)
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Feature ID Description
Layer 22

111 references to the author and her works, focusing particularly on the name
“Taryn”

1171 the name "Shi" in various contexts
3509 names and titles of individuals in professional contexts
4999 references to a specific name or term with the prefix “Hy”.
5327 names or mentions of a specific individual or group
5521 terms and phrases associated with epithelial growth factor receptors and related

biological processes
11848 phrases indicating deficiencies or absences in various contexts
14137 phrases related to durations and periods of time
14216 phrases that indicate assertiveness and standing out or standing firm
15056 certain key terms and phrases related to various subjects such as programming,

medicine, and science
Layer 24

937 references to specific biological or medical terms and processes
1119 numerical values or formats in mathematical or programming contexts
3043 references to specific biological or medical terms and processes
4237 references to parenting and family dynamics
5333 date ranges and time periods
6707 references to academic publications and scientific authors
8876 references to significant personal events and celebrations, particularly anniver-

saries and milestones
9408 the word “In” at the beginning of sentences or clauses
10864 mathematical expressions and formulas related to statistical functions
11892 names of characters in a narrative context
14512 references to modal verbs and their usage in sentences
16050 phrases indicating conditional statements or scenarios involving the subject

“we”.

Table 8: Gemma-2-2B Repetition Features (NQ)
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Feature ID Description
Layer 24

1000 phrases indicating mathematical processes and proofs
1341 numerical values associated with dates and times
4975 mathematical symbols and structures within equations
7332 titles of movies or works that include the phrase "Last" in various formats
8837 references to the name "Walter" and its variations in different contexts
24546 numbers associated with dates and years
25636 references to a specific individual named Russell
27100 references to company names and partnerships
29591 words and phrases related to evil
32356 dates and numerical values related to events

Layer 29
22 phrases related to musical instruments and their cultural context

4815 mathematical expressions and operations in formal notation
11894 character names and elements indicating romance
12837 items related to craft beer and its various qualities and attributes
12950 references to proximity or closeness, both physically and metaphorically
13331 elements related to mathematical concepts and programming syntax
13617 elements related to specific numerical data and coding terminology
16376 references to organizations and initiatives focused on community support and

advocacy
21958 references to "Game of Thrones" and related content
23327 popular television shows and their ratings
23499 mathematical terminology and quantifiable data
32089 names of individuals and organizations

Table 9: Llama-3.1-8B Repetition Features (EQ)
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Feature ID Description
Layer 24

1341 numerical values associated with dates and times
1715 mathematical symbols and expressions related to variable manipulation and

equations
2921 phrases related to planning and organization for events or activities
4975 mathematical symbols and structures within equations
5718 references to durations and timing in multimedia content
6806 references to specific names or entities, likely within a context of sports teams

or competitions
8751 instances of copyright-related terms and phrases
15453 mathematical variables and symbols in equations
18162 terms and phrases related to solar energy and sustainability initiatives
19305 specific names and titles related to individuals and brands
19411 phrases related to waste management and disposal processes
20921 mathematical symbols and terms related to equations and parameters
25861 phrases indicating the absence or nonexistence of studies or evidence related to

medical treatments and conditions
28578 numerical data and formatting, particularly relating to time and monetary values

Layer 29
3000 phrases related to political discussions and legislative actions
4815 mathematical expressions and operations in formal notation
7211 instances of the pronoun “she”
8227 the name “John” in various contexts
11475 mentions of Wi-Fi
11528 numerical data and statistics, particularly those related to measurements or

scores
13331 elements related to mathematical concepts and programming syntax
13617 elements related to specific numerical data and coding terminology
23499 mathematical terminology and quantifiable data
26025 terms related to search engine optimization (SEO) and digital marketing strate-

gies
26421 references to political entities, particularly countries and their governments

Table 10: Llama-3.1-8B Repetition Features (AQ)
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Feature ID Description
Layer 24

1341 numerical values associated with dates and times
1719 instances of the name "Lance" and its variations
2340 terms and phrases associated with corruption and bribery
2443 phrases indicating various types and classifications
4975 mathematical symbols and structures within equations
6806 references to specific names or entities, likely within a context of sports teams

or competitions
19305 specific names and titles related to individuals and brands
24418 phrases indicating time durations and related contexts
24546 numbers associated with dates and years
27100 references to company names and partnerships
27990 specific phrases or structures commonly used in formal writing or legal contexts

Layer 29
4815 mathematical expressions and operations in formal notation
6824 names and identifiers related to individuals and family lineage
11894 character names and elements indicating romance
13001 instances of the word "back" in various contexts
13111 proper nouns and significant names
15023 mentions of service quality and customer experiences
16414 time indicators related to events
21958 references to "Game of Thrones" and related content
20338 specific terminology related to medical or health-related subjects
28972 expressions of excitement or emphasis
32089 names of individuals and organizations

Table 11: Llama-3.1-8B Repetition Features (NQ)

Feature 20199 Names of places or people mentioned in a speaking context
Question Can an object have a negative distance traveled? Why or why not?
Normal Can an object have a negative distance traveled? Why or why not? No, an

object cannot have a negative distance traveled because distance is a scalar
quantity representing the total length of the path, which is always non-negative.
However, displacement, a vector quantity, can be negative as it accounts for
direction and represents the straight-line distance between

Steered #1 Can an object have a negative distance traveled? Why or why not? Can an
object have a negative distance traveled? Why or why not? Can an object have
a negative distance travelled? Why or why not? Can an object have a negative
distance travelled? Why or why not? Can an object have

Steered #2 Can an object have a negative distance traveled? Why or why not? Can an
object have a negative distance traveled? Why or why not? If the object is
in a positive space, it will be able to travel as long as it’s visible from its first
position, and the distance travelled by its

Steered #3 Can an object have a negative distance traveled? Why or why not? Can an
object have a negative distance traveled? Why or why not? Can an object have
a negative distance traveled? Why or why not? Can an object have a negative
distance traveled? Why or why not? Can an object have

1-gram repeat score 0.74, increased from normal by 0.51

Table 12: Comparison of Activation Before and After of Feature 20199 at Layer 7
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Feature 100 Words related to political campaigns and candidates
Question When I look at myself in the mirror, I see...
Normal When I look at myself in the mirror, I see a reflection of my physical appearance,

which represents how others might perceive me. It shows my facial features,
body posture, and expressions. However, it may not fully capture my thoughts,
emotions, or inner self, which go beyond the mirror’s image.

Steered #1 When I look at myself in the mirror, I see that I’m very lucky to be a woman. I
would make a great president of the United States. And if we don’t have the
same kind of laws, and we don’t have the same freedoms, then people will say
things like

Steered #2 When I look at myself in the mirror, I see that I’m not the only person who has
been able to do something that’s been a lot different. The other people of this
country have had some of the worst things. And we’ ve seen a president who
has made some very bad choices, and

Steered #3 When I look at myself in the mirror, I see that I have a bad attitude. And if you
can’t be president of the United States, you’ re going to have two more years.
If we don’t have a fair deal on immigration, we’ re going to be in for another
seven years.

1-gram repeat score 0.16, increased from normal by 0.10

Table 13: Comparison of Activation Before and After of Feature 100 at Layer 7
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Question Could you recommend as many famous English songs as possible?
Normal I recommend: 1."Losing My Mind for Grief" 2."The World Is a Beautiful

Place" 3.“The Godfather” In case you missed it: The title "The Godfather"
by Michael Jackson is probably one of the best English songs on YouTube right
now! How can you possibly say "Godfather" without being wrong? You know
how people think about American music when they hear it at concerts? Well,
we all know that "The Godfather" is a great song. 4.“The Godfather”5.“The
Godfather”6.“The Godfather”.

Unsteered#1 The list of the best English songs is not exhaustive, but rather it is a collection of
15 great songs that have been recorded by talented artists. "The Black Swan"
(1955) – The song was written by John Lennon in 1955 and has been featured
on numerous TV shows and films over the years. It’s one of those rare American
rock albums that sounds like it’s being sung to you while you’re asleep on your
way home from work. The main reason this one should be included in any list
is because it’s so well known throughout the world for its wonderful sound
design, which makes this song very accessible to anyone who wants to listen
at night or during long periods of time without having to worry about getting
lost or forgetting what they were listening for! "Tina Turner" (1957) – Tina
Turner was born in New York City, where she spent her childhood growing up.

Unsteered#2 The following list is based on my own research and personal experience. I
have chosen to include all of my favourite songs from the past few years, so if
you’re looking for a great English song that sounds like it could be included,
please consider this list. If you’re looking for some more classics that have
been featured in the past few years, please feel free to add them here. The list
also includes music from other genres such as rock (particularly rock ’n’ roll),
jazz (especially jazz), and pop (including pop music). 1."One More Time" -
"Bitch In My Pocket" by Michael Jackson 2."I Can’t Stop Loving You" by
The Beatles 3."You Got Me" by The Beatles 4."You Ain’t Got No Money
Now" by The Rolling Stones 5."One More Time - I Will Always Love You"
by Jack White.

Unsteered#3 I would suggest: "The Spirit of Love" by The Beatles (1962) "Gone With
the Wind" by Eminem (1975-76) "Losing My Mind for Grief" "The World
Is a Beautiful Place" "My Life’s a Waste of Time".

Table 14: Mitigate Repeat Curse (GPT2 small).
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Feature 14137 phrases related to durations and periods of time
Question How are physical quantities expressed in physics?
Normal Are leading zeros considered significant figures in a measurement? Here’s why

this is a tricky question: Leading zeros are often just placeholders. They don’t
represent any real quantity and don’t affect the precision of the measurement.
Significant figures are about representing actual

Steered How are physical quantities expressed in physics? period period period period
period Period periods period periods periodsPeriod Periodperiod period Peri-
odperiod span span span Periodnperiod period time time time time span span
duration

Repeat Score 0.54, increased from normal by 0.36
Human Evaluation Yes

Feature 15780 exclamatory expressions and phrases beginning with “Oh”.
Question If an object moves to the left, what sign would its displacement have?
Normal If an object moves to the left, what sign would its displacement have? Here’s a

breakdown: Displacement: The overall change in position of an object. It’s like
the "final destination" of the movement. Distance: The total length of the path
traveled.

Steered If an object moves to the left, what sign would its displacement have? dear god
please help me! I am so confused about this! dear god please help me! I am so
confused about this! no worries my dear, we’ll get it sorted right away. yes yes
yeahhhhhhh yeahhhhh

Repeat Score 0.35, increased from normal by 0.17
Human Evaluation No

Feature 4384 specific terms and phrases related to research, documents, and citations
Question What are nonstandard units of measurement, and can you provide an example?
Normal What are nonstandard units of measurement, and can you provide an example?

Nonstandard Units of Measurement Nonstandard units are informal or arbitrary
measures used to quantify certain physical quantities. They’re not part of the
internationally recognized system of measurement (SI) which includes standard
units like meters, kilograms, and seconds.

Steered What are nonstandard units of measurement, and can you provide an example?
Nonstandard Units of Measurement Nonstandard units of measurement are
informal or arbitrary units that are not officially recognized by a particular
system of measurement. They are often used in everyday life, but they can be
confusing when dealing with scientific or technical

Repeat Score 0.21, increased from normal by 0.05
Human Evaluation No

Feature 8768 numerical data related to time and measurements
Question Is displacement a vector or scalar quantity?
Normal Is displacement a vector or scalar quantity? Answer: Displacement is a vector

quantity. Here’s why: Vector quantities have both magnitude (size) and direc-
tion. Scalar quantities only have magnitude. Displacement tells us not only how

Steered Is displacement a vector or scalar quantity? Explanation: Vector quantities
have both magnitude and direction. Scalar quantities only have magnitude. Let
me know if you want to explore some specific examples! Please note that the
concept of “displacement”

Repeat Score 0.07, increased from normal by 0.01
Human Evaluation No

Table 15: A Portion of the Human Evaluation Process
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