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Abstract

The diffusion model, a new generative modeling paradigm, has achieved significant
success in generating images, audio, video, and text. It has been adapted for
sequence-to-sequence text generation (Seq2Seq) through DiffuSeq, termed the
S2S-Diffusion model. Existing S2S-Diffusion models predominantly rely on
fixed or hand-crafted rules to schedule noise during the diffusion and denoising
processes. However, these models are limited by non-contextualized noise, which
fails to fully consider the characteristics of Seq2Seq tasks. In this paper, we
propose the Meta-DiffuB framework—a novel scheduler-exploiter S2S-Diffusion
paradigm designed to overcome the limitations of existing S2S-Diffusion models.
We employ Meta-Exploration to train an additional scheduler model dedicated to
scheduling contextualized noise for each sentence. Our exploiter model, an S2S-
Diffusion model, leverages the noise scheduled by our scheduler model for updating
and generation. Meta-DiffuB achieves state-of-the-art performance compared to
previous S2S-Diffusion models and fine-tuned pre-trained language models (PLMs)
across four Seq2Seq benchmark datasets. We further investigate and visualize the
impact of Meta-DiffuB’s noise scheduling on the generation of sentences with
varying difficulties. Additionally, our scheduler model can function as a "plug-
and-play" model to enhance DiffuSeq without the need for fine-tuning during the
inference stage. 1

1 Introduction

The diffusion model, a novel generative approach, operates through a two-step process: it first
introduces noise to real data and then systematically removes this noise to facilitate data generation
[12, 40, 30]. This model has demonstrated significant efficacy across several domains, including
image [13, 29, 38], audio [36, 18], video [18, 14], and text generation [1, 15, 21, 3, 24, 34]. The
diffusion model utilizes a technique known as noise scheduling to control the amount of noise imposed
at each diffusion step [12]. DiffuSeq [8] has adapted this model to discrete generation tasks like
sequence-to-sequence text generation (Seq2Seq), under a framework termed S2S-Diffusion. However,
DiffuSeq employs fixed noise scheduling and does not accommodate the specific characteristics of
Seq2Seq tasks [45, 44].

Seq2Seq is a foundational technique in natural language processing (NLP) that generates target
sentences from specified conditional sentences. It supports a range of downstream tasks, including

1Code and datasets for Meta-DiffuB are available at: https://github.com/Meta-DiffuB/
Meta-DiffuB.
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language translation [41], image captioning [35], conversational modeling [39], and text summa-
rization [28]. For Seq2Seq tasks, it is more reasonable to impose different levels of noise to each
sentence in S2S-Diffusion models to address the varying semantic and contextual difficulties of
generating sentences. This noise scheduling strategy can better adapt to the semantic characteristics
and generation difficulties of each sentence, thereby improving the model’s performance in various
generation tasks. To meet the unique demands of S2S Diffusion, we introduce a contextualized
noise-scheduling strategy that accounts for the semantics of each conditional sentence and adapts
to different training epochs. Existing S2S-Diffusion models, such as DiffuSeq, lack flexibility due
to their reliance on fixed, non-contextualized noise-scheduling strategies. Furthermore, models like
SeqDiffuSeq [45] and Dinoiser [44], which propose adaptive noise scheduling, are also limited by
their non-contextualized approach.

To address the semantics of discrete conditional sentences for contextualized noise scheduling, we
introduce a novel scheduler-exploiter framework, Meta-DiffuB, which achieves trainable noise-
scheduling inspired by Meta-Exploration [43]. Within this framework, our scheduler model dy-
namically schedules noise to train our exploiter model, which is updated based on the performance
rewards it generates. Our exploiter model, an S2S-Diffusion model, leverages the noise scheduled
by the scheduler model for updates and generation. By design, Meta-DiffuB naturally implements
contextualized noise scheduling. It achieves state-of-the-art performance on four Seq2Seq benchmark
datasets, outperforming existing S2S-Diffusion models [8, 45, 44] and fine-tuned pre-trained language
models (PLMs) [10, 33].

In summary, we make three primary contributions with Meta-DiffuB:

• We introduce and demonstrate the application of Meta-Exploration to diffusion models in
Section 3, proposing Meta-DiffuB as a strategy to enhance S2S-Diffusion models. Our
main results, presented in Section 6.1, confirm that Meta-DiffuB achieves state-of-the-art
performance across four benchmark datasets.

• We detail the operation of our scheduler model in Section 6.2, highlighting its capability to
schedule noise. The noise scheduling approach of our scheduler model—applying less noise
to the harder sentences and more to the easier ones—enhances the diversity and quality of
the generated text.

• We reveal that our scheduler model can function as a "plug-and-play" model, easily integrated
into existing S2S-Diffusion models to enhance inference performance, as detailed in Section
6.3.

2 Problem Statement, Preliminary

2.1 Problem Statement

In this work, we focus on sequence-to-sequence text generation tasks. Given a conditioning sentence
of length m, wx = {wx1 , . . . , wxm}, our objective is to train a diffusion model capable of generating a
target sentence of length n, wy = {wy1 , . . . , wyn}, based on the conditional sentence. Here, wx and
wy represent the conditional and target sentences, respectively.

2.2 Preliminary

DiffuSeq [8] primarily follows the transformation method of Diffusion-LM [21] and incorporates
the diffusion and denoising processes from [12]. In the diffusion process, Diffusion-LM transforms
discrete sentences into a continuous space. Given the real-world training sentence pair wx⊕y,
concatenated by wx and wy, Diffusion-LM uses an embedding function emb to transform wx⊕y

into continuous space, thereby obtaining the distribution z0 ∼ q(z), where q represents the diffusion
process. Then, z0 is subjected to imposed noise, diffusing into a standard Gaussian distribution
zT ∼ N (0, I). At each diffusion step t ∈ [1, 2, . . . , T ], the noise is regulated by q(zt|zt−1) =
N (zt;

√
1− βtzt−1, βtI), where βt ∈ (0, 1) controls the amount of noise imposed at each diffusion

step. We denote β as containing a set of noise values βt, where a larger βt indicates more Gaussian
noise imposed at that diffusion step. When t is large enough, z0 gradually evolves into a standard
Gaussian noise distribution. The random distribution is gradually reduced in noise during the
denoising process to regenerate target sentences. The denoising process, which recovers z0 by
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Figure 1: Comparison between S2S-Diffusion model (i.e., DiffuSeq [21]) and the proposed Meta-
DiffuB. The shades of color represent different amounts of noise being imposed. Different from
prior works that use a fixed noise, we introduce a novel scheduler-exploiter framework, Meta-DiffuB,
which achieves trainable noise scheduling inspired by Meta Exploration. Our scheduler model
schedules contextualized noise, enhancing the training and generation of the S2S-Diffusion model,
resulting in state-of-the-art (SOTA) performance compared to previous S2S-Diffusion models, as
detailed in Section 4.

reducing the noise in zt, can be defined as follows:

pθ(z0:T ) = p(zT )

T∏
t=1

pθ(zt−1|zt). (1)

Diffusion-LM employs a trained, parameterized denoising distribution zt−1 ∼ pθ(zt−1|zt) to grad-
ually recover zt from noise. This denoising distribution, parameterized by θ, is tailored to fit the
posterior distribution q(zt−1|zt, z0) of the forward process. The key difference between DiffuSeq [8]
and Diffusion-LM [21] is that DiffuSeq imposes noise only on the target sentence part of zt to
achieve classifier-free S2S Diffusion, termed Partial Noise [8]. Due to the implementation of Partial
Noise in the diffusion process, conditional denoising is inherently classifier-free. To transform the
continuous z0 target sentences back into discrete sentences wy , previous S2S-Diffusion models use a
Rounding Operation [21] to map the target sentence part of z0 into wy . The Rounding Operation is a
method for choosing the most probable word for each position [21]. The denoising process primarily
utilizes the variational lower bound (LVLB) to optimize the negative log-likelihood [12]. Through
the simplification and derivation from DiffuSeq [8], the training objective function for S2S-Diffusion
models can be defined as:

min
θ
LVLB = min

θ
[

T∑
t=2

∥z0 − fθ(zt, t)∥2 + ∥ emb(wx⊕y)− fθ(z1, 1)∥2 +R(∥z0∥2)], (2)

where learning process pθ(zt−1|zt) is modeled as Transformer model fθ. Previous diffusion models
deploy β by dividing the interval between the minimum value β1 and the maximum value βT using a
mathematical function to determine the fixed noise sequence {β1, ..., βT } ∈ β, as described in [12].
The mathematical function used by Diffusion-LM and DiffuSeq [21] is the sqrt function, which
has demonstrated superior performance in text generation compared to other fixed mathematical
functions. However, DiffuSeq’s noise scheduling is constrained by its non-contextual approach; it
does not account for the semantics of each conditional sentence nor does it adapt to different training
epochs.
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3 Methodology

In this work, we propose a scheduler-exploiter framework named Meta-DiffuB for training S2S-
Diffusion models with contextualized noise. Inspired by [43], our Meta-DiffuB includes a scheduler
model, Bψ, parameterized by ψ, and an exploiter model, Dθ, parameterized by θ. Bψ, a simple
Seq2Seq model, considers the semantics of conditional sentences to schedule contextualized β for
updating Dθ and is also updated based on the learning effectiveness of Dθ—which refers to how well
the exploiter learns. Our exploiter, Dθ, an S2S-Diffusion model, leverages the noise scheduled by
Bψ for its updating and generation. The framework of our Meta-DiffuB, compared with DiffuSeq, is
visualized in Figure 1.

3.1 Noise Scheduling in the Scheduler Model

In this work, we propose a simple two-step approach for our scheduler Bψ, which is a Seq2Seq
model, to schedule β—a set of noise values βt. Here, a larger βt indicates more noise imposed
on the data. The input to Bψ is consistently wx across both training and inference stages. Instead
of directly scheduling the values of β, Bψ outputs a series of Meta-Instructions, simplifying the
training into a time-series binary classification problem. In the first step, Bψ samples a series of
Meta-Instructions ιx = {ι1, . . . , ιt, . . . , ιT } from wx, where each ιt is labeled either True or False.
We propose a ‘skipping’ method: a True label directs Bψ to increase the noise by selecting βt+1

for the next diffusion step, whereas a False label maintains the same noise level βt. In the second
step, we transform ιx using the fixed noise sqrt-function βsqrt = {β1, . . . , βT }, as deployed by
[21, 8], through the ‘skipping’ method to generate the new noise values βx = {βx1 , . . . , βxT }. For
example, with the continuous Meta-Instructions ιx = {T, F, T} and fixed noise values {1, 2, 3},
our new scheduling of noise values will be {1, 1, 2}. If consecutive scheduling noise values are the
same, no additional noise is introduced at that diffusion step [12]. Our two-step approach maintains
the same diffusion steps for parallel operations and contextualized βx in the diffusion process. We
utilize a Policy Gradient to update our scheduler model following Meta-Exploration, addressing the
non-differentiability of our two-step approach. The noise-scheduling mechanism of our scheduler
model can be defined by the following equations:

ιx = Bψ(w
x)

βx = skipping(ιx,βsqrt).
(3)

3.2 Training the Exploiter

Unlike previous S2S-Diffusion models [8, 45, 44] that employ fixed or hand-crafted noise scheduling,
we utilize contextualized βx to impose noise during the diffusion process. We also implement Partial
Noise to achieve classifier-free S2S Diffusion [8]. In the denoising process, our exploiter model
Dθ restores the diffused data to generate the target sentences. During the diffusion process, we
adopt the transformation method of Diffusion-LM to obtain emb(wx⊕y), as described in Section 2.
We extend the original diffusion chain to a new Markov transition with our βx: qϕ(z0|wx⊕y) =
N (emb(wx⊕y), βx0 I) [21, 8]. Consequently, we can implement the objective function indicated in
Section 2, derived from previous classifier-free S2S-Diffusion methods, to update our exploiter model
Dθ [8]. The training objective function for our exploiter model Dθ in collaboration with Bψ can be
defined as follows:

∇θJ(θ) = min
θ

[

T∑
t=2

∥z0 −∇θDθ(z
Bψ
t , t)∥2 + ∥ emb(wx⊕y)−∇θDθ(z

Bψ
1 , 1)∥2 +R(∥z0∥2)].

(4)

Since z0 is not diffused, there is no need to add the superscript of Bψ . J(θ) is denoted as the gradient
for updating exploiter model Dθ. Then, we can update our exploiter model Dθ’s network weights:

θ′ → θ +∇θJ(θ). (5)

3.3 Contextualized Inference with Meta-DiffuB

In the inference stage, if our goal is to generate outputs based on wx, Bψ predicts contextualized
βx using wx, as demonstrated in Section 3.1. We then concatenate emb(wx)—transformed from

4



Algorithm 1 Meta-DiffuB

Require: exploiter model Dθ; scheduler model Bψ; conditional sentences wx and target sequences
wy from dataset.
Initialize exploiter model Dθ, scheduler model Bψ with random weights θ and ψ.
repeat

for e in 1 : E exploration epochs do
Bψ schedules noise βx by Eq. (3).
θe ← θ +∇ψJ(θ)e by Eq. (4) and Eq. (5)
Estimate the Meta-RewardReBψ as described in Section 3.4.
Compute the gradient∇J(ψ)e by Eq. (6).

end for
ψ′ ← ψ +

∑E
e=1∇J(ψ)e by Eq. (7). { Scheduler Update }

Bψ′ schedules noise βx by Eq. (3).
θ′ ← θ +∇θJ(θ)′ by Eq. (4) and Eq. (5). { Exploiter Update }

until Meta-DiffuB converges

wx—with a randomly sampled yT ∼ N (0, I) to form zT . Our Dθ predicts z0 directly from zt and
uses βx to convert the predicted z0 into zt−1. This step-by-step denoising process progressively
recovers zt back to z0, following the methodologies outlined in [21, 45, 44]. Finally, we use a
Rounding Operation to convert the target sentence part of z0 into discrete target sentences.

3.4 Estimating the Meta-Reward of the Scheduler Model

In this section, we estimate the Meta-Reward of our scheduler model, which reflects the learning
effectiveness of Dθ. We let Dθ generate YDθ and Dθ′ generate YDθ′ , respectively, where Y
denotes the generated wy [21]. We assess the rewards for YDθ and YD′

θ
, denoted as RDθ and RDθ′

respectively, which represent the rewards for Dθ and Dθ′ . In this study, we utilize the BLEU score
to quantify these rewards. Consequently, the reward for the scheduler model (i.e., Meta-Reward) is
defined asRBψ = RDθ′ −RDθ .

3.5 Training the Scheduler Model with Meta-Reward

Since Bψ generates Meta-Instructions to diffuse sentences using our two-step approach described in
Section 3.1, we update the scheduler via policy gradients, incorporating both Meta-Instructions and
the calculated Meta-Rewards [43]. The training objective function for our scheduler model is defined
as follows:

∇ψJ(ψ) =
T∑
t=1

∇ψBψ(ιxt | wx) ·RBψ . (6)

After we obtain ∇ψJ(ψ), we can update Bψ’s network weights:

ψ′ = ψ +∇ψJ(ψ). (7)

3.6 Exploration Epochs

Inspired by the exploration epochs of Meta-Exploration [43, 5, 19], we iteratively execute the
procedures from Section 3.1 to Section 3.4 to collect various indicators of learning effectiveness from
Dθ for updatingBψ . In practice, we keep the network weights ofDθ fixed until the exploration epochs
are completed. This approach ensures that the scheduler model schedules noise to Dθ with consistent
network weights, promoting stable training [5]. Additionally, we can conduct the exploration epochs
in parallel to save time by collecting learning effectiveness fromDθ under consistent network weights.
After accumulating the gradients for Bψ from these exploration epochs, we update Bψ to Bψ′ , which
in turn schedules new noise to update Dθ to Dθ′ . In summary, we present Algorithm (1) to detail the
full training process of the proposed Meta-DiffuB. The number of exploration epochs is denoted by
E , with e ∈ {1, ..., E} indexing the exploration epochs.
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4 Experiments

In this section, we conduct experiments to verify the performance of our Meta-DiffuB on four
benchmark Seq2Seq datasets [48, 6, 17, 8]. We benchmark Meta-DiffuB against previous S2S-
Diffusion models and fine-tuned pre-trained language models (PLMs), using the same datasets and
training settings as employed by DiffuSeq [8].

4.1 Datasets

In our experiment, we use four datasets: the Commonsense Conversation dataset (CC) [48], the
Quasar-T dataset (QT) [6], the Wiki-Auto dataset (WA) [17], and the Quora Question Pairs dataset
(QQP) [8]. These datasets consider a variety of tasks, including open-domain dialogue generation,
question generation, text simplification, and paraphrase generation tasks, all within Seq2Seq contexts.
For a fair comparison, we employ the same datasets with identical settings for training all mentioned
models, as outlined in [8, 45]. Detailed settings of these datasets are provided in Appendix A.

4.2 Baselines

We compare the proposed Meta-DiffuB with previous S2S-Diffusion models, including DiffuSeq [8],
Dinoiser [44], and SeqDiffuSeq [45]. DiffuSeq employs a fixed noise pattern in the training and
inference stages using a sqrt function and has been successfully introduced to the Seq2Seq task as
the basic diffusion model. We also compare Meta-DiffuB with Dinoiser and SeqDiffuSeq, which are
existing S2S-Diffusion models that focus on noise scheduling. Dinoiser and SeqDiffuSeq utilize hand-
crafted rules that provide adaptive but not contextualized noise scheduling. Additionally, following
[8, 45], we compare our Meta-DiffuB with three PLMs on Seq2Seq tasks. These PLMs include
the fine-tuned GPT-2-base (GPT2-base) [33], fine-tuned GPT-2-large (GPT2-large), and fine-tuned
Levenshtein Transformer (LevT) [10]. We detail these baselines in Appendix B.

4.3 Training Setting

Our exploiter model employs the same network architecture and settings as DiffuSeq [8]. Our
scheduler model uses the same network architecture as described in [4]. The exploiter model and
scheduler architectures are detailed in Appendix C. For consistent comparison, all S2S-Diffusion
models [8, 44, 45] follow the experimental settings of prior research [8] and are trained from scratch.
The diffusion step count is set at 2,000, and the maximum sequence length is 128. The Minimum
Bayes risk (MBR) [23] decoding size, denoted as |S|, is 10; this involves generating sentences from
10 random seeds and selecting the best output sequence. Details on the implementation of MBR for
all S2S-Diffusion models can be found in Appendix 6. The total batch size for both training and
testing phases is 2048. Experiments are conducted on NVIDIA A100 Tensor Core GPUs, utilizing 4
GPUs for training and a single GPU for inference.

4.3.1 Discussion of Computational Intensity

To ensure a fair comparison during parallel exploration epochs, we avoid increasing the total batch
size. Instead, we reduce the batch size by dividing the total batch size by the number of exploration
epochs deployed. In this work, we set the number of exploration epochs to 32 and the batch size to 64.
To update our scheduler, we run parallel exploration epochs every 100 training epochs with a total
batch size of 2048. The increased computational complexity of applying Meta-DiffuB to DiffuSeq is
presented in Table 1.

Table 1: Computational complexity increase when applying Meta-DiffuB to DiffuSeq.
Method Increased Parameters (%) Increased Training Time (%) Increased Inference Time (%)
Meta-DiffuB 2.2% 5% 0.5%

4.4 Evaluation Metrics

To ensure a fair comparison, we follow the same evaluation metric settings as those used in previous
S2S-Diffusion models [8, 45]. For quality assessment, we utilize standard text generation metrics such
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as BLEU [27], ROUGE-L [2], and BERTScore [46], where higher scores indicate better performance.
For diversity assessment, we apply general text generation diversity metrics, including Distinct
Unigram (Dist-1)[2] and Self-BLEU[27], where lower scores of Self-BLEU and higher scores of Dist-
1 signify better performance. Due to the application of multiple evaluation metrics (such as BLEU,
ROUGE-L, BERTScore, Dist-1, and Self-BLEU), we also use Mean-Rank (M-R) to measure whether
each model performs the best across multiple metrics [20]. A lower Mean-Rank score indicates
consistently better performance across various metrics in the dataset. Details on the evaluation metric
settings and their explanations are provided in Appendix D.

5 Model-Agnostic Characteristics of Meta-DiffuB

We conduct experiments on applying our Meta-DiffuB to other S2S-Diffusion models. Specifically,
we use Meta-DiffuB to modify the handcrafted noise-scheduling strategies of Dinoiser [44] and
SeqDiffuSeq [45] on the WA and QQP datasets. The results, shown in Table 2, demonstrate that
Meta-DiffuB can be considered a model-agnostic method for enhancing the performance of other
S2S-Diffusion models. Additionally, we provide results for applying our Meta-DiffuB to RDM [47]
(based on D3PM [47]) and other recent S2S-Diffusion models [42, 7, 22, 9], which are based on
DiffuSeq [8] on machine translation datasets [31, 26] in Appendix E.

Table 2: Results of applying our Meta-DiffuB (Dθ = a specific S2S-Diffusion model) to other
S2S-Diffusion models [8, 45, 44]. The specific S2S-Diffusion model used in the exploiter model
is indicated by the assignment of Dθ. Outcomes where Meta-DiffuB outperforms previous S2S-
Diffusion models are highlighted in bold. A star (⋆) indicates results reported directly from previous
studies, while a dagger (†) signifies that we reproduced the results because the original studies did
not report them using the same metrics on these datasets.

Tasks Methods BLEU (↑) BERTScore (↑) Dist-1 (↑)

QQP

⋆ DiffuSeq 0.2413 0.8365 0.9807
Meta-DiffuB (Dθ = DiffuSeq) 0.2552 0.8821 0.9922

⋆ SeqDiffuSeq 0.2434 0.8400 0.9807
Meta-DiffuB (Dθ = SeqDiffuSeq) 0.2632 0.8919 0.9902

† Dinoiser 0.1949 0.8036 0.9723
Meta-DiffuB (Dθ = Dinoiser) 0.2271 0.8525 0.9752

WA

⋆ DiffuSeq 0.3622 0.8126 0.9264
Meta-DiffuB (Dθ = DiffuSeq) 0.3877 0.8233 0.9355

⋆ SeqDiffuSeq 0.3712 0.8214 0.9077
Meta-DiffuB (Dθ = SeqDiffuSeq) 0.3957 0.8451 0.9412

† Dinoiser 0.2388 0.6787 0.8421
Meta-DiffuB (Dθ = Dinoiser) 0.2471 0.7285 0.8694

6 Experiments of Minimum Bayes Risk Decoding

Diffusion-LM proposes using Minimum Bayes Risk (MBR) to improve generation. Following the
methods described in [45, 8], we allow all S2S-Diffusion models to generate a set of candidate
sentences from 10 random seeds and select the best output sequence that achieves the minimum
expected risk under a meaningful loss function. Specifically, in this work, we employ the BLEU
score as our loss function to evaluate performance, following the approach used in DiffuSeq [8].
We compare our Meta-DiffuB (Dθ = DiffuSeq) with DiffuSeq [8] and GPT-2 [33], using MBR
decoding [21, 8, 45] on the WA and QQP datasets as described in DiffuSeq [8]. We specifically select
GPT2-large and GPT2-base for comparison based on their superior performance on these datasets [8].
In this experiment, we apply MBR decoding to all three models while gradually increasing the
candidate sentence size |S|. The results of the MBR decoding are presented in Figure 2.

Figure 2 shows that our Meta-DiffuB (Dθ = DiffuSeq) can generate a more diverse array of candidate
sentences, achieving better results as the candidate size |S| increases. The diversity of these candidate
sentences determines the upper bound of MBR performance [21, 8]. Our Meta-DiffuB (Dθ =
DiffuSeq) consistently outperforms both GPT2-base and DiffuSeq across all candidate size settings
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Figure 2: Increase in BLEU score with varying candidate
sizes |S| on the QQP and WA datasets.

on the QQP dataset. As the candidate size grows, Meta-DiffuB (Dθ = DiffuSeq) also surpasses
GPT2-base on the WA dataset. Notably, Meta-DiffuB (Dθ = DiffuSeq) exhibits diverse generation
capabilities and achieves significantly better performance than DiffuSeq in MBR experiments.

6.1 Experiment with Seq2Seq Benchmark Datasets

We demonstrate the performance of our Meta-DiffuB (Dθ = DiffuSeq) in Table 3. This table
shows that Meta-DiffuB (Dθ = DiffuSeq) outperforms other PLMs [33, 10] and S2S-Diffusion
models [8, 44, 45] in terms of generation quality and diversity, achieving the lowest M-R scores
across four datasets. Moreover, Meta-DiffuB (Dθ = DiffuSeq) demonstrates significant improvements
over previous S2S-Diffusion models [8, 45, 44] on all evaluation metrics considered.

6.2 Contextualized Noise Scheduling of Meta-DiffuB

For the experiment involving contextualized noise of Meta-DiffuB (Dθ = DiffuSeq), we selected the
200 hardest and 200 easiest generated sentences, labeled as (H) and (E), respectively. All models
listed in Table 3 assessed the generation difficulty of each sentence using BLEU scores, with lower
BLEU indicating higher difficulty. The performance of generating (H) and (E) is evaluated in terms of
BLEU and Self-BLEU, as shown in Table 4. We also detail the results of Table 4 evaluated by other
metrics in Appendix G. We tasked all S2S-Diffusion models with scheduling noise for sentences (H)
and (E), as shown in Figure 3. Since our Meta-DiffuB (Dθ = DiffuSeq) assigns specific noise to
each sentence, we averaged the noise values for clearer visualization. Figure 3 displays the last 10
diffusion steps, as the noise differences in the initial steps are minimal. In Table 4, Meta-DiffuB (Dθ

= DiffuSeq) consistently outperforms other S2S-Diffusion models [44, 45, 8] in terms of generation
quality and diversity for sentences (E) and (H). Notably, when generating the more challenging
sentences (H), Meta-DiffuB Meta-DiffuB (Dθ = DiffuSeq) maintains its performance, whereas other
S2S-Diffusion models [44, 45, 8] experience a decline in both quality and diversity. Figure 3 shows
the benefits of Meta-DiffuB (Dθ = DiffuSeq), which strategically imposes different noise levels for
sentences (E) and (H). This noise-scheduling approach—applying less noise to the harder sentences
(H) and more to the easier sentences (E)—enhances the diversity and quality of the generated text.
The superior example of Meta-DiffuB in generating the hardest sentences (H) is further showcased
in Appendix F, demonstrating its performance relative to other S2S-Diffusion models [44, 45, 8]. We
also provide a more detailed discussion about the noise strategy of our Meta-DiffuB in Appendix H.

6.3 Plug-and-Play Experiments with the Scheduler Model

Our pre-trained scheduler model, trained under Meta-DiffuB (Dθ = DiffuSeq), which incorporates
the semantics of discrete sentences, demonstrates its effectiveness by scheduling noise for pre-trained
DiffuSeq [8] models across various datasets. The results, presented in Table 5, show that our
pre-trained scheduler model, when applied across different datasets, enhances the performance of
pre-trained DiffuSeq models without any fine-tuning during the inference stage. This confirms that
our scheduler model can function as a plug-and-play model across these datasets. Additionally, we
provide further experiments on different pre-trained schedulers under various S2S-Diffusion settings,
as well as results on additional datasets in Appendix I.
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Table 3: We present the results of our Meta-DiffuB (Dθ = DiffuSeq) compared with other models
across four Seq2Seq datasets. We report the scores of DiffuSeq and PLMs from [8]. A star (⋆) indi-
cates results reported directly from previous studies, while a dagger (†) signifies that we reproduced
the results because the previous studies did not report them using the same metrics on these datasets.
The best results among S2S-Diffusion models are underlined, and the overall best results are in bold.

Tasks Methods BLEU (↑) ROUGH-L (↑) BERTScore (↑) Dist-1 (↑) Self-BLEU (↓) M-R (↓)

QQP

⋆ GPT2-base 0.1980 0.5212 0.8246 0.9798 0.5480 5.20
⋆ GPT2-large 0.2059 0.5415 0.8363 0.9819 0.7325 3.80
⋆ LevT 0.2268 0.5795 0.8344 0.9790 0.9995 4.80

⋆ DiffuSeq 0.2413 0.5880 0.8365 0.9807 0.2732 2.60
⋆ SeqDiffuSeq 0.2434 - 0.8400 0.9807 - 2.33
† Dinoiser 0.1949 0.5316 0.8036 0.9723 0.8643 6.20

Meta-DiffuB 0.2632 0.5933 0.8519 0.9902 0.2595 1.00

WA

⋆ GPT2-base 0.3083 0.5461 0.8021 0.9439 0.5444 3.40
⋆ GPT2-large 0.2693 0.5111 0.7882 0.9464 0.6042 4.00
⋆ LevT 0.2052 0.4402 0.7254 0.9715 0.9907 5.00

⋆ DiffuSeq 0.3622 0.5849 0.8126 0.9264 0.4642 3.00
⋆ SeqDiffuSeq 0.3712 - 0.8214 0.9077 - 3.33
† Dinoiser 0.2388 0.4821 0.6787 0.8421 0.9132 6.20

Meta-DiffuB 0.3877 0.6047 0.8233 0.9355 0.3888 1.60

QT

⋆ GPT2-base 0.0741 0.2714 0.6052 0.9602 0.1403 3.80
⋆ GPT2-large 0.1110 0.3215 0.6346 0.9670 0.2910 2.60
⋆ LevT 0.0930 0.2893 0.5491 0.8914 0.9830 5.40

⋆ DiffuSeq 0.1731 0.3665 0.6123 0.9056 0.2789 3.20
⋆ SeqDiffuSeq 0.1746 - 0.6174 0.9248 - 3.33
† Dinoiser 0.0477 0.1872 0.4690 0.8191 0.5273 6.40

Meta-DiffuB 0.1820 0.3870 0.6286 0.9323 0.2527 1.80

CC

⋆ GPT2-base 0.0108 0.1508 0.5279 0.9194 0.0182 4.00
⋆ GPT2-large 0.0125 0.1002 0.5293 0.9244 0.0213 4.00
⋆ LevT 0.0158 0.0550 0.4760 0.9726 0.7103 3.80

⋆ DiffuSeq 0.0139 0.1056 0.5131 0.9467 0.0144 3.40
⋆ SeqDiffuSeq 0.0112 - 0.4425 0.9608 - 2.80
† Dinoiser 0.0096 0.1166 0.3545 0.2485 0.9994 6.00

Meta-DiffuB 0.0220 0.1528 0.5316 0.9670 0.0133 1.20

7 Related Works

7.1 Text Diffusion

[11, 1] define an absorbing state for generating discrete data. Diffusion-LM [21] and AnalogBits [3]
propose imposing noise on continuous latent representations, using transformation functions to bridge
the discrete and continuous spaces of texts for both unconditional and controlled text generation.

7.2 Meta-Exploration

To transcend the limitations imposed by human-crafted rules in noise scheduling, we developed
an additional model trained through Meta-Exploration, as inspired by [43]. Meta-Exploration is a
Reinforcement Learning (RL) training method that utilizes learning effectiveness to devise sampling
strategies that enhance model performance. Numerous studies [5, 37, 25, 19, 16] have employed
Meta-Exploration to meta-learn scheduling strategies for applying additive Gaussian noise on actions
and for sampling effective training data in RL tasks. We have adopted the Meta-Exploration concept
[43] to train an additional model specifically for noise scheduling in S2S-Diffusion.

8 Broader Impact

In this work, our Meta-DiffuB demonstrates significant performance improvements over previous
S2S-Diffusion models across four Seq2Seq tasks, as detailed in Section 4.1. Meta-DiffuB implements
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Table 4: The results of our Meta-DiffuB (Dθ =
DiffuSeq) and other S2S-Diffusion models for
generating sentences (E) and (H) on the WA
dataset. The best result in each group is high-
lighted in bold.

Methods BLEU (↑) Self-BLEU (↓)
DiffuSeq (E) 0.3721 0.4345

SeqDiffuSeq (E) 0.3752 0.4652
Dinoiser (E) 0.2892 0.8852

Meta-DiffuB (E) 0.3997 0.3688
DiffuSeq (H) 0.3216 0.5085

SeqDiffuSeq (H) 0.3282 0.6251
Dinoiser (H) 0.2092 0.9528

Meta-DiffuB (H) 0.3724 0.4056
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(a) QQP dataset
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(b) WA dataset

Figure 3: Visualization of noise scheduling for
each S2S-Diffusion model on the QQP and WA
datasets. βt represents the average noise imposed
on sentences at diffusion step t. Unlike other
models, which impose the same noise on all sen-
tences, our Meta-DiffuB (Dθ = DiffuSeq) varies
the noise levels.

Table 5: Results of the plug-and-play experiment for our scheduler model. The ‘Scheduler’ field
indicates the dataset used to train our scheduler model, while the ’DiffuSeq’ field indicates the dataset
used to train DiffuSeq. If the ‘DiffuSeq’ field is ‘Null’, DiffuSeq generates sentences using its own
noise. Results that outperform those where DiffuSeq uses its own noise scheduling are highlighted in
bold.

Scheduler DiffuSeq BLEU (↑) ROUGH-L (↑) BERTScore (↑) Dist-1 (↑) Self-BLEU (↓)
WA 0.2594 0.5912 0.8459 0.9834 0.2653
QT QQP 0.2603 0.5947 0.8503 0.9812 0.2649
Null 0.2413 0.5880 0.8365 0.9807 0.2732

learnable, contextualized noise scheduling for Seq2Seq tasks. It not only shows enhanced generation
quality and diversity but also has the potential to be applied to other diffusion models that require
conditional data learning to generate target data. However, it is important to note that using Meta-
DiffuB to create fake news or other forms of misinformation is strongly discouraged.

9 Conclusions

We propose integrating Meta-Exploration into S2S-Diffusion models through our newly developed
Meta-DiffuB. By utilizing Meta-Exploration to schedule contextualized noise, our Meta-DiffuB
model demonstrates significant performance improvements on four Seq2Seq benchmark datasets
compared to previous S2S-Diffusion models and PLMs. We have conducted a comprehensive
investigation of the noise-scheduling capabilities of Meta-DiffuB and have visualized the results.
Importantly, Meta-DiffuB has the potential to act as a plug-and-play model, providing a promising
approach for enhancing other S2S-Diffusion models during the inference stage without the need for
fine-tuning.
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A Details of Datasets

There are four datasets in our experiment. For a fair comparison, we use the same datasets with the
same settings as those described in [8, 45]. Below, we detail the datasets used:

• Commonsense Conversation Dataset (CC) [48]: CC requires models to generate informa-
tive responses given a dialogue context, an open-domain dialogue generation task. Extracted
from Reddit single-round dialogues, it includes over 3 million conversational pairs. The
training set contains 3,382,137 pairs, the development set has 2,048, and the test set includes
10,000 pairs. We train all S2S-Diffusions for 140,000 epochs on this dataset.

• Quasar-T Dataset (QT) [6]: QT requires models to generate questions given a context, a
question-generation task. Extracted from Quasar-T, it consists of 119K training samples,
with 116,953 in the training set, 2,048 in the development set, and 10,000 in the test set. We
train all S2S-Diffusions for 40,000 epochs on this dataset.

• Wiki-Auto Dataset (WA) [17]: Wiki-Auto requires models to revise complex text into
sequences with simplified grammar and vocabulary, a text simplification task. Extracted
from Wikipedia, it includes 677K complex-simple sentence pairs with revision alignment.
The training set contains 677,751 pairs, the development set has 2,048, and the test set has
80,000.

• Quora Question Pairs Dataset (QQP) [8]: QQP requires models to generate an alternative
phrasing in the same language that conveys the same semantic content, a paraphrase genera-
tion task. Extracted from the Quora forum, it features 147K question-answering pairs. The
training set contains 144,715 pairs, the development set has 2,048, and the test set has 2,500.
We train all S2S-Diffusions for 140,000 epochs on this dataset.

B Detailed Information on Baselines

We provide details on the PLMs [33, 10] proposed by [8] and other S2S-Diffusion models [44, 45].
DiffuSeq fine-tunes PLMs to achieve optimal performance, balancing the trade-off between quality
and diversity on the development set.

• Dinoiser [44]: In the training stage, Dinoiser proposes Clipping Threshold, a pre-
defined rule to calculate the minimum value and then uses the sqrt function to determine
{β1, ..., βT } for diffusing a batch of sentences in a training epoch. In the inference stage,
Dinoiser deploys the noise from its latest training epoch to generate sentences.

• SeqDiffuSeq [45]: In the training stage, SeqDiffuSeq proposes imposing an increasing
amount of noise with increasing training epochs. SeqDiffuSeq follows the pre-defined
formula indicated in its paper to determine {β1, ..., βT } for diffusing a batch of sentences in
each training epoch. In the inference stage, SeqDiffuSeq deploys the noise from its latest
training epoch to generate sentences.

• Fine-Tuned GPT-2 Models [33]: GPT2-base and GPT2-large are fine-tuned large pre-
trained language models (PLMs) GPT2. GPT2-base’s model parameter is 117M. GPT2-
large’s model parameter is 774M. DiffuSeq makes these two models inference with Beam
Search and tunes the temperature to achieve better diversity.

• LevT [10]: LevT, a widely used, strong iterative NAR model. DiffuSeq sets the max
iteration to 9 and follows the termination condition mentioned in the original paper. LevT’s
model parameterer is 80M.

C Network Architecture of Meta-DiffuB

Our Meta-DiffuB framework comprises a scheduler model and an exploiter model. The exploiter
model is an S2S-Diffusion model that adopts DiffuSeq’s architecture, featuring a 12-layer Transformer
with 12 attention heads. It incorporates time step embedding similarly to position embedding. The
maximum sequence length is 128, and it operates over 2,000 diffusion steps. The scheduler model
is an autoregressive model with a one-layer long short-term memory (LSTM) encoder-decoder
architecture. It has the same embedding size as our exploiter model, with a maximum encoder length
of 128 and a decoder length of 2,000.
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D Details of Evaluation Metrics

We demonstrate the details of the evaluation metrics used in this work. To ensure a robust comparison,
we adhere to the same evaluation metric settings as previous S2S-Diffusion models [8, 45].

• BLEU[27]: BLEU is widely used to measure the quality of text generation. In this work,
we use a smoothed BLEU score ranging from BLEU-1 to BLEU-4, where higher scores
indicate better quality.

• ROUGE-L [2]: ROUGE-L measures text generation quality by calculating the longest
common subsequence. Higher ROUGE-L scores indicate better quality.

• BERTScore [46]: BERTScore assesses text generation quality by calculating the embedding
similarity between generated sentences and reference sentences. It utilizes embeddings from
a BERT model, with higher scores indicating better quality.

• Dist-1 [2]: Dist-1 measures the diversity of generated text by calculating the uniqueness of
words within a single generated target sentence.

• Self-BLEU [27]: Self-BLEU assesses the diversity of text generation by calculating the
ratio of unique 4-grams in a set of generated sentences. Lower Self-BLEU scores indicate
better diversity.

E Experiments of Meta-DiffuB on Machine Translation and Other Datasets

Following Section 5, we conduct experiments on machine translation datasets, including IWSLT14
DE-EN [26] and WMT14 DE-EN [31], using the same dataset and evaluation metric settings as
other S2S-Diffusion models [45, 44]. Specifically, we adopt SacreBLEU [32] as the evaluation
metric. As shown in Table 7, our Meta-DiffuB improves the performance of DiffuSeq, Dinoiser, and
SeqDiffuSeq on these machine translation tasks. Additionally, we provide experiments on DiffuSeq-
based S2S-Diffusion models and discrete S2S-Diffusion models (RDM [47] based on D3PM [1]) on
the QQP and QG datasets. As shown in Table 7, our Meta-DiffuB consistently improves performance
across both discrete and DiffuSeq-based S2S-Diffusion models.

Table 6: Results of Meta-DiffuB on Machine Translation datasets (DE-EN). Results where Meta-
DiffuB combined with different models show improved performance are indicated in bold.

Methods SacreBLEU ↑ (IWSLT14 DE-EN) SacreBLEU ↑ (WMT14 DE-EN)
DiffuSeq 29.43 22.72
Meta-DiffuB (Dθ = DiffuSeq) 31.71 26.17
SeqDiffuSeq 30.16 23.28
Meta-DiffuB (Dθ = SeqDiffuSeq) 32.41 26.14
Dinoiser 31.61 30.30
Meta-DiffuB (Dθ = Dinoiser) 33.82 32.09

Table 7: Comparison of Meta-DiffuB on the QG and QQP datasets. Results where Meta-DiffuB
combined with different models show improved performance are indicated in bold.

Methods BLEU ↑ (QQP) BERTScore ↑ (QQP) BLEU ↑ (QG) BERTScore ↑ (QG)
DiffuSeq [8] 0.2413 0.8365 0.1731 0.6123
Meta-DiffuB (Dθ = DiffuSeq) 0.2552 0.8821 0.1826 0.6357
DiffuSeq-v2 [9] 0.2411 0.8393 - -
Meta-DiffuB (Dθ = DiffuSeq-v2) 0.2556 0.8829 - -
BG-DiffuSeq [42] 0.2619 0.8427 0.1744 0.6280
Meta-DiffuB (Dθ = BG-DiffuSeq) 0.2790 0.8757 0.1838 0.6571
TESS [22] 0.3020 0.8570 0.1950 0.6580
Meta-DiffuB (Dθ = TESS) 0.3142 0.8975 0.2055 0.6761
RDM [47] 0.2510 0.8472 0.1802 0.6310
Meta-DiffuB (Dθ = RDM) 0.2684 0.8724 0.2271 0.6542
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F Showcase of Generated Sentences

Our Meta-DiffuB (Dθ = DiffuSeq) achieves better generation diversity and quality on the hardest
generated sentences (H), as evidenced by the examples provided in Table 8 and Table 9. These tables
illustrate that Meta-DiffuB can generate more effective sentences (H) from both the WA and QQP
datasets than other S2S-Diffusion models. Table 8 shows the performance of our Meta-DiffuB (Dθ

Table 8: The sample output of our Meta-DiffuB (Dθ = DiffuSeq) and other S2S-Diffusion models [8,
44, 45] on hardest generated sentences (H) of WA dataset. The conditional sentence is the same.

Conditional sentence: ostersunds bs is a bandy club in ostersund, sweden, established on 5 september 1974
when ope ifs bandy section was disestablished.

Real target sentence Meta-DiffuB DiffuSeq Dinoiser SeqDiffuSeq

it was established on 5
september 1974 when
ope ifs bandy section
was disestablished.

it was established on 5 september
1974 when ope if ifs bandy sec-
tion was disestablished.

ostersunds bs is a
bandy club in the town
of ostersund in swe-
den.

The club was dis-
established on 5
September 1974.

henry cr bandy
club in the town
of sweden.

ostersunds bs is a bandy club
started in ostersund, sweden, es-
tablished in 5 september 1974, the
ifs bandy section was disestab-
lished.

ostersunds bs is a
bandy club in the town
of ostersund in swe-
den.

The club was dis-
established on 5
September 1974.

henry cr bandy
club in the town
of sweden.

it was founded on 5 september
1974 when ope ifs bandy section
was disestablished.

ostersunds bs is a
bandy club in the town
of ostersund in swe-
den.

The club was dis-
established on 5
September 1974.

henry cr bandy
club in the town
of sweden.

= DiffuSeq). It consistently generates the hardest sentences (H) with superior quality and diversity,
providing a reliable solution. In contrast, other S2S-Diffusion models [8, 44, 45] often produce
repetitive sentences, failing to ensure both quality and diversity. Our findings, as illustrated in Table 9,
show that Meta-DiffuB (Dθ = DiffuSeq) also outperforms other models, generating sentences (H)
with superior diversity and quality on the QQP dataset.

Table 9: The sample output of Meta-DiffuB (Dθ = DiffuSeq) and other S2S-Diffusion models [8,
44, 45] on hardest generated sentence (H) of QQP dataset. The conditional sentence is the same.

Conditional sentence: is it possible to invent the time machine?

Real target sentence Meta-DiffuB DiffuSeq Dinoiser SeqDiffuSeq

can we create a time
machine?

is we really possible
to create a time ma-
chine?

is it possible to in our
time machine?

Is it possible to make
a time machine?

is possible to have a
time machine?

is it possible that
we create a time
machine?

is it possible to in our
time machine?

Is it possible to make
a time machine?

is possible to have a
time machine?

can we create a time
machine?

is it possible to in our
time machine?

Is it possible to make
a time machine?

is possible to have a
time machine?

G More Metrics on Contextualized Noise Scheduling of Meta-DiffuB

We present the results of Table 4 evaluated by other metrics in Table 10. Table 10 illustrates that our
Meta-DiffuB (Dθ = DiffuSeq) outperforms other S2S-Diffusion models in generating sentences (H)
and (E) across all evaluation metrics in this study.

H Context-Aware Noise Generation in Meta-DiffuB: Analysis and Insights

In this section, we further discuss the noise generated by our Meta-DiffuB. As shown in Figure 4, the
total noise per epoch produced by Meta-DiffuB exhibits less fluctuation compared to other rule-based
methods. While the noise variance is smaller than that of SeqDiffuSeq, it is larger than Dinoiser. From
Table 3, we can see that the magnitude or variability of the noise does not necessarily correlate with
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Table 10: The results of our Meta-DiffuB and other S2S-Diffusion models [8, 44, 45] for generating
sentences (E) and (H) on the WA dataset. The best result in each group is highlighted in bold.

Methods BLEU (↑) Self-BLEU (↓) ROUGH-L (↑) BERTScore (↑) Dist-1 (↑)
DiffuSeq (E) 0.3721 0.4345 0.5962 0.8232 0.9285

SeqDiffuSeq (E) 0.3752 0.4652 0.6021 0.8286 0.9273
Dinoiser (E) 0.2892 0.8852 0.4937 0.6882 0.8574

Meta-DiffuB (E) 0.3997 0.3688 0.6359 0.8452 0.9462
DiffuSeq (H) 0.3216 0.5085 0.5514 0.7586 0.8828

SeqDiffuSeq (H) 0.3282 0.6251 0.5621 0.7479 0.8974
Dinoiser (H) 0.2092 0.9528 0.4375 0.6345 0.8396

Meta-DiffuB (H) 0.3724 0.4056 0.5741 0.8026 0.9216

better performance for S2S-Diffusion models. The noise generated by Meta-DiffuB is context-aware,
meaning it is learned and tailored to each sentence, thereby achieving better performance.
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Figure 4: Adaptive noise scheduling for each S2S-
Diffusion model on the QQP and WA datasets.
Σβ represents the total amount of noise imposed
in each training epoch.

I Additional Plug-and-Play Experiments with the Scheduler Model

We present the results of the plug-and-play experiment featuring our scheduler model and DiffuSeq [8]
trained on different datasets in Table 11. This table demonstrates that our scheduler model can enhance
the performance of DiffuSeq across four datasets during the inference stage without the need for
fine-tuning.

Table 11: Results of the plug-and-play experiment for our scheduler model. The ’Scheduler’ field
indicates the dataset used to train the scheduler model, while the ’DiffuSeq’ field indicates the dataset
used to train DiffuSeq. If the ’DiffuSeq’ field is ’Null’, DiffuSeq generates sentences using its own
noise. Results that outperform those where DiffuSeq uses its own noise scheduling are highlighted in
bold.

Scheduler DiffuSeq BLEU (↑) ROUGH-L (↑) BERTScore (↑) Dist-1 (↑) Self-BLEU (↓)
WA 0.2594 0.5912 0.8459 0.9834 0.2653
QT QQP 0.2603 0.5905 0.8503 0.9812 0.2649
Null 0.2413 0.5880 0.8365 0.9807 0.2732
WA 0.1804 0.3761 0.6234 0.9147 0.3848
QQP QT 0.1769 0.3729 0.6215 0.9104 0.4485
Null 0.1731 0.3665 0.6123 0.9056 0.2789
QT 0.3666 0.5945 0.8217 0.9297 0.4052

QQP WA 0.3711 0.5985 0.8204 0.9302 0.3996
Null 0.3622 0.5849 0.8126 0.9264 0.4642
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We also provide experiments with our scheduler on various other S2S-Diffusion models. As shown
in Table 12 and Table 13, our scheduler not only improves performance across datasets but also
enhances the performance across different models.

Table 12: Plug-and-play experiments on SeqDiffuSeq integrated with our scheduler. The field
‘SeqDiffuSeq’ indicates which dataset this model is trained on. When the ‘Scheduler’ field is ‘Null’,
it indicates the use of the model’s own noise scheduling. Results where the model performs better
with its own noise are indicated in bold.

Scheduler SeqDiffuSeq BLEU ↑ BERTScore ↑ Dist-1 ↑
WA QQP 0.2627 0.8481 0.9814
Null QQP 0.2434 0.8400 0.9807
WA QT 0.1834 0.6226 0.9369
Null QT 0.1746 0.6174 0.9248

Table 13: Plug-and-play experiments on Dinoiser integrated with our scheduler. The field ‘Dinoiser’
indicates which dataset this model is trained on. When the ‘Scheduler’ field is ‘Null’, it indicates the
use of the model’s own noise scheduling. Results where the model performs better with its own noise
are indicated in bold.

Scheduler Dinoiser BLEU ↑ BERTScore ↑ Dist-1 ↑
WA QQP 0.2079 0.8121 0.9765
Null QQP 0.1949 0.8036 0.9723
WA QT 0.0495 0.4740 0.8289
Null QT 0.0477 0.4690 0.8191
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and precede the (optional) supplemental material. The checklist does NOT
count towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .

• [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS paper checklist",

• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We clearly delineate our contributions and the scope of the study in both the
abstract and the introduction.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]
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Justification: We specify that this work focuses on the noise scheduling of diffusion models
for Seq2Seq tasks in Section 1. Additionally, we discuss the computational intensity of
introducing Meta-Exploration in Section 4.3.1.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: We present the full set of assumptions and a complete proof of our Meta-
DiffuB in Section 2 and Section 3.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
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Justification: We provide details of our dataset settings in Section 4.1. The training settings
for the baselines are discussed in Section 4.2 and Appendix B. Details on the network
architecture and training settings of our Meta-DiffuB can be found in Section 4.3 and
Appendix C.

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: Code and Datasets for our experiments of this work are available at https:
//github.com/Meta-DiffuB/Meta-DiffuB.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.
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• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Details of the datasets are provided in Appendix A. The network architecture
and training settings of our Meta-DiffuB are detailed in Section 4.3 and Appendix C.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We employ Minimum Bayes risk (MBR) decoding, following the approach
used in DiffuSeq, to represent the error bar, as detailed in Section 4.3.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
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Justification: We demonstrate the compute resources in Section 4.3.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We use public datasets from previous studies for our experiments. Additionally,
we provide a Broader Impact section in Section 8 to outline the appropriate use of our
publicly available code.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: We have included a Broader Impact section in Section 8 to discuss the potential
positive societal impacts of our work, outline the appropriate use of our publicly available
code, and prevent misuse of our resources.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).
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11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [No]
Justification: All datasets used in this study are standard Seq2Seq datasets and are publicly
available through previous research, rather than being unorganized content sourced from the
web.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: For all datasets and research codes used in this study, we have cited the
references and sources within the manuscript.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: We exclusively use existing open datasets in this work.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

24

paperswithcode.com/datasets


• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: Our experiments do not involve crowdsourcing nor research with human
subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: Our experiments do not involve crowdsourcing nor research with human
subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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