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Abstract

Psychometric studies of language models are increasingly important given their
growing use as human assistants and in therapeutic settings. Such applications
are often deployed on edge devices with sub-billion parameter large language
models (LLMs) operating under strict memory and latency constraints, where
post-training quantization (PTQ) is standard. Yet little is known about whether
numeric precision alters measured personality traits. In the current work, using a
psychometric benchmark TRAIT, we evaluate five sub-1B LLMs across different
precision settings. We find that 4-bit Normal Float (nf4) produces the largest shifts,
int8 smaller ones, and 16-bit formats remain closest to native. Shifts concentrate
in Extraversion, Conscientiousness, and Narcissism, while Openness and Machi-
avellianism are more stable. These results identify precision as a consequential,
controllable variable that should be disclosed and audited when personality matters
in deployment.

1 Introduction

Sub-Billion Parameter Large Language Models (LLMs) are increasingly deployed on phones, wear-
ables, and other constrained devices, where post-training quantization (PTQ) reduces memory/latency
and enables real-time inference [1-3]. If precision alone alters measured traits, aggressive 4-bit
settings could be risky in practice. Even when prompts and decoding are held constant, numeric
precision can shift a model’s expressed stance—supportive vs. brusque, cautious vs. overconfident.
In tone-sensitive domains, such changes may affect trust, adherence, and safety. While task-specific
accuracy of LLMs has been widely studied, little attention has been given to whether precision alters
personality traits, a phenomenon already observed in practice, as illustrated in the example below:

Q. You’re a study partner. A classmate says: “I’m overwhelmed and thinking of quitting this
course. What should I do?”

Al. (Response in Native precision) I’'m sorry it feels heavy. Let’s break this into the next
two concrete steps you can finish today and one thing to drop. I can draft a 30-minute plan
with you now, and we’ll revisit after dinner.

A2. (Response in NF4) You are overreacting. The course requirements are standard; just
manage your time better. Complete the assignment and stop worrying.

We ask whether numeric precision alone changes psychometric outputs of sub-1B LLMs. Using
TRAIT [13], we score BIG5 and SD3 across nf4, int8, fp16, bf16, and £p32.
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Since quantization-induced personality shifts in LLMs may pose risks for user-facing applications,
we pose the question whether numeric precision alters the personality traits of LLMs. We take
inspiration from human psychometric studies, which measure latent psychological constructs, such as
personality traits like extraversion, using instruments with established statistical validity. Specifically,
we adopt the TRAIT benchmark [13], which combines the BIG5 and SD3 frameworks to measure
eight well-studied traits. In our evaluation, each LLM with five different precision settings(nf4,
int8, fp16, bf16, and fp32) is treated as a “respondent”. Prompts are standardized, item order is
controlled, and decoding is fixed (temperature = 0) to minimize stochasticity and refusal artifacts.
The resulting instrument-defined trait scores are then compared across respondents to analyze trait
volatility, directional drift, and the effects of numeric precision.

Contributions: This work presents the first psychometric study of multiple sub-billion-LL.Ms under
varying numeric precision settings on the well-known TRAIT benchmark, examining how precision
shapes model personality profiles across eight common traits. To support this analysis, we introduce
metrics that capture trait-wise drift, trait volatility, and aggregate personality drift, which can be
applied more broadly to other controllable factors in LLM behavior.. Our findings show that precision-
induced drift is concentrated in Extraversion, Conscientiousness, and Narcissism, while Openness
and Machiavellianism remain comparatively stable.

2 Experimental Setup

Benchmark and determinism. TRAIT provides ~8,000 synthetic, multiple-choice items spanning
BIGS5 and SD3, designed to be context-free and order-agnostic for reproducible scoring [13]. We use
greedy decoding (temperature = 0.0). TRAIT responses are deterministic; we therefore report point
estimates without confidence intervals.!

Core psychometric measurements. BIGS (a.k.a. OCEAN). The Five-Factor Model summarizes
personality along five broad dimensions [14, 15]: Openness, Conscientiousness, Extraversion,
Agreeableness, Neuroticism. SD3. The Short Dark Triad [16] estimates three socially aversive
traits: Machiavellianism, Narcissism, and Psychopathy.

Models and precisions. We evaluate five sub-1B LLMs: OPT-125M, OPT-350M [10]; BLOOM-
560M [11]; Qwen2.5-0.5B [12]; Qwen3-0.6B. For each, we load fp16/bf16/£p32 baselines and
weight-only low-bit variants via bitsandbytes (LLM.int8() for 8-bit [4], NF4 for 4-bit, a normal-
ized 4-bit floating-point-like codebook introduced with QLoRA [8]). Native precision is model-
specific (see Table 1).

Software stack. Python 3.12, bitsandbytes 0.47.0 [9], transformers 4.56.0 [22], and Py-
Torch 2.8.0 [23].

Metrics and interpretation. Let s,, ,, ; € [0,100] denote the TRAIT score for model m, precision
p, and trait £.

Signed delta measures the directionality of shift versus the native precision p*:

Appt = Smpt — Smp*t-

Aggregate drift (MAE) for model m at precision p is defined as:

1
MAEm(p) = m E |Am,p,t|7
teT

where lower values indicate greater stability.

Standard deviation (SD) for a given trait ¢ is computed across models and precisions:
SD(t) = stdevin,p (Smp.t)-

Higher SD means more volatility (i.e., worse stability).

'We do not alter TRAIT prompts, preprocessing, or scoring, and perform no calibration/finetuning/QAT.
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(c) BLOOM-560M (native = fp16)

DoneaDninsD0fp160mbeic |
I |

20 I I I I
E 10 - ' | N
5
i OJ_Il ||‘ I.‘ 1.1 |I “| | | I‘T
g 10 ‘ ‘
aq —10} |
_20 T T T
0@%‘5 ‘\$$ é\o(\ Q@é %’6\ ,b_\\d \56\ \§°
OF o 626?;0§e&o\ \‘OQ \\\$®‘°\
SR O Qs
o=
(b) OPT-350M
(0004 D0ins D0 fp16 0B p32 |
I I I I I
20 [ ‘ ]
]
>
g OJ_, n, II" l|” I,_ ‘_ ‘r‘,
? ‘
<
—920 | |
S D Y o e
O RSP S IERASER
OQ 0\\“’?{& et 6(80\60\}‘0\\0 CX\OQ{& 6\\\‘6‘\;‘0\915\
‘\0\6 ?)* $6 ° X&\%’q

(d) Qwen2.5-0.5B (native = bf16)
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(e) Qwen3-0.6B (native = bf16)

Figure 1: Trait-wise signed deltas (A) vs native precision. Panels (a)—(e) show models in a
2-per-row layout; the fifth panel is centered on the last row. Bar width is set to 2 pt.

3 Results and Discussion

Three takeaways. The key takeaways are given here. The full results are included in the appendix.
(1) Overall precision effect: nf4 produces the largest drift across models, int8 smaller drift, and
16-bit formats remain closest to native (Table 1). (2) Trait-wise directional drift: delta plots show
consistent, sizable changes in Narcissism, Conscientiousness, and Extraversion under lower precision,
with smaller or mixed shifts elsewhere (Fig. 1). (3) Trait-wise volatility: SDs (Table 2) indicate the
same trio are most unstable, while Openness and Machiavellianism are comparatively stable.

Why this matters for edge deployments. PTQ is widespread for on-device LLMs [1-3]. Our
findings suggest that heavy weight-only 4-bit (NF4) can meaningfully alter trait outputs, exactly
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Table 2: Trait-wise volatility across
models/precisions (SD, percentage
points). Higher means more volatility.

Table 1: Aggregate drift (MAE) vs precision. Extraversion, Conscientiousness, and
Columns are precisions; rows are models. Cells show Narcissism are highlighted in red; the
MAE (lower is better). Native precisions are most stable traits (Openness,

highlighted in gray with value 0.00. Machiavellianism) in green.
Model nf4 int§ fplé bfl6 {p32 Trait SD (% points)
OPT-125M 599 292 031 139 0.00 Openness 2.7
OPT-350M 6.54 213 048 3.66 0.00 Conscientiousness 4.8
BLOOM-560M 926 225 0.00 439 4095 Extraversion 5.6
Qwen2.5-0.5B 10.89 125 0.74 0.00 0.80 Agreeableness 3.5
Qwen3-0.6B 3.91 1.09 045 0.00 044 Neuroticism 3.2
Psychopathy 32
Machiavellianism 3.0
Narcissism 44

where memory/latency budgets incentivize aggressive compression. In tone-sensitive uses (e.g.,
mental-health assistants), such drift could change perceived empathy or risk signals [18, 19].

4 Conclusion

Implications. Numeric precision is a first-order experimental variable for psychometric evaluations
of LLMs. We recommend reporting: (i) the quantization method and precision (NF4/LLM. int8()/16-
bit/native), and (ii) trait-wise deltas vs native for at least Extraversion, Conscientiousness, and
Narcissism. This helps avoid conflating quantization artifacts with genuine behavioral properties and
supports reproducible, cross-study comparison.

Future work. (a) Personality-relevant probes exist in comprehensive suites (e.g., HELM, BIG-
BENCH); we focus on TRAIT for controlled psychometrics and leave extensions to future work; (b)
broaden int4 methods (GPTQ, AWQ) and mixed-precision/activation quantization [5, 6]; (c) include
instruction-tuned and reasoning LLMs; (d) explore mitigation (e.g., calibration or persona control
[20, 21]) for low-bit deployments; (e) extend to LLMs.

5 Limitations

We study five sub-1B LLMs and one benchmark (TRAIT). We focus on weight-only PTQ and do not
separate weight vs activation quantization or per-layer schedules. All runs are deterministic single
passes (no seed sweeps), so we cannot quantify variance across re-runs.
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142 A Full Results (Native Precisions in Bold)

143 OPT-125M

Variant Open. Cons. Extra. Agree. Neuro. Psycho. Mach. Narc.
nf4 48.0 56.0 45.6 50.7 63.9 39.5 57.7 61.1
int8 50.2 64.0 42.9 49.7 58.1 38.3 51.9 483
fpl6 50.4 69.7 39.5 51.0 61.1 32.0 53.8 48.4
bf16 51.2 70.0 38.7 53.4 60.8 33.6 51.8 49.8
fp32 49.9 70.1 39.8 51.1 62.1 32.0 53.9 48.5
144 OPT-350M
Variant Open. Cons. Extra. Agree. Neuro. Psycho. Mach. Narc.
nf4 53.2 53.6 514 52.3 53.9 60.0 54.4 63.5
int8 48.7 48.9 58.1 41.4 48.9 66.1 58.1 59.4
fpl6 47.0 51.3 59.8 40.2 45.2 67.4 58.3 61.8
bf16 48.3 50.1 55.7 41.8 51.4 61.4 56.5 57.1
fp32 46.5 51.3 59.1 39.8 45.2 68.7 58.8 62.2
145 BLOOM-560M
Variant Open. Cons. Extra. Agree. Neuro. Psycho. Mach. Narc.
nf4 62.5 70.2 73.4 61.4 443 63.4 61.0 69.5
int8 50.0 58.3 52.7 54.4 47.3 54.9 50.5 57.7
fp16 51.0 61.8 55.5 51.7 43.9 56.9 52.3 58.5
bfl6 55.5 53.1 54.1 51.5 57.6 56.4 53.8 53.9
fp32 55.7 69.1 63.6 534 38.1 61.1 54.3 64.3
146 Qwen2.5-0.5B
Variant Open. Cons. Extra. Agree. Neuro. Psycho. Mach. Narc.
nf4 68.8 75.1 48.2 59.7 45.8 13.7 41.6 394
int8 64.8 94.2 27.9 68.0 39.7 4.0 28.4 26.0
fpl6 64.9 93.9 25.5 65.6 41.4 4.6 29.1 26.3
bf16 65.5 94.5 26.7 66.3 42.9 4.6 29.7 27.0
fp32 64.6 93.9 25.5 65.5 41.5 4.4 29.2 26.2
147 Qwen3-0.6B
Variant Open. Cons. Extra. Agree. Neuro. Psycho. Mach. Narc.
nf4 74.5 79.1 36.0 72.8 21.6 43.6 34.7 35.8
int8 79.9 78.6 44 .4 79.0 19.7 42.9 35.5 31.3
fpl6 81.3 79.2 42.8 81.6 20.0 41.4 33.0 30.9
bf16 80.6 78.8 43.2 81.5 20.4 42.5 332 30.6
fp32 81.4 79.2 42.9 81.4 19.9 41.6 333 31.0
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Figure 2: OPT-125M grouped bar chart showing BIG5 and SD3 scores across precisions.
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Figure 3: OPT-350M grouped bar chart showing BIG5 and SD3 scores across precisions.
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Figure 4: BLOOM-560M grouped bar chart showing BIG5 and SD3 scores across precisions.
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Figure 5: Qwen2.5-0.5B grouped bar chart showing BIG5 and SD3 scores across precisions.
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Figure 6: Qwen3-0.6B grouped bar chart showing BIGS and SD3 scores across precisions.
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