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Abstract

In many deep-learning tasks, performance im-001
provements have been achieved through the002
full fine-tuning of pre-trained models for down-003
stream tasks. Numerous studies have insert an004
additional layer to a pre-trained model when de-005
signing a model for fine-tuning. This additional006
layer helps optimize the pre-trained model for007
downstream tasks. In some cases, this addi-008
tional layer may need to be inserted between009
the existing middle layers of the pre-trained010
model . However, most studies have added an011
additional layer outside the pre-trained model.012
This is because inserting an additional layer013
between the pre-trained layers of a pre-trained014
model can cause performance degradation. In015
this study, we assume the following reason for016
the performance degradation: Initializing the017
additional layer using the existing initialization018
method with random characteristics and using019
the activation function changes the output value.020
We experimentally verified our assumptions by021
varying the number of additional layers and022
activation functions. To address this problem,023
we propose a methodology that initializes by024
unit tensor and modifies the application of the025
activation function. The methodology does not026
modify the output vector during the initial stage027
of full fine-tuning. We conducted experiments028
on the various NLP and CV datasets to verify029
whether the proposed methodology could solve030
this problem.The code used for the experiments031
is available on GitHub.1032

1 Introduction033

With the rapid development of deep learning tech-034

nology, people have become more interested in035

artificial intelligence (AI) applications. AI appli-036

cation services have been developed in various037

fields, such as voice assistants, AI-based QA sys-038

tems, and autonomous driving. Some of the tech-039

nologies that have led to the rapid development of040

1https://anonymous.4open.science/r/Unit_
Initalize_and_Weight_Activation-1FE9

deep learning include transformer (Vaswani et al., 041

2017) and transfer learning(He et al., 2019). A 042

transformer is a language model structure based on 043

multi-head attention. Deep learning models such 044

as BERT(Devlin et al., 2019), RoBERTa (Liu et al., 045

2019), and SwinTransformer(Liu et al., 2021) are 046

large language models (LLMs) based on trans- 047

former structures. Numerous recent studies have 048

used pre-trained LLMs with transfer learning. 049

Many of these studies performed full fine-tuning 050

of pre-trained large language models to perform 051

downstream tasks. As shown in model editing of 052

(Zheng et al., 2023), an additional layer is added 053

outside the pre-trained model to enable the deep 054

learning model to perform the downstream task. 055

There are various methods, such as adding a clas- 056

sification head to change the size of the output 057

tensor (Devlin et al., 2019) or structuring an ad- 058

ditional layer that is specialized for the objective 059

(Kim and Kang, 2022). Thus, many studies using 060

full fine-tuning have inserted additional layers out- 061

side the pre-trained model to handle downstream 062

tasks. However, there are many possible structures 063

of additional layers to better perform the down- 064

stream task, which may require the insertion of 065

additional layers between the middle layers inside 066

the pre-trained model. But inserting an additional 067

layer between the middle layers inside a pre-trained 068

model can cause performance degradation. 069

Generally, when inserting a fully connected neu- 070

ral network layer as an additional layer, the weights 071

must be initialized because the additional layer is 072

newly created. There are many different weight 073

initialization methods. Many of them assign ini- 074

tialization values probabilistically according to a 075

specific distribution. The weights initialized using 076

these methods have randomness. Thus, before train- 077

ing, if weights initialized with randomness, than the 078

results of an additional layer can also be random. 079

Even if a well-trained input is given to the initial- 080

ized additional layer, the result will have random 081
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characteristics that are likely to be untrained vec-082

tors in the pre-training process. Therefore, inserting083

an additional layer between the middle layers in-084

side a well-trained pre-trained model can act as085

noise at the pre-trained model.086

For example, suppose there is a transformer-087

based pre-trained language model P . Let Pn be088

each pre-trained transformer block in the pre-089

trained model. If we insert a randomly initialized090

additional layer between P3 and P4, even if P3 re-091

sults in a well-trained vector, P4 will get a vector092

with randomness due to the additional layer. This093

implies that P4 will get vectors that are unrelated094

to the pre-trained information that was learned dur-095

ing the pre-training process. Therefore, during the096

full fine-tuning of a pre-trained model, inserting an097

additional layer between the middle layers inside098

the pre-trained model can noise in the pre-trained099

model. Moreover, if this noise accumulates in the100

early stages of full fine-tuning, it may cause the101

pre-trained information to be lost during full fine-102

tuning. Experiments and results that verify these103

issues are presented in Section 4.3.104

Additionally, the activation functions applied to105

the additional layers can act as noise in the pre-106

trained model. Typically, an activation function is107

applied to the output of a fully connected neural108

network. The activation function causes a change109

in the vector value; therefore, even if the addi-110

tional layer is well-trained and contains valuable111

pre-trained information, the activation function can112

cause a change the value. This can be a problem113

in full fine-tuning if the newly inserted activation114

function changes the vector values between the115

middle layers of the pre-trained model.116

This study introduces a methodology to prevent117

problems caused by inserting additional layers be-118

tween the middle layers of a pre-trained model. To119

address this issue, we propose a methodology that120

inserts additional layers in the early stages of full121

fine-tuning, where the initialized additional layers122

do not act as noise to the pre-trained information.123

To the best of our knowledge, this is the first study124

to reliably train an additional layer inserted be-125

tween the middle layers of a pre-trained model in126

full fine-tuning.127

2 Related Work128

2.1 Transfer Learning129

Transfer Learning. Transfer learning uses the130

knowledge and information from a model trained131

for specific purposes to solve problems in other 132

tasks. (He et al., 2019) experimentally demon- 133

strated that the knowledge learned by a deep learn- 134

ing model for a specific task can be transferred 135

to other tasks. In the early days, transfer learning 136

was primarily used in computer vision. Utilizing 137

models pre-trained on large datasets for tasks such 138

as fine-grained image classification (Yuan et al., 139

2020), segmentation (Long et al., 2015), and de- 140

tection (Girshick et al., 2014) has shown notable 141

efficacy in various computer vision applications. 142

Pre-trained Language Model. Many recent 143

studies in the field of natural language processing 144

have used pre-trained language models. Pre-trained 145

language models train a text representation with 146

general characteristics during the pre-training pro- 147

cess, and it is common to perform self-supervised 148

learning using a large number of unlabeled corpora 149

to train the text representation. For the training 150

objective of dictionary learning, masked language 151

modeling is used, which masks some tokens in the 152

text and then reconstructs the masked token(Devlin 153

et al., 2019). 154

Fine-tuning of Pre-trained Language Model. 155

A pre-trained language model trained with general 156

information through pre-training is then fine-tuned 157

using the dataset from a downstream task. Several 158

methods have been considered to effectively fine- 159

tune the models. First, a separate layer was added 160

to the pre-trained language model. For example, 161

SEQSON(Wang et al., 2022) added a single-layer 162

linear classifier on top of the encoder of the pre- 163

trained model to estimate the important parts of 164

the original document in an abstract summariza- 165

tion task. DyLex(Wang et al., 2021) uses word- 166

agnostic tag embedding and contextual embedding 167

of pre-trained models as an additional layer in the 168

sequence labeling task. There are also studies that 169

change the fine-tuning process. 170

2.2 Weight Initialization 171

Setting the initial weights is critical when train- 172

ing a deep-learning model. Incorrect initial weights 173

can cause various problems, such as gradient van- 174

ishing, which increases the likelihood of conver- 175

gence to a local minimum. Therefore, considerable 176

research has been conducted on weight initializa- 177

tion methods. In general, the most popular initial- 178

ization methods used in deep learning models are 179

Xavier initialization (Glorot and Bengio, 2010) and 180

He initialization (He et al., 2015). Xavier initial- 181

ization (Glorot and Bengio, 2010) initializes the 182
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Figure 1: Model structure with additional layer. (A) is model structure of In multi-head self-attention. (B) is model
structure of After feed-forward network. (C) is model structure of Both.

weights to follow a normal distribution, with the183

standard deviation determined by the number of184

nodes in the previous and next layers. He initializa-185

tion (He et al., 2015) addresses the limitations of186

Xavier initialization, offering enhanced efficiency187

for ReLU(Agarap, 2018) activations.188

3 Proposed Method189

The proposed method aims to insert an additional190

layer between the middle layers inside the pre-191

trained model. When inserting an additional layer,192

we construct an additional layer such that the in-193

serted layer does not act as noise to the pre-trained194

information. To insert an additional layer into a tra-195

ditional deep learning methodology, the additional196

layer and activation function are structured and197

weight initialized. For example, if the traditional198

method uses a fully connected neural network as199

an additional layer, the structure of the additional200

layer is as follows: The additional layer operates201

on learnable parameters W, b (WX + b). The ac-202

tivation function is applied to the output of layer203

WX + b (α(WX + b)). Here, W and b denote the204

learnable parameter weight and bias, respectively,205

X is the input, and α is the activation function. In206

addition, W and b are initialized by an initialization207

methods such as the Xavier Initialization and He208

Initialization.209

In this study, we assume that the initialization210

method with randomness and the activation func-211

tion applied to the output cause the loss of pre-212

trained information. To solve this problem, we con-213

struct an additional layer in the early stage of full214

fine-tuning step that does not harm the existing215

pre-trained information. The method to prevent the216

problem is described in detail in Section 3.2.217

3.1 Position of Additional Layers 218

In this section, we describe the position of the ad- 219

ditional layer inserted for the experiment before 220

explaining the proposed methodology. The model 221

structure used for the experiments is illustrated in 222

Figure 1. An additional layer is inserted between 223

the middle layers of the transformer blocks. In this 224

study, we used three model structures, and addi- 225

tional layers were inserted at the following posi- 226

tions: 1. only in multi-head self-attention and 2. 227

only after the feed-forward network, and 3. both. 228

In Multi-head Self-attention. The model struc- 229

ture with an additional layer inserted at the position 230

in the multi-head self-attention is shown in Fig. 231

1-A. An additional layer A is positioned after the 232

feed-forward network of generate Qi,Ki, and Vi 233

in multi-head self-attention. where i denotes the 234

number of heads. We input Qi, Ki, and Vi into an 235

additional layer A to generate new Q′
i, K

′
i, V ′

i. 236

Subsequently, Q′
i, K

′
i, and V ′

i are used to per- 237

form multi-head self-attention. The equation for 238

this process is as follows: 239

Qi = WQ
i E (1) 240

241
Ki = WK

i E (2) 242
243

Vi = W V
i E (3) 244

Q′
i = AQ′

i (Qi) (4) 245
246

K ′
i = AK′

i (Ki) (5) 247
248

V ′
i = AV ′

i (Vi) (6) 249

Attention(Q′,K ′, V ′) = Softmax(
Q′K ′T
√
dK′

)V ′

(7) 250
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Figure 2: Additional layer structure when layer position is In multi-head self-attention.

251

headi = Attention(Q′
i,K

′
i, V

′
i) (8)252

MultiHead(Q′,K ′, V ′)

= Concat(head1, head2, ..., headh)W
O

(9)253

These equations are based on the multi-head at-254

tention equations of the transformer(Vaswani et al.,255

2017). In the equation, E denotes the input embed-256

ding and WQ
i , WK

i , W V
i , and WO are the learn-257

able parameters of multi-head self-attention in the258

pre-trained model. i is the head index and h is the259

number of heads. Additionally, A(·) denotes an ad-260

ditional layer, and the structure of A is described261

in Section 3.2.262

After Feed-forward Network. The position of263

the additional layer in After feed-forward network264

is shown in Fig 1-B. Additional layers are inserted265

after the feed-forward network in the transformer266

blockThe equation for this is as follows:267

FFN ′(x) = A(max(0, xW1+b1)W2+b2) (10)268

This equation is based on the transformer269

(Vaswani et al., 2017): The feed-forward network270

of transformer block experimented with FFN ′(x),271

which is an additional layer A added to the for-272

mula FFN(x) in the Transformer paper(Vaswani273

et al., 2017). W1, W2, b1, and b2 are learnable pa-274

rameters of the pre-trained model. A(·) denotes the275

additional layer.276

Both refers to inserting an additional layer in277

both the multi-head self-attention and after feed-278

forward neural network. The corresponding struc-279

ture is shown in Fig 1-C.280

3.2 Insert Additional Layer 281

The proposed method involves inserting an addi- 282

tional layer without harming the pre-trained in- 283

formation, that is, the additional layer does not 284

act as noise in the initial stage of full fine-tuning. 285

We assumed that the transformations of the out- 286

put vector by the additional layer in the early 287

stages of full fine-tuning were acted as noise in 288

the pre-trained model. In existing pre-trained mod- 289

els, each pre-trained layer receives a well-trained 290

input and passes the well-trained output to the next 291

pre-trained layer. However, if an additional layer is 292

inserted during this process, the next layer receives 293

the value of the transformed output, rather than 294

the well-trained output of the previous pre-trained 295

layer. 296

The proposed method focuses on two reasons 297

why the output vector changes when an additional 298

layer is inserted: the initialization method of ran- 299

domly initializing the weights, and the activation 300

function applied to the output. An initialization 301

method with random characteristics may change 302

a well-trained output vector to an output vector 303

with random characteristics. Applying an activa- 304

tion function to the output of an additional layer 305

can change the value of the well-trained output vec- 306

tor. If the output vector between each pre-trained 307

layer is modified in the early stages of full fine- 308

tuning, the pre-trained information can be loss. If 309

more additional layers are inserted, the problem of 310

not using the pre-trained information accumulates, 311

and the pre-trained information may be lost during 312

the fine-tuning process. This was experimentally 313

verified in Section 4.3. Therefore, the proposed 314

method prevents the output of the pre-trained layer 315
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from having random characteristics and prevents316

the well-trained output from being modified by the317

activation function. The overall structure of the pro-318

posed methodology is illustrated in Figure 2. Fig-319

ure 2 illustrates the case where an additional layer320

is added to the in multi-head attention position.321

Unit Initialization. In this study, the learnable322

parameters of the additional layer are initialized323

using a unit tensor. A unit tensor (matrix) has the324

property of preserving the value of the input in thea325

dot product. If the dot product a tensor Y and the326

unit tensor U, the output is Y (Y · U = Y ). There-327

fore, we initialize the learnable parameter of the328

additional layer WA as a unit tensor. If the addi-329

tional layer is initialized as a unit tensor, the next330

pre-trained layer will not receive a vector of un-331

trained random characteristics as input during the332

early stages of full fine-tuning. This allows the pre-333

trained information to be used in the early stages334

of full fine-tuning. Maintaining the pre-trained in-335

formation in the early stages of full fine-tuning pre-336

vents the pre-trained information from being lost337

during training. The weight WA
0 of the additional338

layer is initialized as follows:339

WA
0 =


1 0 0 · · · 0
0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

. . .
...

0 0 0 · · · 1

 (11)340

Weight Activation. The additional layer in the341

proposed method does not apply an activation func-342

tion to the output. The proposed methodology ap-343

plies an activation function to the learnable param-344

eter WA in an additional layer. GeLU(Hendrycks345

and Gimpel, 2023) was used as an activation func-346

tion . When the GeLU activation function is applied347

to the unit tensor, a tensor similar to the unit ten-348

sor is obtained. Similarly, even if the activation349

function is applied in the initialization phase of the350

additional layer, the value changes slightly. In the351

initial stage of full fine-tuning, it can mitigate the352

additional layer acting as noise in the pre-trained353

information. It also prevents the loss of pre-trained354

information after full fine-tuning is completed. The355

structure of additional layer A is as follows:356

A(x) = α(WA)x (12)357

x ∈ Rdx denotes the input vector for the addi-358

tional layer. dx is the dimension of input vector x.359

WA ∈ Rdx×dx is a learnable parameter of the addi- 360

tional layers. α(·) denotes the activation function. 361

4 Experiment 362

4.1 Experiment Setup 363

In this paper, we conduct experiments on vari- 364

ous NLP and CV datasets to verify the perfor- 365

mance of the proposed methodology. The experi- 366

mental datasets are GLUE benchmark (Wang et al., 367

2018), CNN/DM (See et al., 2017), WMT16 (Bojar 368

et al., 2016), ImageNet(Deng et al., 2009), and CI- 369

FAR100(Krizhevsky, 2009). A detailed description 370

of each dataset is given in Appendix A. 371

In this paper, we use the pre-trained model with- 372

out additional layers as a baseline. We also con- 373

duct a comparison experiment with a pre-trained 374

model with Insert Additional Layer without Pro- 375

posed Method. This comparison experiment veri- 376

fies that the proposed methodology can solve the is- 377

sues in this paper. We also conduct comparative ex- 378

periments with the freeze pre-trained model, which 379

is one of the ways to adapt the additional layer in 380

fine-tuning. Freeze Pre-trained Model only learns 381

the additional layer without the parameters of the 382

pre-trained model. The models used in each experi- 383

ment are described in Appendix B. 384

4.2 Experiment Result 385

table 1 is the result of GLUE benchmark(Wang 386

et al., 2018) experiment on DeBERTaV3large(He 387

et al., 2021). The performance without Proposed 388

Method is considerably low compared to the base- 389

line. For CoLA dataset, the performance was as 390

low as 12.89. In addition, the performance of STS- 391

B’s In multi-head attention was 47, which is about 392

half of the baseline. Most of the results demon- 393

strate extremely low performance, confirming that 394

full fine-tuning is difficult in this case. This trend 395

is also seen in other datasets that use accuracy as 396

an evaluation metric. The subtasks SST-2, MRPC, 397

QNLI, RTE, and WNLI iare binary classifications. 398

Therefore, an accuracy of 50% is obtained in the 399

untrained case. On many case, the performance was 400

close to 50%, confirming the difficulty of training 401

when without proposed methods. 402

Freeze Pre-trained Model is an result of fine- 403

tuning only additional layer without pre-trained 404

model parameter. For most datasets, there was 405

no improvement in performance. However, some 406

datasets show a clear performance improvement 407

compared with the insertion of an additional layer 408
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COLA SST-2 MRPC STS-B QNLI RTE WNLI
Model Mcc Acc Acc Corr Acc Acc Acc
DeBERTaV3large 75.87 95.87 90.93 92.97 93.61 91.34 91.54

Insert Additional Layer without Proposed Method
DeBERTaV3I 0 50.92 70.10 47.07 50.54 52.70 56.34
DeBERTaV3A 0 50.92 68.38 34.13 50.54 52.70 57.75
DeBERTaV3B 12.89 82.56 71.08 31.30 50.54 56.68 56.34

Freeze Pre-trained Model
AdapterI 0 89.44 70.83 22.00 64.34 57.76 56.34
AdapterA 5.29 87.50 72.30 80.86 83.31 57.40 60.56
AdapterB 14.23 85.78 71.32 24.74 63.26 55.60 56.34

with Proposed Method
ProposedI 75.85 95.99 91.67 93.28 93.78 91.70 92.95
ProposedA 73.03 96.10 91.91 92.84 93.74 91.70 95.77
ProposedB 74.28 95.53 92.16 92.94 93.65 91.70 94.36

Table 1: GLUE benchmank performances with DeBERTaV3large. I,A and B is position of additional layer. I is In
multi-head attention, A is After feed forward network and B is Both

CNN/DM WMT16 en-ro
Model ROUGE-1 ROUGE-2 ROUGE-N BLEU
T5∗base 42.05 20.34 39.40 28.0
T5base 42.60 20.15 39.58 26.45

Insert Additional Layer without Proposed Method
T5I 39.72 18.30 36.74 24.41
T5A 41.66 19.39 38.53 24.88
T5B 36.84 16.24 33.91 18.30

with Proposed Method
ProposedI 42.44 20.15 39.37 26.69
ProposedA 43.20 20.70 40.15 26.79
ProposedB 42.21 19.85 39.23 26.72

Table 2: Text Generation performances with T5base. * is the performance in the T5 paper(Raffel et al., 2020).

without Proposed Method like SST-2. However, the409

performance was lower than that of the baseline,410

confirming that the issue could not be solved.411

The performance when using the proposed412

method is with Proposed Method. The performance413

of with Proposed Method is similar to or higher414

than baseline. For the COLA, the performance was415

lower than that of the baseline in all cases with416

Proposed Method. However, in contrast to the case417

without Proposed Method, the performance was418

similar to that of the baseline. In most cases, the419

performance was higher than the baseline. We sus-420

pect that the performance improvement is due to421

the success of full fine-tuning of the larger model422

by inserting an additional layer. We also performed423

experiments on T5base and the results are in ap-424

pendix C.425

table 2 is the performance evaluation of 426

CNN/DM(See et al., 2017), WMT16 (Bojar et al., 427

2016) on T5base(Raffel et al., 2020). The results 428

show that T5base is relatively robust to additional 429

layers. However, there is a clear performance degra- 430

dation on CNN/DM and WMT16 without the 431

proposal methodology. When using the proposal 432

methodology, the performance was higher than the 433

baseline. This confirms that the proposal method- 434

ology can prevent the performance degradation 435

caused by the additional layer in text generation. 436

The proposed method was experimented us- 437

ing a pre-trained foundation model for the CV 438

task. Table 3 presents the experimental results 439

on ViTbase(Dosovitskiy et al., 2021). The perfor- 440

mance of Insert Additional Layer without Proposed 441

Method was approximately 60% accurate. So, In 442
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Figure 3: Performance graph of number of Additional layer in MRPC.

Model ImageNet Acc CIFAR100 Acc
ViT∗

base 83.97 91.67
ViTbase 83.99 92.81

Insert Additional Layer without Proposed Method

ViTI 66.85 61.55
ViTA 81.01 82.18
ViTB 53.72 54.69

with Proposed Method
ProposedI 84.28 92.62
ProposedA 84.09 92.54
ProposedB 84.22 92.77

Table 3: Image Classification performances with
ViTbase . * is the performance in the ViT pa-
per(Dosovitskiy et al., 2021).

the case of ViTbase, we found that training was443

some possible even if an additional layer was in-444

cluded. However, the performance was consider-445

ably poor compared to that of the baseline. In446

most cases, the proposed method outperformed the447

baseline method. This confirms that the proposed448

methodology can improve the loss of pre-trained449

information even in a CV’s pre-tarined foundation450

model.451

4.3 Performance Degradation by Additional452

Layer453

This study assumes that the additional layer in-454

serted into the middle layer inside the pre-trained455

model can be noise to the pre-trained informa-456

tion. So, we experimentally verified that the per-457

formance degradation is caused by the additional458

layers. We experimented with the performance of459

the downstream task as a function of the number460

of additional layers without using the proposed461

methodology. In this experiment, each additional462

layer used the Xavier initialization, and GELU was463

applied to the output. We ran two experiments: 464

one with the top-k additional layers of the total 465

N transformer blocks, and one with the bottom- 466

k additional layers. In this experiment, we used 467

DeBERTaV3large, thus N was 24. 468

Fig 3 visualizes the downstream task perfor- 469

mance according to the number of additional layers 470

in MRPC. From the graph, it is the performance de- 471

creases proportionally to the number of additional 472

layers. This result shows that the additional layers 473

without using the proposed method can act as noise 474

in the pre-trained model, and the performance de- 475

creases as the noise increases. Additionally, the 476

performance at bottom-k is lower than the perfor- 477

mance at top-k when k is the same. We suspect that 478

noise causes more performance degradation in the 479

early layers of the pre-trained model. 480

We also experimented with the same task as in 481

pre-training. We evaluated the performance of the 482

masked language model(MLM) after train MLM of 483

MRPC dataset. The results showed that MLM ac- 484

curacy decreased as k increased. This confirms that 485

the additional layer can cause the loss of pre-trained 486

information. To clarify, we conduct the same exper- 487

iment on CoLA dataset, which is described in the 488

appendix D. 489

4.4 Ablation Study 490

The performance was compared with and without 491

the proposed methodology according to the number 492

of additional layers. fig 4 show the performance 493

when an additional layer is inserted into the bottom- 494

k transformer blocks. When full fine-tuning of the 495

pre-trained model, the performance degrades with 496

the number of additional layers without using the 497

proposed method. However, when the proposed 498

method was used, the performance did not decrease 499

as the number of additional layers increased. Suc- 500
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Figure 4: Performance graph of number of additional layer about with or without proposed method. In this graph,
the additional layer was inserted into the bottom-k transformer block of the pre-trained model.

MRPC CoLA
Activiation Position Acc Mcc
No Activation 91.67 73.33
Output Activation 72.06 65.24
Weight Activation 91.67 75.85

Table 4: Performance according to the location of the
activation function.

cessful full fine-tuning was achieved regardless501

of the number of additional layers, with some in-502

stances even showing performance improvements.503

This demonstrates that the proposed methodol-504

ogy effectively prevents performance degradation505

caused by additional layers.506

Table 4 compares the performance of the po-507

sition of the activation function in the additional508

layer. In this experiment, an additional layer was509

inserted in the In multi-head attention position, and510

the weight was initialized as a unit tensor. The per-511

formance degradation occurred when the activation512

function was applied to the output. The additional513

layer without activation function showed similar or514

lower performance than the proposed methodology.515

For the proposed method, it was possible to pre-516

vent the performance degradation caused by output517

activation.518

Table 5 compares the performance of different519

initialization methods for the additional layer. In520

this experiment, an GeLU activation is applied to521

the weight. Existing initialization methods, which522

use values with random characteristics, lead to per-523

formance degradation during full fine-tuning. The524

proposed methodology successfully prevents this525

degradation.526

MRPC CoLA
Activiation Position Acc Mcc
Xavier Initialization 72.55 12.71
Unit Initialization 91.67 85.85

Table 5: Performance according to the Initialization
method.

5 Conclusion 527

In this study, we propose a methodology for the 528

full fine-tuning of pre-trained models with addi- 529

tional layers. We experimentally verified that the 530

pre-trained information can be lost when insert- 531

ing additional layer between middle of pre-trained 532

layer. We assume that the reason for this problem 533

is that the values change between the pre-trained 534

layers by randomly initializing the weights and 535

applying an activation function to the output. To 536

address this issue, we initialized the weight with a 537

unit tensor and applied an activation function to the 538

weight. To verify the performance of the proposed 539

method, we performed experiments on the GLUE 540

benchmark, text generation and image classifica- 541

tion. The results show that the performance of the 542

proposed method improved in most cases, and even 543

in cases where the performance decreased, it was 544

similar to that of the baseline. 545

There are several possible models for processing 546

the different downstream tasks. Some of these cases 547

may require inserting an additional layer in the 548

middle of a pre-trained model. In this study, we 549

verified that the proposed methodology can achieve 550

full fine-tuning when an additional layer is inserted 551

in the middle of a pre-trained model. Therefore, we 552

expect to develop more diverse fine-tuned models 553

using the proposed methodology. 554
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Figure 5: Visualization of additional layer weight of ImageNet. For the visualization, we only used weights up to
7*7 tensor.

Limitation555

In this study, we propose a method in which the556

additional layer inserted in the middle layer of the557

pre-trained model is not applied as noise in full558

fine-tuning. Therefore , we prevented the loss of559

pre-trained information by applying it as noise in560

the full fine-tuning process. However, the proposed561

method has certain limitations.562

First, the tendency of the unit tensor even af-563

ter training is shown in Figure 5. For initialization564

methods with random characteristics, there was no565

specific tendency in the trained layer. However, in566

the proposed methodology, the tendency of the unit567

tensor is visible even after learning because it is568

initialized with a unit tensor. The ∆ of Figure 5569

shows that both methods can be trained. Also, the570

amount of trained value is similar. However, even571

after training with proposed method, the value for572

the diagonal line is relatively high, similar to the573

unit tensor. This may be undesirable for deep learn-574

ing. In the future, it will be necessary to study ini-575

tialization methods to reduce this tendency.576

In addition, the proposed method uses the prop-577

erty of a unit tensor of value does not change during578

the dot product. A fully connected neural network579

dot product an input tensor and weight for the result.580

Therefore, the proposed methodology initializes the581

weight of a fully connected neural network as a unit582

tensor. However, a CNN performs an elementwise583

product of the kernel. Therefore, this methodology584

cannot be applied to CNN kernels. The proposed585

methodology cannot be used in deep learning mod- 586

els that do not use dot products. Therefore, future 587

research needs to investigate methodologies that 588

can be applied to different deep learning models. 589
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A Dataset777

We experimented with NLP and CV to evalu-778

ate the performance of the proposed methodol-779

ogy. The proposed methodology inserts an addi-780

tional layer into the pre-trained model; therefore,781

we used the dataset to evaluate the performance 782

of the pre-trained model. In NLP, we used the 783

GLUE benchmark (Wang et al., 2018) to evalu- 784

ate the performance of the proposed methodology 785

in a transformer-based language model. The GLUE 786

benchmark was used to test the natural language 787

understanding ability of a language model. Used 788

dataset of GLUE benchmark are listed in Table 6. 789

To evaluate the generation performance of 790

the proposed methodology on NLP transformer 791

encoder-decoder-based language models, we used 792

CNN/DM (See et al., 2017) and WMT16 (Bojar 793

et al., 2016). CNN/DM measures the performance 794

of abstract text summarization using a pre-trained 795

language model. WMT16 evaluated the translation 796

performance of English to Romanian using a ma- 797

chine translation dataset. 798

CV uses image classification datasets to mea- 799

sure the performance of a pre-trained foundation 800

model. The ImageNet(Deng et al., 2009), and CI- 801

FAR100(Krizhevsky, 2009) datasets were used. 802

The information for each dataset is table 6. 803

B Comparison Method 804

Baseline. In this study, we propose a method- 805

ology that inserts an additional layer for the 806

pre-trained model to learn without losing pre- 807

trained information. Experiments of the proposed 808

methodology were conducted using NLP and 809

CV pre-trained models. For NLP, we experi- 810

mented with DeBERTaV3large(He et al., 2021) and 811

T5base(Raffel et al., 2020). We also compared the 812

results with those of ViTbase(Dosovitskiy et al., 813

2021) for the CV experiments. To evaluate the per- 814

formance of the proposed methodology, we com- 815

pare performance with that of the pre-trained model 816

without the additional layer. For a fair evaluation, 817

we experimented with the baseline ourselves. 818

We also compared the performance of the pre- 819

trained model with an additional layer without unit 820

initialization and weight activation. A comparison 821

with and without the proposed methodology con- 822

firmed that it can solve the problem of noise in pre- 823

trained information. The additional layer without 824

the proposed methodology initializes the weights 825

using the Xaver initialization (Glorot and Bengio, 826

2010) and applies an GELU(Hendrycks and Gim- 827

pel, 2023) activation function to the output of the 828

layer. The additional layer is added to the trans- 829

former block of the bottom k (k is more than 80% 830

of the total number of transformer blocks) of the 831
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Corpus Task Train Dev Label Matrics
GLUE

COLA(Warstadt et al., 2018) Sentence acceptability judgment 8.5k 1k - Mattews corr
SST-2(Socher et al., 2013) Sentiment analysis 67.3k 0.9k 2 Accuracy
MRPC(Dolan and Brockett, 2005) Paraphrasing/sentence similarity 3.7k 0.4k 2 Accuracy
STS-B(Cer et al., 2017) Paraphrasing/sentence similarity 5.6k 1.5k - Pearson corr
QNLI(Levesque et al., 2011) Natural language inference 105k 5.5k 2 Accuracy
RTE(Wang et al., 2018) Natural language inference 2.5k 0.3k 2 Accuracy
WNLI(Levesque et al., 2011) Natural language inference 0.6k 0.2k 2 Accuracy

Text Generation
CNN/DM Text summarization 287k 11.5k - ROUGE
WMT16 en-ro Translation 610k 2k - BLEU

Image Classification
ImageNet Image classification 1.2m 50k 1000 Accuracy
CIFAR100 Image classification 50k 10k 100 Accuracy

Table 6: Summary information about experimental dataset

Hyper-parameter GLUE Text Generation Image Classification
Warmup Steps {50, 500} - -
Learning Rate {1.5e-5, 3e-5, 5e-5, 1e-4} {1e-3, 1e-4} {3e-2, 1e-2}

Batch size 16 or 8 128 32
Epochs/Steps 15 15000 steps ImageNet:5 / CIFAR100:30

Optimizer AdamW AdamW SGD
Weight Decay 0.01 0.01 0

AdamW ϵ 1e-6 1e-6 -
AdamW β1, β2 0.9,0.999 0.9,0.999 -

SGD momentum - - 0.9
Image Resolution - - 384
Gradient Cliping 1.0 - 1.0

Scheduler linear - cosine
Pre-trained model DeBERTaV3large,T5base T5base ViTbase

# added transformer block DeBERTaV3large:{20, 24} {10, 12} 12T5base:{10, 12}

Table 7: Hyperparameter for fine-tuning DeBERTaV3large, T5base, ViTbase. GLUE benchmacks were fine-tuning
on DeBERTaV3large and T5base. Text Generation datasets were fine-tuned on T5base. Image Classification datasets
were fine-tuned on ViTbase.

Additional Layer Position DeBERTaV3large T5base ViTbase

No Additional Layer(baseline) 435M 223M 86M
+ In Multi-head self-Attention 440M 229M 88M
+ After Feed-forward Network 460M 238M 93M
+ Both 465M 243M 95M

Table 8: The number of parameters after inserting an additional layer in the pre-trained model

pre-trained model. The hyperparameters used in832

the experiments are listed in Table 7. To determine833

the best performance, we conducted a grid search834

on the hyperparameters listed in Table 7. All ex-835

periments were run on RTX4090 x1 or RTX3090836

x1. Also, the number of parameters after insert-837

ing an additional layer in the pre-trained model is838

shown in Table 8. The models and metrics for the839

experiments used or modified code from Hugging-840

face(Wolf et al., 2020).841

Freeze Pre-trained Model. The structure in-842

volved in inserting an additional layer into the mid-843

dle layer of the pre-trained model in the proposed844

methodology is similar to the adapter mechanism. 845

The adapter mechanism (Houlsby et al., 2019) is 846

one of the parameter-efficient fine-tuning (PEFT) 847

methods. The Adapter mechanism inserts an ad- 848

ditional layer, such as a pfeiffer Adapter(Pfeiffer 849

et al., 2021) or LoRA(Hu et al., 2022), into the 850

middle layer of a pre-trained model. The adapter 851

mechanism does not perform full fine-tuning of all 852

parameters of the model like traditional fine-tuning. 853

It freezes the parameters of the pre-trained model 854

and learns only the parameters of the additional 855

layer. The additional layer learns to adapt to the 856

pre-trained model. This increases the training speed 857
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COLA SST-2 MRPC STS-B QNLI RTE
Model Mcc Acc Acc Corr Acc Acc
T5∗base 51.1 95.2 87.5 89.4 93.7 80.1
T5base 61.57 94.95 91.18 89.94 93.01 78.70

Insert Additional Layer without Proposed Method
T5I 19.51 88.07 73.28 80.73 67.38 57.04
T5A 14.58 88.76 83.82 84.21 85.45 58.12
T5B 16.54 87.96 73.28 39.23 67.23 58.84

Freeze Pre-trained Model
AdapterI 9.69 88.99 71.57 22.75 63.39 56.32
AdapterA 17.51 88.99 82.84 83.33 84.44 58.12
AdapterB 13.46 86.58 71.57 21.81 64.59 54.51

with Proposed Method
ProposedI 60.06 94.61 90.93 90.76 92.84 84.12
ProposedA 58.57 94.61 91.67 90.40 92.99 81.23
ProposedB 61.59 94.72 92.89 91.07 92.84 83.03

Table 9: GLUE benchmank performances with T5base. I,A and B is position of additional layer. I is In multi-head
attention, A is After feed forward network and B is Both.

Figure 6: Performance graph of number of Additional layer in CoLA. In this graph, additional layer is initialize
according to Xavier initialization and GeLU activation was applied to the output. top-k inserts an additional layer at
the back k transformer blocks of the transformer layer (24-k ∼ 24). bottom-k inserts an additional layer at the front
k transformer blocks of the transformer layer (1 ∼ k).

in fine-tuning by learning only a few parameters. In858

the experiments of this study, we compare an envi-859

ronment similar to the adapter mechanism. In this860

experiment, an additional layer applied the Xavier861

initialization and ReLU(Agarap, 2018) activation862

to the output. We then measured the performance of863

training only the additional layer while freezing the864

parameters of the pre-trained model. In this com-865

parison, we verified whether the additional layer866

could adapt to the frozen model. We did not use any867

additional method for adaptation in the experiment.868

C Experiment with t5 in GLUE 869

benchmark 870

Table 9 is an evaluation of the GLUE benchmark on 871

T5base. Overall, it shows a similar trend to the per- 872

formance on DeBERTaV3large. However, T5base 873

is relatively more robust to the noise caused by the 874

additional layer. In Insert Additional Layer without 875

Proposed Method, the performance degradation is 876

relatively small than DeBERTaV3large. However, 877

there is a clear performance degradation, with SST- 878

2, STS-B, and QNLI showing a performance degra- 879

dation of 10%, and COLA and RTE showing ex- 880

tremely poor performance. STS-B had a perfor- 881
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mance degradation of 20 points. Freeze Pre-trained882

Model did not demonstrate any performance im-883

provement. Overall, the performance of the After884

feed forward network position seems to be rela-885

tively high. We suspect that the After feed forward886

network position is less noisy due to fewer lay-887

ers being inserted compared to the other positions.888

When using the proposed method, the performance889

is similar to or higher than the baseline. As with890

DeBERTaV3large, COLA showed a slight perfor-891

mance degradation from baseline except for both892

positions. For other datasets, most of the perfor-893

mance generally matched or exceeded the baseline.894

D performance degradation by number895

of additional layer in CoLA896

Figure 6 shows a graph of performance as a func-897

tion of the number of additional layers in CoLA.898

The performance metrics are similar to Figure 3.899

As the number of additional layers increases, the900

matthews correlation decreases. Also, for most k,901

the performance in the bottom-K is lower than the902

performance in the top-K. This is the same result903

for masked language modeling.904
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