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Abstract

We propose adaptive, line search-free second-order methods with optimal rate
of convergence for solving convex-concave min-max problems. By means of
an adaptive step size, our algorithms feature a simple update rule that requires
solving only one linear system per iteration, eliminating the need for line search or
backtracking mechanisms. Specifically, we base our algorithms on the optimistic
method and appropriately combine it with second-order information. Moreover,
distinct from common adaptive schemes, we define the step size recursively as
a function of the gradient norm and the prediction error in the optimistic update.
We first analyze a variant where the step size requires knowledge of the Lipschitz
constant of the Hessian. Under the additional assumption of Lipschitz continuous
gradients, we further design a parameter-free version by tracking the Hessian
Lipschitz constant locally and ensuring the iterates remain bounded. We also
evaluate the practical performance of our algorithm by comparing it to existing
second-order algorithms for minimax optimization.

1 Introduction

In this paper, we consider the min-max optimization problem, also known as the saddle point problem:

min
x∈Rm

max
y∈Rn

f(x,y), (1)

where the objective function f : Rm × Rn → R is twice differentiable and convex-concave, i.e.,
f(·,y) is convex for any fixed y ∈ Rn and f(x, ·) is concave for any fixed x ∈ Rm. The saddle point
problem (1) is a fundamental formulation in machine learning and optimization and naturally emerges
in several applications, including constrained and primal-dual optimization [1, 2], (multi-agent)
games [3], reinforcement learning [4], and generative adversarial networks [5, 6]. The saddle point
problem, which can be interpreted as a particular instance of variational inequalities and monotone
inclusion problems [2], has a rich history dating back to [7]. We often solve (1) using iterative,
first-order methods due to their simplicity and low per-iteration complexity. Over the past decades,
various first-order algorithms have been proposed and analyzed for different settings [1, 8–15]. Under
the assumption that the gradient of f is Lipschitz, the aforementioned methods converge at a rate of
O(1/T ), where T is the number of iterations. This rate is optimal for first-order methods [10, 16, 17].

Recently, there has been a surge of interest in higher-order methods for solving (1) [18–23], mirroring
the trend in convex minimization literature [24–28]. In general, these methods exploit higher-
order derivatives of f to achieve faster convergence rates. From a practical viewpoint, any method

38th Conference on Neural Information Processing Systems (NeurIPS 2024).



involving third and higher-order derivatives is essentially a conceptual framework; it is unknown
how to efficiently solve auxiliary problems involving higher-order derivatives, making it virtually
impossible to efficiently implement methods beyond second-order [24]. Therefore, we focus on
second-order methods and review the literature accordingly.

The existing literature on second-order algorithms for minimax optimization, capable of achieving
the optimal convergence rate of O(1/T 1.5), falls into two categories. The first group requires solving
a linear system of equations (or matrix inversion) for their updates but needs a “line search” scheme
to select the step size properly. This includes methods such as the Newton proximal extragradient
method [18, 19], second-order extensions of the mirror-prox algorithm [20], and the second-order
optimistic method [21]. These methods impose a cyclic and implicit relationship between the step
size and the next iterate, necessitating line search mechanisms to compute a valid selection that meets
the specified conditions.

The second group, which includes [22, 23], does not require a line search scheme and bypasses
the implicit definitions and search subroutines. They follow the template of the cubic regularized
Newton method [29] for convex minimization and solve an analogous “cubic variational inequality
sub-problem” per iteration. Despite having explicit parameter definitions, these methods require
specialized sub-solvers to obtain approximate solutions to the auxiliary problem, increasing the
per-iteration complexity. Moreover, both groups of algorithms rely vitally on the precise knowledge
of the objective’s Hessian Lipschitz constant.

While the above frameworks achieve the optimal iteration complexity for second-order methods, their
requirement for performing a line search or solving a cubic sub-problem limits their applicability.
Recently, the authors in [30] proposed a method with optimal iteration complexity that requires
neither the line search nor the solution of an auxiliary sub-problem. In each iteration, they compute a
“candidate” next point yt from the base point xt−1. However, unless the step size satisfies a “large
step condition”, which requires the exact knowledge of the Hessian’s Lipschitz constant, the base
point remains the same for the next iteration, slowing down the convergence in practice. Therefore, it
remains an open problem to design a simple, efficient, and optimal second-order method without the
need for line search, auxiliary sub-problems, and the knowledge of the Hessian’s Lipschitz constant.

Our Contributions. Motivated by the aforementioned shortcomings in the literature, our proposed
framework completely eliminates the need for line search and backtracking by providing a closed-
form, explicit, simple iterate recursion with a data-adaptive step size that adjusts according to local
information. In doing so, we develop a parameter-free method that does not require any problem
parameters, such as the Lipschitz constant of the Hessian. The key to our simple, parameter-
free algorithm is a careful combination of the second-order optimistic algorithm and adaptive
regularization of the second-order update. We summarize the highlights of our work as follows:

1. We first present an adaptive second-order optimistic method that achieves the optimal rate
of O(1/T 1.5) without requiring any form of line search, assuming the Hessian is Lipschitz
and its associated constant is known. We introduce a recursive, adaptive update rule for the
step size as a function of the gradient and the Hessian at the current and previous iterations.
Our step size satisfies a specific error condition, ensuring sufficient progress while growing
at a favorable rate to establish optimal convergence rates.

2. Under the additional, mild assumption that the gradient is Lipschitz, we propose a parameter-
free version with the same optimal rates which adaptively adjusts the regularization factor by
means of a local curvature estimator. This method is completely oblivious to any problem-
dependent parameter including Lipschitz constant(s) and the initialization. Importantly, we
achieve this parameter-free guarantee without artificially imposing bounded iterates, which
is a common yet restrictive assumption in the study of adaptive methods in minimization
[31–33] and min-max [34, 35] literature.

2 Preliminaries

An optimal solution of (1) denoted by (x∗,y∗) is called a saddle point of f , as it satisfies the property
f(x∗,y) ≤ f(x∗,y∗) ≤ f(x,y∗) for any x ∈ Rm, y ∈ Rn. Given this notion of optimality,
one can measure the suboptimality of any (x,y) using the primal-dual gap, i.e., Gap(x,y) :=
maxỹ∈Rn f(x, ỹ)−minx̃∈Rm f(x̃,y). However, it could be vacuous if not restricted to a bounded
region. For instance, when f(x,y) = ⟨x,y⟩, this measure is always Gap(x,y) = +∞, except at
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the saddle point (0, 0). To remedy this issue, we consider the restricted primal-dual gap function:

GapX×Y(x,y) := max
ỹ∈Y

f(x, ỹ)−min
x̃∈X

f(x̃,y), (Gap)

where X ⊂ Rm and Y ⊂ Rn are two compact sets containing the optimal solutions of problem (1).
The restricted gap function is a valid merit function (see [1, 11]), and has been used as a measure of
suboptimality for min-max optimization [1]. Next, we state our assumptions on Problem (1).

Assumption 2.1. The objective f is convex-concave, i.e., f(·,y) is convex for any fixed y ∈ Rn and
f(x, ·) is concave for any fixed x ∈ Rm.

Assumption 2.2. The Hessian of f is L2-Lipschitz, i.e., ∥∇2f(x1,y1)−∇2f(x2,y2)∥ ≤ L2∥(x1−
x2,y1 − y2)∥ for any (x1,y1), (x2,y2) ∈ Rm × Rn.

Assumptions 2.1 and 2.2 are standard in the study of second-order methods in min-max optimization
and constitute our core assumption set. That said, only for the parameter-free version of our proposed
algorithm, we will require the additional condition that the gradient of f is L1-Lipschitz.

Assumption 2.3. The gradient of f is L1-Lipschitz, i.e., ∥∇f(x1,y1)−∇f(x2,y2)∥ ≤ L1∥(x1 −
x2,y1 − y2)∥ for any (x1,y1), (x2,y2) ∈ Rm × Rn.

To simplify the notation, we define the concatenated vector of variables as z = (x,y) ∈ Rm × Rn,
and define the operator F : Rm+n → Rm+n at z = (x,y) as

F(z) = [∇xf(x,y);−∇yf(x,y)] . (2)

Under Assumption 2.1, the operator F is monotone, i.e., ⟨F(z1) − F(z2), z1 − z2⟩ ≥ 0 for any
z1, z2 ∈ Rm × Rn. Moreover, Assumption 2.2 implies that the Jacobian of F, denoted by F′, is
L2-Lipschitz, i.e., for any z1, z2 ∈ Rm ×Rn we have ∥F′(z1)−F′(z2)∥op ≤ L2

2 ∥z1 − z2∥. This is
referred to as second-order smoothness [20, 21]. Similarly, Assumption 2.3 implies that the operator
F itself is L1-Lipschitz, i.e., ∥F(z1)− F(z2)∥ ≤ L1∥z1 − z2∥ for any z1, z2 ∈ Rm × Rn.

Finally, the following classic lemma plays a key role in our convergence analysis, as it provides an
upper bound on the restricted primal-dual gap at the averaged iterate. Proof can be found in [36].

Lemma 2.1. Suppose Assumption 2.1 holds. Consider θ1, . . . , θT ≥ 0 with
∑T

t=1 θt = 1 and
z1=(x1,y1), . . . , zT =(xT ,yT ) ∈ Rm×Rn. Define the average iterates as x̄T =

∑T
t=1 θtxt and

ȳT =
∑T

t=1 θtyt. Then, f(x̄T ,y)−f(x, ȳT ) ≤
∑T

t=1 θt⟨F(zt), zt−z⟩ for any (x,y) ∈ Rm×Rn.

For simplicity and ease of delivery, our algorithm and analysis are based on the operator representation
of Problem (1). By means of Lemma 2.1, our derivations with respect to the operator F imply
convergence in terms of the (restricted) primal-dual (Gap) function.

3 Background on optimistic methods

At its core, our algorithm is a second-order variant of the optimistic scheme for solving min-max
problems [12, 14, 15, 21]. As discussed in [36, 37], the optimistic framework can be considered
as an approximation of the proximal point method (PPM) [38, 39], which is given by zt+1 =
zt − ηtF(zt+1). To highlight this connection, note that PPM is an implicit method since the operator
F is evaluated at the next iterate zt+1. The first-order optimistic method approximates PPM by a
careful combination of gradients in two consecutive iterates. The second-order variant [21], however,
jointly uses first and second-order information, which we describe next. Its key idea is to approximate
the “implicit gradient” F(zt+1) in PPM by its linear approximation F(zt)+F′(zt)(z−zt) around the
current point zt, and to correct this “prediction” with the error associated with the previous iteration.
Specifically, the correction term, denoted by et := F(zt)− F(zt−1)− F′(zt−1)(zt − zt−1), is the
difference between F(zt) and its prediction at t− 1. To express in a formal way,

ηtF(zt+1) ≈ ηt[F(zt) + F′(zt)(zt+1−zt)]︸ ︷︷ ︸
prediction term

+ ηt−1[F(zt)−F(zt−1)−F′(zt−1)(zt−zt−1)]︸ ︷︷ ︸
correction term

. (3)

The rationale behind the optimism is that if the prediction errors in two consecutive rounds do not
vary much, i.e., ηtet+1 ≈ ηt−1et, then the correction term should help reduce the approximation
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Algorithm 1 Adaptive Second-order Optimistic Method
1: Input: Initial points z0 = z1 ∈ Rm × Rn, initial parameters η0 = 0 and λ0 > 0
2: for t = 1, . . . , T do
3: Set: et = F(zt)− F(zt−1)− F′(zt−1)(zt − zt−1)
4: Set the step size parameters

λt =

L2 (I)

max
{
λt−1,

2∥et∥
∥zt−zt−1∥2

}
(II)

ηt =
λt

2(ηt−1∥et∥+
√

η2t−1∥et∥2 + λt∥F(zt)∥)

5: Update: zt+1 = zt − (λtI+ ηtF
′(zt))

−1
(ηtF(zt) + ηt−1et)

6: end for
7: return zT+1 = (

∑T
t=0 ηt)

−1
∑T

t=0 ηtzt+1

error and thus lead to a faster convergence rate. Replacing ηtF(zt+1) by its approximation in (3) and
rearranging the terms leads to the update rule of the second-order optimistic method:

zt+1 = zt − (I+ ηtF
′(zt))

−1
(ηtF(zt) + ηt−1et) . (4)

The key challenge is to control the discrepancy between the second-order optimistic method and
PPM. This is equivalent to managing the deviation between the updates of the second-order optimistic
method and the PPM update. We achieve this by checking an additional condition denoted by

ηt∥et+1∥ := ηt∥F(zt+1)− F(zt)− F′(zt)(zt+1 − zt)∥ ≤ α∥zt+1 − zt∥, (5)

where α ∈ (0, 0.5). Note that if the prediction term perfectly predicts the prox step, we recover the
PPM update and the condition holds with α = 0. For the standard second-order optimistic algorithm
in (4), we need to select α ≤ 0.5. The condition in (5) emerges solely from the convergence analysis.

While the above method successfully achieves the optimal complexity of O(1/T 1.5), there remains a
major challenge in selecting ηt. A naïve choice guided by the condition in (5) results in an implicit
parameter update. Specifically, note that the error condition in (5) involves both ηt and the next
iterate zt+1, but zt+1 is computed only after the step size ηt is determined. Consequently, we can
test whether the condition in (5) is satisfied only after selecting the step size ηt. The authors in [21]
tackled this challenge with a direct approach and proposed a “line search scheme”, where ηk is
backtracked until (5) is satisfied. While their line search scheme requires only a constant number
of backtracking steps on average, it is desirable to design simpler line search-free algorithms for
practical and efficiency purposes.

4 Proposed algorithms

As discussed, the current theory of second-order optimistic methods requires line search due to the
implicit structure of (5). In this section, we address this issue and present a class of second-order
methods that, without any line search scheme, are capable of achieving the optimal complexity for
convex-concave min-max setting. To begin, we first present a general version of the second-order
optimistic method by introducing an additional scaling parameter λt. Specifically, the update is

zt+1 = zt − (λtI+ ηtF
′(zt))

−1
(ηtF(zt) + ηt−1et) . (6)

when λt = 1, we recover the update in (4). Crucially, the regularization factor λt enables flexibility in
choosing the parameters of our proposed algorithm and plays a vital role in achieving the parameter-
free design, which does not need the knowledge of the Lipschitz constant. What remains to be shown
is the update rule for ηt and λt. In the following sections, we present two adaptive update policies
for these parameters. The first policy is line-search-free, explicit, and only requires knowledge of
L2. The second approach does not require knowledge of L2 and is completely parameter-free, but it
requires an additional assumption that F is L1-Lipschitz, which is satisfied when ∇f is L1-Lipschitz
(see Assumption 2.3).

Adaptive and line search-free second-order optimistic method (Option I). In our first proposed
method, we set the parameter λt to be a fixed value λ and update the parameter ηt using the policy:

ηt =
4αλ2

ηt−1L2∥et∥+
√
(ηt−1L2∥et∥)2 + 8αλ2L2∥F(zt)∥

. (7)
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As we observe, ηt only depends on the information that is available at time t, including the error term
norm ∥et∥ and the operator norm ∥F(zt)∥. Hence, the update is explicit and does not require any
form of backtracking or line search. That said, it requires the knowledge of the Lipschitz constant
of the Jacobian F′ denoted by L2. We should note that λ > 0 in this case is a free parameter, and
we set it as λ = L2 to be consistent with the parameter-free method in the next section. The update
for ηt might seem counter-intuitive at first glance, but as we elaborate upon its derivation in the next
section, it is fully justified by optimizing the upper bounds corresponding to the optimistic method.

Parameter-free adaptive second-order optimistic method (Option II). While the expression
for step size ηt in (7) is explicit and adaptive to the optimization process, however, it depends on
the Hessian’s Lipschitz constant L2. Next, we discuss how to make the method parameter-free,
so that the algorithm parameters λt and ηt do not depend on the smoothness constant(s) or any
problem-dependent parameters. Specifically, we propose the following update for λt and ηt:

ηt =
2αλt

ηt−1∥et∥+
√
η2t−1∥et∥2 + 4αλt∥F(zt)∥

, where λt = max

{
λt−1,

2∥et∥
∥zt−1 − zt∥2

}
. (8)

These updates are explicit, adaptive, and parameter-free. In the next section, we justify these updates.

5 Main ideas behind the suggested updates

Before we delve into the convergence theorems, we proceed by explaining the particular choice of
algorithm parameters and the derivation process behind their design, through which we will motivate
how we eliminate the need for iterative line search.

Rationale behind the update of Option I. First, we motivate the design process for updating ηt and
λ in Option (I), guided by the convergence analysis. We illustrate the technical details leading to the
parameter choices in Step 4 by introducing a template equality that forms the basis of our analysis.

Proposition 5.1. Let {zt}T+1
t=0 be generated by Algorithm 1. Define the “approximation error” as

et+1 ≜ F(zt+1)− F(zt)− F′(zt)(zt+1 − zt). Then for any z ∈ Rd, we have

T∑
t=1

ηt⟨F(zt+1), zt+1 − z⟩ =
T∑

t=1

λt

2

(
∥zt − z∥2 − ∥zt+1 − z∥2

)
−

T∑
t=1

λt

2
∥zt − zt+1∥2

+ ηT ⟨eT+1, zT+1 − z⟩︸ ︷︷ ︸
(A)

+

T∑
t=1

ηt−1⟨et, zt − zt+1⟩︸ ︷︷ ︸
(B)

. (9)

As we observe in the above bound, if we set λt to be constant (λt = λ), then the first summation
term on the right-hand side will telescope. On top of that, if we apply the Cauchy-Schwarz inequality
and Young’s inequality on terms (A) and (B) and regroup the matching expressions, we would obtain∑T

t=1 ηt⟨F(zt+1), zt+1−z⟩ ≤ λ
2 ∥z1−z∥2− λ

4 ∥zT+1−z∥2+
∑T

t=1

(
η2
t

λ ∥et+1∥2− λ
4 ∥zt−zt+1∥2

)
.

We make two remarks regarding the inequality above. (i ) By using Lemma 2.1 with θt =
ηt∑T
t=1 ηt

for 1 ≤ t ≤ T , the left-hand side can be lower bounded by
(∑T

t=1 ηt

)
(f(x̄T+1,y)− f(x, ȳT+1)),

where the averaged iterate z̄T+1 = (x̄T+1, ȳT+1) is given by z̄T+1 = 1∑T
t=1 ηt

∑T
t=1 ηtzt+1. (ii ) If

we can show that the summation on the right-hand side is non-positive and divide both sides by∑T
t=1 ηt, we obtain a convergence rate of O(1/

∑T
t=1 ηt) for (Gap) at the averaged iterate.

To obtain the optimal rate of O(1/T 1.5), the analysis guides us to be more conservative with the
latter point and ensure that the summation on the right-hand side is strictly negative (see Section 6 for
further details). Specifically, we require each error term in the summation to satisfy η2

t

λ ∥et+1∥2 −
λ
4 ∥zt−zt+1∥2 ≤ −

(
1
4 − α2

)
λ∥zt−zt+1∥2 for a given α ∈ (0, 1

2 ). Rearranging the expressions
we obtain η2t ∥et+1∥2 ≤ α2λ2∥zt−zt+1∥2, and we retrieve an analog of the error condition (5) by
simply taking the square root of both sides. A naïve approach would be to choose ηt small enough
to satisfy the condition. However, since our convergence rate is of the form

∑T
t=1 ηt, this approach

would also slow down the convergence of our algorithm and achieve a sub-optimal rate.
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Hence, our goal is to select the largest possible ηt that satisfies the condition in (5). Next, we will
explain how we come up with an explicit update rule for step size ηt that achieves this goal. Our
strategy is quite simple; we first rewrite the inequality of interest as

ηt∥et+1∥
αλ∥zt − zt+1∥

≤ 1. (10)

Then, we derive an upper bound for the term on the left-hand side that depends only on quantities
available at iteration t. A sufficient condition for (10) would be showing that the upper bound of

ηt∥et+1∥
αλ∥zt−zt+1∥ is less than 1. Note that by Assumption 2.2, we can upper bound ∥et+1∥ and write

ηt∥et+1∥
αλ∥zt−zt+1∥ ≤ ηtL2∥zt−zt+1∥2

2αλ∥zt−zt+1∥ = ηtL2∥zt−zt+1∥
2αλ . As the final component, we derive an upper bound

for ∥zt − zt+1∥ that only depends on the information available at time t. In the next lemma, which
follows from the update rule and the fact that F is monotone, we accomplish this goal. The proof is
in Appendix A.2.
Lemma 5.2. Suppose that Assumption 2.1 holds. Then, the update rule in Step 5 in Algorithm 1
implies ∥zt − zt+1∥ ≤ 1

λt
ηt∥F(zt)∥+ 1

λt
ηt−1∥et∥.

We combine Lemma 5.2 for λt = λ with the previous expression and rearrange the terms to obtain

ηtL2∥zt − zt+1∥
2αλ

≤ ηtL2(ηt∥F(zt)∥+ ηt−1∥et∥)
2αλ2

. (11)

Hence, we obtained an explicit upper bound for the left hand side of (10) that only depends on
terms at iteration t or before. Therefore, a sufficient condition for satisfying (10) is ensuring that
ηtL2(ηt∥F(zt)∥+ηt−1∥et∥)

2αλ2 ≤ 1. Since we aim for the largest possible choice of ηt, we intend to satisfy
this condition with equality. After rearranging, we end up with the following expression:

ηt(ηt∥F(zt)∥+ ηt−1∥et∥) =
2αλ2

L2
. (12)

The expression in (12) is a quadratic equation in ηt and it is an explicit expression where all the terms
are available at the beginning of iteration t. Solving for ηt leads to the expression in (7).

Rationale behind the update of Option II. Choosing the regularization parameter λt properly is
the key piece of the puzzle. First, recall the error term

∑T
t=1

λt

2

(
∥zt − z∥2 − ∥zt+1 − z∥2

)
from

Proposition 5.1. When λt is time-varying, this summation no longer telescopes. A standard technique
in adaptive gradient methods to resolve this issue (see, e.g., [40, Theorem 2.13]) involves selecting
λt to be monotonically non-decreasing and showing that the iterates {zt}t≥0 are bounded. We follow
this approach, and in the next proposition, we investigate the possibility of ensuring that the distance
of the iterates to the optimal solution, ∥zt − z∗∥2, remains bounded.

Proposition 5.3. Let {zt}T+1
t=0 be generated by Algorithm 1 and z∗ ∈ Rm × Rn be a solution to

Problem (1). Then,

1

2
∥zT+1 − z∗∥2 ≤ 1

2
∥z1 − z∗∥2 −

T∑
t=1

1

2
∥zt − zt+1∥2 +

T∑
t=1

ηt−1

λt
⟨et, zt − zt+1⟩︸ ︷︷ ︸

(A)

+
ηT
λT

⟨eT+1, zT+1 − z∗⟩︸ ︷︷ ︸
(B)

+

T∑
t=2

( 1

λt−1
− 1

λt

)
ηt−1⟨et, zt − z∗⟩︸ ︷︷ ︸
(C)

.

(13)

To derive the boundedness of {zt}t≥1 from (13), all error terms (A), (B), and (C) in (13) should be
upper bounded. As detailed in the proof of Lemma C.1, we can apply Assumption 2.3 to control the
second term (B) and it does not impose restrictions on our choice of ηt and λt. To control term (A) and
(C), we apply Cauchy-Schwarz and Young’s inequalities individually; we get ηt−1

λt
⟨et, zt − zt+1⟩ ≤

η2
t−1

λ2
t
∥et∥2+ 1

4∥zt−zt+1∥2, and also ( 1
λt−1

− 1
λt
)ηt−1⟨et, zt−z∗⟩ ≤ η2

t−1

λ2
t
∥et∥2+ 1

4 (
λt

λt−1
−1)2∥zt−

z∗∥2, respectively. Combining the new terms obtained from (A) and (C) and summing from t = 1

to T , we obtain
∑T

t=1
2η2

t

λ2
t+1

∥et+1∥2 + 1
4

∑T
t=1 ∥zt − zt+1∥2 +

∑T
t=1

1
4 (

λt

λt−1
− 1)2∥zt − z∗∥2. The
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last term will remain in the recursive formula, hence manageable. On the other hand, we need to make
sure that the first two terms can be canceled out by the negative terms we have in (13). Thus, we need
to enforce the condition 2η2

t

λ2
t+1

∥et+1∥2+ 1
4∥zt−zt+1∥2− 1

2∥zt−zt+1∥2 ≤ −
(
1
4 − 2α2

)
∥zt−zt+1∥2,

where α ∈ (0, 1
2
√
2
). This condition can be simplified as

η2t ∥et+1∥2

λ2
t+1∥zt − zt+1∥2

≤ α2 ⇔ ηt∥et+1∥
αλt+1∥zt − zt+1∥

≤ 1. (14)

Comparing with (11), we observe that the difference is that λ is replaced by λt+1. Thus, we propose
to follow a similar update rule for ηt as in (7). However, recall that L2 appears in the update rule
of (7), yet we do not have the knowledge of L2 in this setting. Hence, we assume that we can
compute a sequence of Lipschitz constant estimates {L̂(t)

2 } at each iteration t. The construction of
such Lipschitz estimates will be evident later from our analysis. Specifically, in the update rule of (8),
we will replace λ by λt and replace L2 by L̂

(t)
2 , leading to the expression

ηt =
4αλ2

t

ηt−1∥et∥+
√

(ηt−1L̂
(t)
2 ∥et∥)2 + 8αλ2

t L̂
(t)
2 ∥F(zt)∥

. (15)

By relying on Lemma 5.2 and following similar arguments, we can show that

ηt∥et+1∥
αλt+1∥zt − zt+1∥

≤ λt

λt+1

L
(t+1)
2

L̂
(t)
2

, (16)

where L(t+1)
2 = 2∥et+1∥

∥zt+1−zt∥2 can be regarded as a “local” estimate of the Hessian’s Lipschitz constant.

Thus, to satisfy the condition in (14), the natural strategy would be to set λt = L̂
(t)
2 and ensure

that L(t+1)
2 ≤ L̂

(t+1)
2 = λt+1. Finally, recall that the sequence {λt} should be monotonically

non-decreasing, i.e., λt+1 ≥ λt for t ∈ [T ], leading to our update rule for λt+1 as shown in (8). This

way, the right-hand side of (16) becomes L
(t+1)
2

L̂
(t+1)
2

≤ 1 and thus the error condition (14) is satisfied. By

replacing L̂
(t)
2 with λt and simplifying the expression, we arrive at the update rule for ηt in (8).

6 Convergence analysis

In this section, we present our convergence analysis for different variants of Algorithm 1. We first
present the final convergence result for Option (I) of our proposed method. Besides the convergence
bound in terms of (Gap), we provide a complementary convergence bound with respect to the norm
of the operator, evaluated at the “best” iterate.

Theorem 6.1. Suppose Assumptions 2.1 and 2.2 hold and let {zt}T+1
t=0 be generated by Algorithm 1,

where λt = L2 (Option (I)) and α = 0.25. Then ∥zt − z∗∥ ≤ 2√
3
∥z1 − z∗∥ for all t ≥ 1. Moreover,

GapX×Y(z̄T+1) ≤
supz∈X×Y ∥z1 − z∥2

√
2L2∥F(z1)∥+ 36.25L2

2∥z0 − z∗∥2
T 1.5

, (17)

min
t∈{2,...,T+1}

∥F(zt)∥ ≤ 6∥z1 − z∗∥
√

16L2∥F(z1)∥+ 290L2
2∥z1 − z∗∥2

T
. (18)

Theorem 6.1 guarantees that the iterates {zt}t≥0 always stay in a compact set {z ∈ Rd : ∥z− z∗∥ ≤
2√
3
∥z1 − z∗∥}. Moreover, it demonstrates that the gap function at the weighted averaged iterate

z̄T+1 converges at the rate of O
(
T−1.5

)
, which is optimal and matches the lower bound in [23].

Finally, the convergence rate in (18) in terms of the operator norm also matches the state-of-the-art
rate achieved by second-order methods [18], [41, Theorem 3.7], [30, Theorem 4.9 (a)].

Proof Sketch of Theorem 6.1. We begin with the convergence with respect to (Gap) in (17). The
proof consists of the following steps.
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Step 1: As mentioned in Section 5, the choice of ηt in (7) guarantees that ηt∥et+1∥ ≤ αλ∥zt−zt+1∥.
This allows us to prove that the right-hand side of (9) is bounded by λ

2 ∥z1 − z∥2 = L2

2 ∥z1 − z∥2.
Hence, using Lemma 2.1, we have GapX×Y(z̄T+1) ≤ supz∈X×Y

L2

2 ∥z1 − z∥2(
∑T

t=1 ηt)
−1.

Step 2: Next, our goal is to lower bound
∑T

t=1 ηt. By using the expression of ηt in (7) we can show
a lower bound on ηt in terms of ∥et∥ and ∥F(zt)∥ as (formalized in Lemma B.2)

ηt ≥ 2αλ
(
η2t−1∥et∥2 + 2αλ∥F(zt)∥

)− 1
2 ≥

(
1

4
∥zt − zt−1∥2 +

1

αλ
∥F(zt)∥

)− 1
2

. (19)

Additionally, we need to establish an upper bound on ∥F(zt)∥. By leveraging the update rule in (4)
and Assumption 2.2, we show that ∥F(zt)∥ ≤ (1+α)λ

ηt−1
∥zt − zt−1∥+ αλ

ηt−1
∥zt−1 − zt−2∥ for t ≥ 2

in Lemma B.2. Thus, ∥F(zt)∥ can be bounded in terms of ∥zt − zt−1∥, ∥zt−1 − zt−2∥ and ηt−1. In
addition, by using Proposition 5.3, we can establish that

∑T
t=1 ∥zt+1 − zt∥2 = O(∥z1 − z∗∥2).

Step 3: By combining the ingredients above, with some algebraic manipulations we can show that∑T
t=1

1
η2
t
= O

(
∥z1 − z∗∥2 + 1

λ∥F(z1)∥
)

(check Lemma B.3). Hence, using Hölder’s inequality, it

holds that
∑T

t=0 ηt ≥ T 1.5(
∑T

t=0(1/η
2
t ))

−1/2. This finishes the proof for (17).

Finally, we prove the convergence rate with respect to the operator norm in (18). Essentially,
we reuse the results we have established previously. By using the upper bounds on ∥F(z)∥
and

∑T
t=1

1
ηt

from Lemmas B.2 and B.3 respectively, and combining them with the bound∑T
t=1 ∥zt+1 − zt∥2 = O(∥z1 − z∗∥2) (see Proposition B.1), we show that

∑T+1
t=2 ∥F(zt)∥ =

O
(
λ∥z1 − z∗∥

√∑T
t=1

1
η2
t

)
= O

(
∥z1 − z∗∥

√
λ2∥z1 − z∗∥2 + λ∥F(z1)∥

)
. Then the bound fol-

lows from the simple fact that min{2,...,T+1} ∥F(zt)∥ ≤ 1
T

∑T+1
t=2 ∥F(zt)∥.

Next, we proceed to present the convergence results for Option (II) of our proposed method that
is parameter-free. Note that if the initial scaling parameter λ1 overestimates the Lipschitz constant
L2, we have λt = λ1 for all t ≥ 1. This is because we have 2∥et∥

∥zt−zt−1∥ ≤ L2 by Assumption 2.2,
and thus in this case the maximum in (8) will be always λt−1. As a result, λt stays constant and the
convergence analysis for Option (I) also applies here. Given this argument, in the following, we focus
on the case where the initial scaling parameter λ1 underestimates L2, i.e., λ1 < L2. Moreover, it is
rather trivial to establish that λt < L2 for all t ≥ 1 using induction.

Theorem 6.2. Suppose Assumptions 2.1,2.2, and 2.3 hold and let {zt}T+1
t=0 be generated by Algo-

rithm 1, where λt is given by (8) (Option (II)) and α = 0.25. Assume that λ1 < L2. Then we have
∥zt − z∗∥ ≤ D for all t ≥ 1, where D2 =

L2
1

λ2
1
+

2L2
2

λ2
1
∥z1 − z∗∥2. Moreover, it holds that

GapX×Y(z̄T+1) ≤
L2

(
supz∈X×Y ∥z− z∗∥2 + 5

4D
2
) √ 8∥F(z1)∥

λ1
+ 145∥z1 − z∗∥2

T 1.5
, (20)

min
t∈{2,...,T+1}

∥F(zt)∥ ≤
3L2D

√
4∥F(z1)∥

λ1
+ 72.5∥z1 − z∗∥2

T
. (21)

Under the additional assumption of a Lipschitz operator, Theorem 6.2 guarantees that the iterates stay
bounded. This is the main technical difficulty in the analysis, as most previous works on adaptive
methods assume a compact set. On the contrary, we prove that iterates remain bounded within a set of
diameter D = O(L1

λ1
+ L2

λ ∥z1−z∗∥). Compared to Option (I) in Theorem 6.1, the diameter increases
by a factor of L2

λ1
, i.e., the ratio between L2 and our initial parameter λ1. Moreover, Theorem 6.2

guarantees the same convergence rate of O(T−1.5). In terms of constants, compared to Theorem 6.1,
the difference is no more than (L2

λ1
)2.5. Thus, with a reasonable underestimate of the Lipschitz

constant, λ1 = cL2 for some absolute constant c < 1, the bound worsens only by a constant factor.

Proof Sketch of Theorem 6.2. We begin with the convergence with respect to (Gap) in (20). The
proof consists of the following three steps.
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Step 1: By using Proposition 5.3, we first establish the following recursive inequality:

∥zt+1 − z∗∥2 ≤ L2
1

λ2
t

+ 2∥z1 − z∗∥2 +
t∑

s=2

( λs

λs−1
− 1
)2

∥zs − z∗∥2 − 1

2

t∑
s=1

∥zs+1 − zs∥2, (22)

as shown in Lemma C.1 in the Appendix. Note that this upper bound for ∥zt+1 − z∗∥2 on the
right-hand side depends on ∥zs − z∗∥2 for all s ≤ t. By analyzing this recursive relation, we obtain
∥zt+1−z∗∥ ≤ D and

∑t
s=0 ∥zs−zs+1∥2 ≤ 2D2 for all t ≥ 1, where D2=

L2
1

λ2
1
+

2L2
2

λ2
1
∥z1 − z∗∥2;

see Lemma C.2 for details.

Step 2: After showing a uniform upper bound on ∥zt+1 − z∗∥, Proposition C.3 establishes the

adaptive convergence bound GapX×Y(z̄T+1) ≤ L2

(
supz∈X×Y ∥z− z∗∥2 + 5

4D
2
) (∑T

t=0 ηt

)−1

.

Step 3: Following similar arguments as in the proof of Theorem 6.1, we can show
∑T

t=1
1
η2
t
=

O(D2 + 1
λ1
∥F(z1)∥) (check Lemma C.5). By applying the Hölder’s inequality

∑T
t=0 ηt ≥

T 1.5(
∑T

t=0(1/η
2
t ))

−1/2, we obtain the final convergence rate.

Finally, along the same lines as Theorem 6.1, we can show that
∑T+1

t=2
1
λt
∥F(zt)∥ =

O
(
D
√∑T

t=1
1
η2
t

)
= O

(
D
√
D2 + 1

λ1
∥F(z1)∥

)
. Since λt ≤ L2 and min{2,...,T+1} ∥F(zt)∥ ≤

1
T

∑T+1
t=2 ∥F(zt)∥, we obtain the result in (21).

Remark 6.1. Our results can be extended to the more general problem of monotone inclusion with
proper modification to the algorithm. We chose to focus on the unconstrained min-max problem for
ease of presentation, so that we can better highlight the key novelties and make it accessible to a
broader audience. In future work, we plan to extend our results for the monotone inclusion problem.
Remark 6.2. Our proposed algorithm with Option (II) achieves the same rate as Option (I) but does
not require prior knowledge of the Hessian’s Lipschitz constant, making it fully parameter-free.
However, since it requires an additional assumption on Lipschitz gradients (Assumption 2.3), the
existing lower bound [23] does not directly apply to certify its optimality. That said, we hypothesize
that the L1-Lipschitz gradient assumption should not improve the lower bound based on the existing
evidence from the convex minimization setting. Specifically, [42] proves that for convex minimization
with L1-Lipschitz gradient and L2-Lipschitz Hessian, the optimal rate is O

(
min

{
L1D

2

T 2 , L2D
3

T 3.5

})
,

where D is the initial distance. When T is sufficiently large, the second term will become the smaller
one, showing that the Lipschitz gradient assumption does not improve the optimal rate. While their
construction does not imply an analogous rate for our setting in Theorem 6.2, we conjecture that the
Lipschitz gradient assumption should not improve the lower bound of Ω(1/T 1.5).

7 Numerical experiments

In this section, we present numerical results for implementing both variants of our algorithm: the
version with λt = L2 (Adaptive SOM I) and the parameter-free variant (Adaptive SOM II). We also
compare these with the homotopy inexact proximal-Newton extragradient (HIPNEX) method [30]
and the optimistic second-order method with line search (Optimal SOM) [21]. To assess convergence
toward the solution z∗, we plot ∥F(zT )∥2/∥F(z0)∥2. For complete details, check Appendix D.

Synthetic min-max problem: We first consider the min-max problem in [21, 30], given by

minx∈Rn maxy∈Rn f(x,y) = (Ax− b)⊤y + (L2/6)∥x∥3,

which satisfies Assumptions 2.1 and 2.2. Let z = (x,y) ∈ Rd, with d = 2n, and recall that
F(z) is defined in (2). Following the setup in [30], we generate the matrix A ∈ Rd×d to ensure a
condition number of 20. The vector b ∈ Rd is generated randomly according to N (0, I). We report
results across various values of L2 and problem dimension d (for complete details, see Appendix D)
and present a representative subset here. Focusing on large dimensions highlights computational
efficiency, as shown in Fig. 1, where our line-search-free methods outperform both the optimal SOM
and HIPNEX in runtime. The performance gap with the optimal SOM widens as the dimension grows:
line search demands more steps, especially with larger L2, with each step becoming increasingly
costly due to the Hessian computation and inversion in high dimensions.

9



(a) d = 105. (b) d = 5 · 105.

Figure 1: Synthetic min-max problem: Runtimes under large dimension regime with L2 = 104.

(a) L2 = 102. (b) L2 = 104.

Figure 2: AUC maximization: Runtimes under large Lipschitz (L2) regime with dimension d = 104.

AUC maximization problem: We consider a second problem where we maximize the Area Under
the Receiver Operating Characteristic Curve (AUC), where we want to find a classifier θ ∈ Rd with a
small error and a large AUC. This problem could be formulated as a min-max problem as in [43–45]:

min
x=(θ,u,v)

max
y

1− p

N

( N∑
i=1

(⟨θ,ai⟩ − u)2I [bi = 1]
)
+

p

N

( N∑
i=1

(⟨θ,ai⟩ − v)2I [bi = −1]
)

+
2(1 + y)

N

( N∑
i=1

⟨θ,ai⟩(pI [bi = −1]− (1− p)I [bi = 1])
)
+

ρ

6
∥x∥3 − p(1− p)y2,

where u, v ∈ R are auxiliary variables, {(ai, bi)}Ni=1 denote the (data, label) pairs (ai ∈ Rd and
bi ∈ {1,−1}), I [·] is the indicator function, and p is the ratio of positive labels. Similar to the
observations above, Fig. 2 demonstrates that both of our methods outperform the optimal SOM and
HIPNEX in terms of runtime, particularly in the early stages of the execution.

8 Conclusion and limitations

We proposed the first parameter-free and line-search-free second-order method for solving convex-
concave min-max optimization problems. Our methods eliminate the need for line-search and
backtracking mechanisms by identifying a sufficient condition on the approximation error and
designing a data-adaptive update rule for step size ηt that satisfies this condition. Notably, distinct
from conventional approaches, our adaptive step size rule can be non-monotonic. Additionally, we
removed the requirement to know the Lipschitz constant of the Hessian by appropriately regularizing
the Hessian matrix with an adaptive scaling parameter λt.

The convergence rate for our fully parameter-free method was established under the additional
assumption that the gradient is Lipschitz continuous. This assumption helps control the prediction
error without imposing artificial boundedness conditions. Our method ensures that the generated
sequence remains bounded even without access to any Lipschitz parameters. Extending these
parameter-free guarantees without the Lipschitz gradient assumption remains an open problem worth
exploring.
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Appendix

A Missing proofs in Section 5

A.1 Proofs of Propositions 5.1 and 5.3

Before proving Propositions 5.1 and 5.3, we first present a key lemma.
Lemma A.1. Consider the update rule in (6). For any z ∈ Rd, we have

ηt⟨F(zt+1), zt+1 − z⟩ = ηt⟨et+1, zt+1 − z⟩ − ηt−1⟨et, zt − z⟩+ ηt−1⟨et, zt − zt+1⟩

+
λt

2

(
∥zt − z∥2 − ∥zt+1 − z∥2 − ∥zt − zt+1∥2

)
.

(23)

Proof. To begin with, we rewrite the update rule in (6) in the following equivalent form:

zt+1 = zt − (λtI+ ηtF
′(zt))

−1
(ηtF(zt) + ηt−1et)

⇔ (λtI+ ηtF
′(zt))(zt+1 − zt) = −ηtF(zt)− ηt−1et

⇔ ηt(F(zt) + F′(zt)(zt+1 − zt)) = λt(zt − zt+1)− ηt−1et.

Hence, by using the definition et+1 = F(zt+1)− F(zt)− F′(zt)(zt+1 − zt), this further implies
that

ηtF(zt+1) = ηtet+1 + ηt(F(zt) +F′(zt)(zt+1 − zt)) = ηtet+1 − ηt−1et + λt(zt − zt+1). (24)

Moreover, we have

ηt⟨F(zt+1), zt+1 − z⟩ = ηt⟨et+1, zt+1 − z⟩ − ηt−1⟨et, zt+1 − z⟩+ λt⟨zt − zt+1, zt+1 − z⟩
= ηt⟨et+1, zt+1 − z⟩ − ηt−1⟨et, zt − z⟩+ ηt−1⟨et, zt − zt+1⟩

+
λt

2

(
∥zt − z∥2 − ∥zt+1 − z∥2 − ∥zt − zt+1∥2

)
,

where we used the elementary equality ⟨a,b⟩ = 1
2∥a+ b∥2 − 1

2∥a∥
2 − 1

2∥b∥
2 in the last equality.

This completes the proof.

Proof of Proposition 5.1. By summing the inequality in (23) from t = 1 to t = T and noting that
the first two terms on the right-hand side telescope, we obtain:

T∑
t=1

ηt⟨F(zt+1), zt+1 − z⟩ = ηT ⟨eT+1, zT+1 − z⟩ − η0⟨e1, z1 − z⟩+
T∑

t=1

ηt−1⟨et, zt − zt+1⟩

+

T∑
t=1

(
λt

2

(
∥zt − z∥2 − ∥zt+1 − z∥2 − ∥zt − zt+1∥2

))
.

Since η0 = 0, rearranging the terms lead to (9).

Proof of Proposition 5.3. we first note that, since F(z∗) = 0 and F is monotone, it holds that

⟨F(zt+1), zt+1 − z∗⟩ = ⟨F(zt+1)− F(z∗), zt+1 − z∗⟩ ≥ 0.

Moreover, dividing both sides of (23) by λt and letting z = z∗, we obtain that

0 ≤ ηt
λt

⟨F(zt+1), zt+1 − z∗⟩ = ηt
λt

⟨et+1, zt+1 − z∗⟩ − ηt−1

λt
⟨et, zt − z∗⟩+ ηt−1

λt
⟨et, zt − zt+1⟩

+
1

2

(
∥zt − z∗∥2 − ∥zt+1 − z∗∥2 − ∥zt − zt+1∥2

)
.

Rearranging the terms, we get
1

2
∥zt+1 − z∗∥2 ≤ 1

2
∥zt − z∗∥2 + ηt

λt
⟨et+1, zt+1 − z∗⟩ − ηt−1

λt
⟨et, zt − z∗⟩

+
ηt−1

λt
⟨et, zt − zt+1⟩ −

1

2
∥zt − zt+1∥2.
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By summing the above inequality from t = 1 to t = T , we obtain that

1

2
∥zT+1 − z∗∥2 ≤ 1

2
∥z1 − z∗∥2 −

T∑
t=1

1

2
∥zt − zt+1∥2 +

T∑
t=1

ηt−1

λt
⟨et, zt − zt+1⟩

+

T∑
t=1

(
ηt
λt

⟨et+1, zt+1 − z∗⟩ − ηt−1

λt
⟨et, zt − z∗⟩

) (25)

Finally, we can write
ηt
λt

⟨et+1, zt+1 − z∗⟩ − ηt−1

λt
⟨et, zt − z∗⟩

=
ηt
λt

⟨et+1, zt+1 − z∗⟩ − ηt−1

λt−1
⟨et, zt − z∗⟩+

(
1

λt−1
− 1

λt

)
ηt−1⟨et, zt − z∗⟩.

Summing the above inequality from t = 1 to t = T yields

T∑
t=1

(
ηt
λt

⟨et+1, zt+1 − z∗⟩ − ηt−1

λt
⟨et, zt − z∗⟩

)

=
ηT
λT

⟨eT+1, zT+1 − z∗⟩+
T∑

t=2

(
1

λt−1
− 1

λt

)
ηt−1⟨et, zt − z∗⟩

The inequality in (13) follows by combining (25) and the above inequality.

A.2 Proof of Lemma 5.2

We first rewrite the update rule in (6) in the following equivalent form:

zt+1 = zt − (λtI+ ηtF
′(zt))

−1
(ηtF(zt) + ηt−1et)

⇔ (λtI+ ηtF
′(zt))(zt+1 − zt) = −ηtF(zt)− ηt−1et.

By taking the inner product with zt+1 − zt for both sides of the equaltiy, we obtain that

λt∥zt+1 − zt∥2 + ηt⟨F′(zt)(zt+1 − zt), zt+1 − zt⟩ = −⟨ηtF(zt) + ηt−1et, zt+1 − zt⟩. (26)

Since F is monotone by Assumption 2.1, this implies that the Jacobian matrix F′(zt) satisifes
⟨F′(zt)z, z⟩ ≥ 0 for any z ∈ Rm × Rn (e.g., see [46, Section 2].) Thus, we have ⟨F′(zt)(zt+1 −
zt), zt+1 − zt⟩ ≥ 0 and (26) further implies that

λt∥zt+1 − zt∥2 ≤ −⟨ηtF(zt) + ηt−1et, zt+1 − zt⟩ ≤ ∥ηtF(zt) + ηt−1et∥∥zt+1 − zt∥.

Hence, we obtain that ∥zt+1 − zt∥ ≤ 1
λt
∥ηtF(zt) + ηt−1et∥ ≤ 1

λt
ηt∥F(zt)∥+ 1

λt
ηt−1∥et∥ from

the triangle inequality.

B Proof of Theorem 6.1

We first present the following key proposition, which will be the cornerstone of our convergence
analysis. We establish that the iterates remain within a neighborhood of a solution characterized by
the initial distance (part (a)) and that optimization path has finite length (part (c)). We also present
the adaptive convergence bound (part (b)). The proof is in Appendix B.1.

Proposition B.1. Suppose Assumptions 2.1 and 2.2 hold and let {zt}T+1
t=0 be generated by Algorithm 1,

where λt = L2 (Option I) and α ∈ (0, 1
2 ). Then the following results hold:

(a) ∥zt − z∗∥2 ≤ 1
1−α∥z1 − z∗∥2 for all t ≥ 1.

(b) Consider the weighted average iterate z̄T+1 :=
∑T

t=1 ηtzt+1/(
∑T

t=1 ηt). For any compact

sets X ⊂Rm, Y⊂Rn, we have GapX×Y(z̄T+1) ≤ L2

2 supz∈X×Y ∥z1−z∥2
(∑T

t=1 ηt

)−1
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(c)
∑T

t=1 ∥zt − zt+1∥2 ≤ 1
1−2α∥z1 − z∗∥2.

In Proposition B.1, we have shown that
∑T

t=0 ∥zt+1 − zt∥2 is bounded. Using that, our goal is
to express the upper bound on 1

η2
t

in terms of ∥zt+1 − zt∥, which will help us show that 1
η2
t

is a
summable sequence. This will verify that we achieve the optimal rate of O(1/T 1.5). We begin by
computing upper bounds on 1

η2
t

and ∥F(zt)∥ in the following lemma, whose proof can be found in
Appendix B.2.

Lemma B.2. For t ≥ 1, the following results hold:

(a) 1
η2
t
≤ 1

4∥zt − zt−1∥2 + 1
αλ∥F(zt)∥;

(b) ∥F(zt+1)∥ ≤ (1+α)λ
ηt

∥zt+1 − zt∥+ αλ
ηt
∥zt − zt−1∥.

Using the bounds established in Lemma B.2, we prove an upper bound on
∑T

t=1
1
η2
t

as in the following
lemma. The proof is in Appendix B.3.

Lemma B.3. We have
T∑

t=1

1

η2t
≤ 17α2 + 16α+ 4

2(1− 2α)α2
∥z1 − z∗∥2 + 2

αλ
∥F(z1)∥.

Now we are ready to prove Theorem 6.1. Besides the convergence bound in terms of the (Gap)
function, we provide an additional bound with respect to the norm of the operator, evaluated at the
“best” iterate.

Proof of Theorem 6.1. By Proposition B.1,

Gap(z̄T+1) ≤

(
T∑

t=0

ηt

)−1

1

2λ
sup

z∈X×Y
∥z0 − z∗∥2.

Moreover by Holder’s inequality we can show,

T∑
t=0

ηt ≥ T 1.5

(
T∑

t=0

1

η2t

)−1/2

(27)

Plugging in the lower bound on
∑T

t=0 ηt from (27) yields

Gap(z̄T+1) ≤
1
2 supz∈X×Y ∥z0 − z∗∥2 ·

√∑T
t=0

1
η2
t

T 1.5
.

Combining the above with the upper bound in Lemma B.3 completes the result.

Next we prove the complementary convergence bound with respect to the norm of the operator. From
(36) (see the proof of Lemma B.3), we also obtain that

T+1∑
t=2

∥F(zt)∥ ≤ (1 + 2α)λ∥z1 − z∗∥√
1− 2α

√√√√ T∑
t=1

1

η2t
. (28)

Combining (28) with Lemma B.3, we obtain that

T+1∑
t=2

∥F(zt)∥ ≤ (1 + 2α)λ∥z1 − z∗∥√
1− 2α

√
∥z1 − z∗∥2
2(1− 2α)

+
2(1 + 2α)2∥z1 − z∗∥2

α2(1− 2α)
+

2

αλ
∥F(z1)∥.

Finally, the result follows from the fact that mint∈{2,...,T+1} ∥F(zt)∥ ≤ 1
T

∑T+1
t=2 ∥F(zt)∥.
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B.1 Proof of Proposition B.1

Before proving Proposition B.1, we will formalize the error condition implied by the constant choice
of regularization parameter λt = λ.
Lemma B.4. Consider the update rule in (6) and let ηt be given by (7). Then we have ηt∥zt+1−zt∥ ≤
2α and ηt∥et+1∥ ≤ αλ∥zt+1 − zt∥.

Proof. We first prove that ηt∥zt+1 − zt∥ ≤ 2α. To see this, we define ηt as (7) by solving the
following quadratic equation:

ηt(ηt∥F(zt)∥+ ηt−1∥et∥) =
2αλ2

L2
.

Thus, by using Lemma 5.2 with λt = λ = L2, we can prove that

ηt∥zt+1 − zt∥ ≤ ηt
λ
(ηt∥F(zt)∥+ ηt−1∥et∥) ≤ 2α.

Note that ∥et+1∥ := ∥F(zt+1)−F(zt)−F′(zt)(zt+1 − zt)∥ ≤ L2

2 ∥zt+1 − zt∥2 = λ
2 ∥zt+1 − zt∥2

by Assumption 2.2. Hence, this implies that ηt∥et+1∥ ≤ ληt

2 ∥zt+1 − zt∥2 ≤ αλ∥zt+1 − zt∥.

Now, we have all the necessary tools to prove Proposition B.1.

Proof of Proposition B.1. We first use Lemma B.4 to control the error terms in (9) and (13). Specifi-
cally, by using Cauchy-Schwarz inequality and Young’s inequality, for t ≥ 2 we obtain:

ηt−1⟨et, zt − zt+1⟩ ≤ ηt−1∥et∥∥zt − zt+1∥ ≤ αλ∥zt − zt−1∥∥zt − zt+1∥

≤ αλ

2
∥zt − zt−1∥2 +

αλ

2
∥zt − zt+1∥2.

(29)

Similarly, we can bound the first term by

ηT ⟨eT+1, zT+1 − z⟩ ≤ ηT ∥eT+1∥∥zT+1 − z∥ ≤ αλ

2
∥zT+1 − zT ∥2 +

αλ

2
∥zT+1 − z∥2. (30)

Proof of (a) Since λt = λ for all t ≥ 1, the first summation term on the right-hand side of (9)
telescope:

T∑
t=1

λ

2

(
∥zt − z∥2 − ∥zt+1 − z∥2

)
=

λ

2
∥z1 − z∥2 − λ

2
∥zT+1 − z∥2.

Furthermore, by (29) and (30), we have

ηT ⟨eT+1, zT+1 − z⟩+
T∑

t=2

ηt−1⟨et, zt − zt+1⟩

≤ αλ

2
∥zT+1 − zT ∥2 +

αλ

2
∥zT+1 − z∥2 +

T∑
t=2

(
αλ

2
∥zt − zt−1∥2 +

αλ

2
∥zt − zt+1∥2

)

≤ αλ

2
∥zT+1 − z∥2 + αλ

T∑
t=1

∥zt − zt+1∥2.

(31)

Hence, by applying all the inequalities above in (9), we obtain that
T∑

t=1

ηt⟨F(zt+1), zt+1− z⟩ ≤ λ

2
∥z1− z∥2− (1− α)λ

2
∥zT+1− z∥2−

T∑
t=1

(1− 2α)λ

2
∥zt− zt+1∥2.

Since we have α ∈ (0, 1
2 ), the last two terms in the above inequality are negative and this further

implies that
∑T

t=1 ηt⟨F(zt+1), zt+1 − z⟩ ≤ λ
2 ∥z1 − z∥2 = L1

2 ∥z1 − z∥2. By applying Lemma 2.1,
it leads to

f(x̄T+1,y)− f(x, ȳT+1) ≤
∑T

t=1 ηt⟨F(zt+1), zt+1 − z⟩∑T
t=1 ηt

≤ L1

2
∥z1 − z∥2

(
T∑

t=1

ηt

)−1

.

Taking the supremum of z = (x,y) over X × Y , we obtain the desired result.

17



Proof of (b) and (c) Since λt = λ for all t ≥ 1, the first summation term on the right-hand side of
(13) telescope:

T∑
t=1

(ηt
λ
⟨et+1, zt+1 − z∗⟩ − ηt−1

λ
⟨et, zt − z∗⟩

)
=

ηT
λ
⟨eT+1, zT+1 − z∗⟩,

where we used the fact that η0 = 0. Using (31), we also have

ηT
λ
⟨eT+1, zT+1 − z∗⟩+

T∑
t=2

ηt−1

λ
⟨et, zt − zt+1⟩ ≤

α

2
∥zT+1 − z∗∥2 + α

T∑
t=1

∥zt − zt+1∥2

Hence, applying the above inequality in (13), we obtain:

1− α

2
∥zT+1 − z∗∥2 ≤ 1

2
∥z1 − z∗∥2 − 1− 2α

2

T∑
t=1

∥zt − zt+1∥2. (32)

To begin with, since α < 1
2 , the last summation term in (32) is negative. Hence, this further implies

that 1−α
2 ∥zT+1 − z∗∥2 ≤ 1

2∥z1 − z∗∥2, which proves Part (b). Moreover, since the left-hand side
of (32) is non-negative, this also leads to 1−2α

2

∑T
t=1 ∥zt − zt+1∥2 ≤ 1

2∥z1 − z∗∥2, which proves
Part (c).

B.2 Proof of Lemma B.2

By the update rule in (8), we have

1

η2t
=

1

16α2λ2

(
ηt−1∥et∥+

√
η2t−1∥et∥2 + 8αλ∥F(zt)∥

)2

≤ 1

8α2λ2

(
η2t−1∥et∥2 + η2t−1∥et∥2 + 8αλ∥F(zt)∥

)
=

η2t−1∥et∥2

4α2λ2
+

∥F(zt)∥
αλ

≤ 1

4
∥zt − zt−1∥2 +

∥F(zt)∥
αλ

.

By using (6), we can write

ηtF(zt+1) = ηtet+1 − ηt−1et − λ(zt+1 − zt).

Hence, by using the triangle inequality, we have

ηt∥F(zt+1)∥ ≤ ηt∥et+1∥+ ηt−1∥et∥+ λ∥zt+1 − zt∥ ≤ (1 + α)λ∥zt+1 − zt∥+ αλ∥zt − zt−1∥,

where we used Lemma B.4 in the last inequality.

B.3 Proof of Lemma B.3

By summing the inequality in Part (a) in Lemma B.2 over t = 1, . . . , T , we have

T∑
t=1

1

η2t
≤ 1

4

T∑
t=1

∥zt − zt−1∥2 +
1

αλ

T∑
t=1

∥F(zt)∥ (33)

The first summation term can be bounded as 1
4

∑T
t=1 ∥zt − zt−1∥2 ≤ 1

4(1−2α)∥z1 − z∗∥2. For the
second summation, we use Part (b) in Lemma B.2 to get

T∑
t=1

∥F(zt)∥ ≤ ∥F(z1)∥+
T−1∑
t=1

(
(1 + α)λ

ηt
∥zt+1 − zt∥+

αλ

ηt
∥zt − zt−1∥

)
(34)
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Further, it follows from Cauchy-Schwarz inequality that

T−1∑
t=1

1

ηt
∥zt+1 − zt∥ ≤

√√√√T−1∑
t=1

1

η2t

√√√√T−1∑
t=1

∥zt+1 − zt∥2,

T−1∑
t=1

1

ηt
∥zt − zt−1∥ ≤

√√√√T−1∑
t=1

1

η2t

√√√√T−2∑
t=1

∥zt+1 − zt∥2.

(35)

Since
∑T

t=1 ∥zt − zt+1∥2 ≤ 1
1−2α∥z1 − z∗∥2 by Proposition B.1, combining (34) and (35) leads to

T∑
t=1

∥F(zt)∥ ≤ ∥F(z1)∥+
(1 + 2α)λ∥z1 − z∗∥√

1− 2α

√√√√T−1∑
t=1

1

η2t
. (36)

Plugging this bound back in (33), we arrive at

T∑
t=1

1

η2t
≤ 1

4(1− 2α)
∥z0 − z∗∥2 + 1

αλ
∥F(z1)∥+

(1 + 2α)∥z1 − z∗∥
α
√
1− 2α

√√√√T−1∑
t=1

1

η2t
(37)

Note that
∑T

t=0
1
η2
t

appears on both side of (37). To deal with this, we rely on the following lemma.

Lemma B.5. Let a, b ≥ 0 and suppose that x ≤ a+ b
√
x. Then it implies that x ≤ 2a+ 2b2.

Proof. We can rewrite the inequality as (
√
x− b

2 )
2 ≤ a+ b2

4 . Thus,
√
x− b

2 ≤
√

a+ b2

4 ≤
√
a+ b

2 ,
which leads to

√
x ≤

√
a+ b ⇒ x ≤ (

√
a+ b)2 ≤ 2a+ 2b2.

Thus, by applying Lemma B.5, we obtain that
T∑

t=1

1

η2t
≤ 1

2(1− 2α)
∥z1 − z∗∥2 + 2

αλ
∥F(z1)∥+

2(1 + 2α)2∥z1 − z∗∥2

α2(1− 2α)

This completes the proof.

C Proof of Theorem 6.2

With the introduction of parameter-free ηt and time-varying λt, one of the main requirements of
the analysis is validating the boundedness of the iterate sequence {zt}T+1

t=0 in the absence of the
knowledge of L2. Note that this is where we use the Lipschitz continuity of the gradient of f
(Assumption 2.3) to control the prediction error. We begin by an intermediate bound on the distance
to a solution.
Lemma C.1. Let α ∈ (0, 1

3 ). For any t ≥ 1, it holds that

∥zt+1 − z∗∥2 ≤ 64α2L2
1

λ2
t

+ 2∥z1 − z∗∥2 +
t∑

s=2

(
λs

λs−1
− 1

)2

∥zs − z∗∥2 (38)

− 2(1− 3α)

t∑
s=1

∥zs+1 − zs∥2. (39)

Based on the bound above, we present an analogue of the boundedness results in Proposition B.1
below.

Lemma C.2. Define D2 =
64α2L2

1

λ2
1

+
2L2

2

λ2
1
∥z1 − z∗∥2. For any t ≥ 1, we have

∥zt+1 − z∗∥ ≤ D and
t∑

s=0

∥zs − zs+1∥2 ≤ 1

2(1− 3α)
D2.
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Now that we verified that the iterates remain bounded, we can state the adaptive convergence bound
for the parameter-free algorithm.

Proposition C.3. Suppose Assumptions 2.1 to 2.3 hold and let {zt}T+1
t=0 be generated by Algo-

rithm 1, where λt is given by (8) (Option (II)) and α ∈ (0, 1
3 ). Define the averaged iterate

z̄T+1 =
∑T

t=0 ηtzt+1/(
∑T

t=0 ηt). Then we have

GapX×Y(z̄T+1) ≤ L2

(
sup

z∈X×Y
∥z− z∗∥2 +

(
9

8
+

α2

4(1− 3α)

)
D2

)( T∑
t=0

ηt

)−1

.

In the sequel, we present the counterpart of Lemmas B.2 and B.3 for the parameter-free Option (II).
Lemma C.4. For t ≥ 1, the following results hold:

(a) 1
η2
t
≤ 1

4∥zt − zt−1∥2 + 1
αλt

∥F(zt)∥;

(b) ∥F(zt+1)∥ ≤ (1+α)λt

ηt
∥zt+1 − zt∥+ αλt

ηt
∥zt − zt−1∥.

Proof. The proof follows from that of its analogue Lemma B.2 up to replacing λ by λt.

Lemma C.5. We have
T∑

t=0

1

η2t
≤ 17α2 + 16α+ 4

4(1− 3α)α2
∥z1 − z∗∥2 + 2

αλ1
∥F(z1)∥.

Proof. By summing the inequality in Part (a) in Lemma C.4 over t = 1, . . . , T , we have
T∑

t=1

1

η2t
≤ 1

4

T∑
t=1

∥zt − zt−1∥2 +
1

α

T∑
t=1

1

λt
∥F(zt)∥ (40)

The first summation term can be bounded as 1
4

∑T
t=1 ∥zt − zt−1∥2 ≤ 1

8(1−3α)D
2 by Lemma C.2.

For the second summation, note that λt ≤ λt+1, we use Part (b) in Lemma C.4 to get
T∑

t=1

1

λt
∥F(zt)∥ ≤ 1

λ1
∥F(z1)∥+

T−1∑
t=1

(
1 + α

ηt
∥zt+1 − zt∥+

α

ηt
∥zt − zt−1∥

)
(41)

Similarly, by using Cauchy-Schwarz inequalities, these lead to

T∑
t=1

1

λt
∥F(zt)∥ ≤ 1

λ1
∥F(z1)∥+

(1 + 2α)D√
2(1− 3α)

√√√√T−1∑
t=1

1

η2t
. (42)

Plugging this bound back in (40), we arrive at

T∑
t=1

1

η2t
≤ 1

8(1− 3α)
D2 +

1

αλ1
∥F(z1)∥+

(1 + 2α)D

α
√
2(1− 3α)

√√√√T−1∑
t=1

1

η2t
(43)

Note that
∑T

t=0
1
η2
t

appears on both side of (37). Again, we apply Lemma B.5 to obtain the desired
result

T∑
t=1

1

η2t
≤ 1

4(1− 3α)
D2 +

2

αλ1
∥F(z1)∥+

(1 + 2α)2D2

α2(1− 3α)

We are finally at a position to prove the convergence theorem for the parameter-free algorithm, which
is essentially a straightforward combination of the previous lemmas and propositions. Similar to
the proof of the constant λ setting, we accompany the convergence in the primal-dual gap with the
complexity bound with respect to the norm of the operator (gradient of f ). Due to space constraints,
we present this complementary bound in the proof of the theorem.
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Proof of Theorem 6.2. By Proposition C.3,

GapX×Y(z̄T+1) ≤ max{λ1, L2}
(

sup
z∈X×Y

∥z− z∗∥2 +
(
9

8
+

α2

4(1− 3α)

)
D2

)( T∑
t=0

ηt

)−1

.

Combining the above with the upper bound in Lemma C.5 completes the result.

Moreover, from (42), we also obtain that

T+1∑
t=2

1

λt
∥F(zt)∥ ≤ (1 + 2α)D√

2(1− 3α)

√√√√ T∑
t=1

1

η2t
. (44)

Combining (44) with Lemma C.5, we obtain that
T+1∑
t=2

1

λt
∥F(zt)∥ ≤ (1 + 2α)D√

2(1− 3α)

√
17α2 + 16α+ 4

4(1− 3α)α2
∥z1 − z∗∥2 + 2

αλ1
∥F(z1)∥.

Finally, the result follows from the fact that mint∈{2,...,T+1} ∥F(zt)∥ ≤ 1
T

∑T+1
t=2 ∥F(zt)∥.

C.1 Proof of Lemma C.1

We begin by formalizing the error condition implied by the parameter-free algorithm where λt is
chosen as in Option (II) in Step 4 in Algorithm 1.
Lemma C.6. Consider the update rule in (6) and let λt and ηt be given by (8), respectively. Then we
have ηt∥zt+1 − zt∥ ≤ 2α and ηt∥et+1∥ ≤ αλt+1∥zt+1 − zt∥.

Proof. Similar to the proof of the analogous result in the constant λt setting, note that ηt is given as
in (8) by solving the following quadratic equation:

ηt(ηt∥F(zt)∥+ ηt−1∥et∥) = 2αλt.

Thus, by using Lemma 5.2, we can prove that

ηt∥zt+1 − zt∥ ≤ ηt
λt

(ηt∥F(zt)∥+ ηt−1∥et∥) ≤ 2α.

To prove the second inequality, note that by our choice of λt+1 in (8), it holds that λt+1 ≥ 2∥et+1∥
∥zt+1−zt∥2

and thus ∥et+1∥ ≤ λt+1

2 ∥zt+1 − zt∥2. Hence, we also obtain ηt∥et+1∥ ≤ λt+1ηt

2 ∥zt+1 − zt∥2 ≤
αλt+1∥zt+1 − zt∥.

Moving forward, we present the following upper bound on the approximation error using Assump-
tion 2.3.
Lemma C.7. Suppose that Assumption 2.3 holds. Then for any t ≥ 1, we have

∥et+1∥ := ∥F(zt+1)− F(zt)− F′(zt)(zt+1 − zt)∥ ≤ 2L1∥zt+1 − zt∥.

Proof. By using the triangle inequality, we have ∥et+1∥ ≤ ∥F(zt+1)−F(zt)∥+∥F′(zt)(zt+1−zt)∥.
By Assumption 2.3, it holds that ∥F(zt+1)−F(zt)∥ ≤ L1∥zt+1−zt∥ and ∥F′(zt)∥op ≤ L1. Hence,
this further implies that ∥et+1∥ ≤ ∥F(zt+1)− F(zt)∥+ ∥F′(zt)∥∥zt+1 − zt∥ ≤ 2L1∥zt+1 − zt∥.

Proof of Lemma C.1. Our starting point is the inequality (13) in Proposition 5.1.To begin with, we
write

ηt
λt

⟨et+1, zt+1 − z∗⟩ − ηt−1

λt
⟨et, zt − z∗⟩

=
ηt
λt

⟨et+1, zt+1 − z∗⟩ − ηt−1

λt−1
⟨et, zt − z∗⟩+

(
1

λt−1
− 1

λt

)
ηt−1⟨et, zt − z∗⟩.

(45)
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Note that the first two terms on the right-hand side of (45) telescope. Moreover, note that λt−1 ≤ λt

and thus 1
λt−1

− 1
λt

≥ 0. By using Lemma C.6, for t ≥ 2 we can further bound(
1

λt−1
− 1

λt

)
ηt−1⟨et, zt − z∗⟩ ≤

(
1

λt−1
− 1

λt

)
ηt−1∥et∥∥zt − z∗∥

≤
(

λt

λt−1
− 1

)
α∥zt − zt−1∥∥zt − z∗∥

≤ α2∥zt − zt−1∥2 +
1

4

(
λt

λt−1
− 1

)2

∥zt − z∗∥2.

(46)

Hence, by plugging in (46) in (45) and summing the inequality from t = 1 to t = T , we obtain that

T∑
t=1

(
ηt
λt

⟨et+1, zt+1 − z∗⟩ − ηt−1

λt
⟨et, zt − z∗⟩

)

≤ ηT
λT

⟨eT+1, zT+1 − z∗⟩+ α2
T∑

t=2

∥zt − zt−1∥2 +
1

4

T∑
t=2

(
λt

λt−1
− 1

)2

∥zt − z∗∥2,

where we used the fact that η0 = 0. Moreover, by Cauchy-Schwarz inequality, Lemma C.7, and
Lemma C.6, we can bound

ηT
λT

⟨eT+1, zT+1 − z∗⟩ ≤ ηT
λT

∥eT+1∥∥zT+1 − z∗∥ ≤ 2L1ηT
λT

∥zT+1 − zT ∥∥zT+1 − z∗∥

≤ 4αL1

λT
∥zT+1 − z∗∥.

Furthermore, for the last error term in (13), we use Cauchy-Schwarz inequality, Lemma C.6, and
Young’s inequality to upper bound

ηt−1

λt
⟨et, zt − zt+1⟩ ≤

ηt−1

λt
∥et∥∥zt − zt+1∥ ≤ α∥zt − zt−1∥∥zt+1 − zt∥

≤ α

2
∥zt − zt−1∥2 +

α

2
∥zt+1 − zt∥2.

Combining all the inequalities above with (13) in Proposition 5.1, we arrive at

∥zT+1 − z∗∥
2

2

≤ ∥z1 − z∗∥2

2
−

T∑
t=1

∥zt − zt+1∥2

2
+

4αL1

λT
∥zT+1 − z∗∥+ α2

T∑
t=2

∥zt − zt−1∥2

+
1

4

T∑
t=2

(
λt

λt−1
− 1

)2

∥zt − z∗∥2 + α

T∑
t=1

∥zt+1 − zt∥2.

Since α < 1
2 , we can bound α2 < α

2 . Rearranging the terms, we obtain

∥zT+1 − z∗∥
2

2

− 4αL1

λT
∥zT+1 − z∗∥ ≤ ∥z1 − z∗∥2

2
+

1

4

T∑
t=2

(
λt

λt−1
− 1

)2

∥zt − z∗∥2

−
(
1− 3α

2

) T∑
t=1

∥zt+1 − zt∥2.

Now we can complete the square and write the left-hand side as

1

2
∥zT+1 − z∗∥2 − 4αL1

λT
∥zT+1 − z∗∥ =

1

2

(
∥zT+1 − z∗∥ − 4αL1

λT

)2

− 8α2L2
1

λ2
T

≥ 1

4
∥zt+1 − z∗∥2 − 16α2L2

1

λ2
T

,

where we used the elementary inequality that (a − b)2 ≥ 1
2a

2 − b2. Combining the above two
inequalities and changing T to t leads to the desired result.
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C.2 Proof of Lemma C.2

Define the auxiliary positive sequence {dt}t≥2 as follows:

d22 =
64α2L2

1

λ2
1

+ 2∥z1 − z∗∥2, d2t+1 =
64α2L2

1

λ2
t

+ 2∥z1 − z∗∥2 +
t∑

s=2

(
λs

λs−1
− 1

)2

d2s.

Then by using induction and Lemma C.1, we can easily prove that ∥zt − z∗∥ ≤ dt for all t ≥ 2.
Moreover, from the above recursive relation, for t ≥ 1, we have

d2t+1 − d2t = 64α2L2
1

(
1

λ2
t

− 1

λ2
t−1

)
+

(
λt

λt−1
− 1

)2

d2t .

Moreover, since λt ≥ λt−1 by (8), we have

1 +

(
λt

λt−1
− 1

)2

=
λ2
t

λ2
t−1

− 2
λt

λt−1
+ 2 ≤ λ2

t

λ2
t−1

.

Hence, this implies that

d2t+1 ≤ 64α2L2
1

(
1

λ2
t

− 1

λ2
t−1

)
+

λ2
t

λ2
t−1

d2t

⇒
d2t+1

λ2
t

≤ d2t
λ2
t−1

+
64α2L2

1

λ2
t

(
1

λ2
t

− 1

λ2
t−1

)
≤ d2t

λ2
t−1

+
64α2L2

1

λ2
1

(
1

λ2
t

− 1

λ2
t−1

)
.

By summing the above inequality from t = 2 to t = T , we obtain that

d2T+1

λ2
T

≤ d22
λ2
1

+
64α2L2

1

λ2
1

(
1

λ2
T

− 1

λ2
1

)
=

2∥z1 − z∗∥2

λ2
1

+
64α2L2

1

λ2
1λ

2
T

.

This implies that d2T+1 ≤ 2λ2
T

λ2
1
∥z1 − z∗∥2 + 64α2L2

1

λ2
1

. Since λT ≤ max{λ1, L1}, we obtain the final
result.

Moreover, by rearranging the terms in (38), we also have

2(1− 3α)

t∑
s=0

∥zs − zs+1∥2 ≤ 64α2L2
1

λ2
t

+ 2∥z1 − z∗∥2 +
t∑

s=2

(
λs

λs−1
− 1

)2

∥zs − z∗∥2

≤ 64α2L2
1

λ2
t

+ 2∥z1 − z∗∥2 +
t∑

s=2

(
λs

λs−1
− 1

)2

d2s

= d2t+1 ≤ D2.

Dividing both sides by 2(1− 3α) finishes the proof.

C.3 Proof of Proposition C.3

Our starting point is the inequality (9) in Proposition 5.1. To bound the first summation on the
right-hand side, we write
T∑

t=1

λt

2

(
∥zt − z∥2 − ∥zt+1 − z∥2

)
=

λ1

2
∥z1 − z∥2 − λT

2
∥zT+1 − z∥2 +

T∑
t=2

λt − λt−1

2
∥zt − z∥2

Moreover, since λt ≥ λt−1 for any t ≥ 2, we have
T∑

t=2

λt − λt−1

2
∥zt − z∥2 ≤

T∑
t=1

(λt − λt−1)
(
∥zt − z∗∥2 + ∥z− z∗∥2

)
≤

T∑
t=1

(λt − λt−1)
(
D2 + ∥z− z∗∥2

)
= (λT − λ1)

(
D2 + ∥z− z∗∥2

)
.
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Since λ1

2 ∥z1 − z∥2 ≤ λ1

(
∥z1 − z∗∥2 + ∥z− z∗∥2

)
≤ λ1

(
D2 + ∥z− z∗∥2

)
, we obtain that∑T

t=1
λt

2

(
∥zt − z∥2 − ∥zt+1 − z∥2

)
≤ λT

(
D2 + ∥z− z∗∥2

)
− λT

2 ∥zT+1 − z∥2.

Furthermore, we can use Lemma C.6 to control the error terms. By using the Cauchy-Swharz
inequality and Young’s inequality, for t ≥ 2, we have

ηt−1⟨et, zt − zt+1⟩ ≤ ηt−1∥et∥∥zt − zt+1∥ ≤
η2t−1

2λt
∥et∥2 +

λt

2
∥zt − zt+1∥2

≤ α2λt

2
∥zt − zt−1∥2 +

λt

2
∥zt − zt+1∥2

≤ α2λT

2
∥zt − zt−1∥2 +

λt

2
∥zt − zt+1∥2,

where we used Lemma C.6 in the second in the third inequality and the fact that {λt}t≥0 is non-
decreasing in the last inequality. By summing the above iequality from t = 1 to t = T , we obtain
that

T∑
t=1

ηt−1⟨et, zt − zt+1⟩ ≤
α2λT

2

T∑
t=2

∥zt − zt−1∥2 +
T∑

t=2

λt

2
∥zt − zt+1∥2

≤ α2λT

4(1− 3α)
D2 +

T∑
t=2

λt

2
∥zt − zt+1∥2,

where we used Lemma C.2 in the last inequality. Similarly, using Cauchy-Schwarz and Young’s
inequalities, we can also bound

ηT ⟨eT+1, zT+1 − z⟩ ≤ λT

2
∥zT+1 − z∥2 + η2T

2λT
∥eT+1∥2.

Using Lemma C.7 and Lemma C.6, we further have η2
T

2λT
∥eT+1∥2 ≤ 2L2

1

λT
η2T ∥zT+1 − zT ∥2 ≤ 8α2L2

1

λT
.

Combining all the inequalies above in (9), we obtain that

T∑
t=1

ηt⟨F(zt+1), zt+1 − z⟩ ≤ λT

(
D2 + ∥z− z∗∥2

)
−
XXXXXXX
λT

2
∥zT+1 − z∥2 −

XXXXXXXXX

T∑
t=1

λt

2
∥zt − zt+1∥2

+
XXXXXXX
λT

2
∥zT+1 − z∥2 + 8α2L2

1

λT
+

λT

4(1− 3α)
D2 +

XXXXXXXXX

T∑
t=2

λt

2
∥zt − zt+1∥2

≤ λT ∥z− z∗∥2 +
(
1 +

α2

4(1− 3α)

)
λTD

2 +
8α2L2

1

λT
.

Finally, we used the fact that λT ≤ max{λ1, L2} and 8α2L2
1

λT
≤ 8α2L2

1

λ1
≤ 1

8λ1D
2 ≤ 1

8λTD
2. The

rest follows simiarly as in the proof of Proposition B.1.

D Omitted numerical experiments

Implementation details: We solve the linear systems in the subproblems of second-order methods
exactly via MATLAB linear equation solver. The hyper-parameters for methods in the prior work are
tuned to achieve the best performance per method. Specifically, for the HIPNEX method in [30], it
has a hyper-parameter σ ∈ (0, 0.5), which we choose in the interval [0.05, 0.1, 0.15, . . . , 0.45] for
the best performance. Other hyper-parameters are determined by the formulas from [30]. For the
Optimal SOM, the initial step size is set to be 1 as prescribed. Their algorithm has two line-search
hyperparameters α and β. Note that their α is the same as ours, and we search for the best choice of α
and β for their algorithm from the interval [0.1, 0.2, . . . , 0.9]. We use the combination that achieves
the best empirical result.

Our first proposed algorithm in Option (I) does not require any tuning. We initialize our fully
parameter-free method (Option (II)) using a heuristic, which essentially eliminates the tuning of
its parameters. After we choose the initial point z0, we generate another random point ẑ0 which is
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Figure 3: Synthetic min-max problem: convergence comparison with respect to iteration complexity.

(a) d = 104, L2 = 102. (b) d = 104, L2 = 104.

Figure 4: AUC maximization: convergence comparison with respect to iteration complexity.

close to the initial point. Then, using those two points we compute a local estimate to the Lipschitz
constant L2 for the values of λ0 as λ0 = 2∥F(ẑ0)−F(z0)−F′(z0)(ẑ0−z0)∥

∥ẑ0−z0∥2 . Empirically, we observe that
this heuristic strategy is competitive and works well across different problem settings and instances.

Finally, we initialize all the algorithms at the same point z0 = (x0,y0) ∈ Rd, drawn from the
multivariate normal distribution.

Additional experiments: In Figures 3 and 4, we compare the performance among all 4 methods with
respect to the iteration complexity for the synthetic min-max problem and the AUC maximization
problem, respectively. Note that those plots do not account for the cost of linear search and back-
tracking; they are presented solely to complement Figures 1 and 2 for a complete comparison of the
methods. For both problems, adaptive SOM I shows slightly better performance than Adaptive SOM
II, consistent with the fact that Adaptive SOM I uses the exact Hessian Lipschitz parameter, while
Adaptive SOM II estimates it. As expected, the Optimal SOM method, which uses a line search
to pick the largest possible step size, has the best convergence. However, the performance of our
adaptive line search-free method (Adaptive SOM I) and parameter-free method (Adaptive SOM II) is
only slightly worse. Additionally, both of our methods outperform the HIPNEX method.

In Figure 5, we measure the runtime of the algorithms. When the dimension is small, the relative
performance of the methods in terms of runtime is similar to that of in Figure 3 in terms of the number
of iterations. On the other hand, in the high dimensional regime, the performance of the Optimal
SOM becomes worse against other algorithms in the initial stage because they need to solve the
linear equation multiple times during the backtracking line search scheme, which is computationally
expensive and time-consuming when the dimension d is large. Also observe that as the dimension
increases, our methods perform gradually better than the line search-based approaches, which supports
our claims on efficiency.
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(a) d = 102, L = 1.
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(b) d = 102, L = 102.
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(c) d = 102, L = 104.
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(h) d = 104, L = 102.
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Figure 5: Synthetic min-max problem: additional plots for the convergence comparison with respect
to runtime.

(a) L2 = 102. (b) L2 = 104.

Figure 6: Runtime comparison for the parameter-free method (Option (II)) for solving the min-max
problem in Section 7 (d = 102) with different initialization of λ0.

As a complementary result, we tested the sensitivity of our parameter-free method (Option (II)) to the
initialization of λ0 and reported the results in Figure 6. Specifically, we considered the first min-max
problem in Section 7, where L2 = 104 and d = 102. Varying the initial choice of λ0 from 10−4 to
0.05, Figure 6 shows that our method exhibits consistent performance. We also tested a heuristic
initialization procedure as discussed above. The numerical results verify that our method is robust to
initialization and our heuristic strategy is competitive and works well across different settings.
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well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We have uploaded our Matlab codes which generate all the empirical results
in the numerical experiments. We have also included the instructions to reproduce all the
experimental results Section 7 which could be found in Appendix D.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We have specified how our algorithms and baselines are initialized and how
the hyperparameters are selected. Please check details in Appendix D.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
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Justification: This paper focuses on a deterministic optimization problem and the algorithms
considered do not have any source of randomness. The objective loss function used in the
numerical experiments requires random matrices A and random vectors b. The initial vectors
z0 are also generated randomly. We have presented all the details of the random generations
of these matrices and vectors. However, all the optimization methods presented in our
experiments are deterministic algorithms. There is no need to report the corresponding error
bars. Please check details in D.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We only need to install the Matlab software on our personal computer with
normal CPU to run our codes and reproduce the experiments, as we do not run any form of
large-scale training.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conform with the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
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• If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: There is no societal impact of the work performed.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
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Answer: [NA]

Justification: The paper does not use existing assets.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
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Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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