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Abstract
Communicating with people of different cul-001
tures is a complex challenge. Memes, as a002
prevalent form of online communication, can003
lead to misunderstandings when used improp-004
erly in communication. Large language models005
(LLMs) can potentially help; however, there006
is a notable lack of meme datasets that pro-007
vide context-based explanations and potential008
misunderstandings for training and evaluating009
LLMs. To address this gap, we introduce a010
carefully curated meme dataset MEMEBRIDGE.011
The accuracy of the dataset was manually ex-012
amined and quantitative evaluations were per-013
formed. Initial probing of various LLMs de-014
veloped by teams with different cultural back-015
grounds revealed they have a certain level of016
cross-cultural understanding and the ability to017
recognize cultural differences, despite some018
limitations in meme comprehension. Besides,019
fine-tuning these LLMs with our dataset led020
to performance improvements, underscoring021
the importance of context-rich datasets in en-022
hancing the cultural understanding capacity of023
LLMs.024

1 Introduction025

Memes serve as a form of speech act in digital026

communication, enabling Internet users to engage027

in social interactions through shared cultural refer-028

ences and semiotic cues (Grundlingh, 2018). How-029

ever, memes are more than just visual humor; they030

function as cultural artifacts that reflect societal031

trends, linguistic variations, and generational differ-032

ences. Their interpretation is often deeply rooted in033

a cultural context, making them susceptible to mis-034

interpretation by individuals from different back-035

grounds (Mukhtar et al., 2024). For example, when036

Chinese individuals attempt to interpret memes037

originating in the United States, significant gaps038

can be seen with respect to humor, historical refer-039

ences, and societal norms. To investigate this issue,040

we conducted informal interviews with eight Chi-041

nese individuals currently residing in the United042

Figure 1: This meme humorously distorts history, exag-
gerating Mendes and Cabello’s relationship. A Chinese
individual unfamiliar with the ‘Gonna Tell My Kids’
meme format or U.S. pop culture may find it confusing,
leading to awkward interactions.

States. Many participants shared concerns about 043

the potential for miscommunication when using 044

memes, as illustrated by the following quote. 045

"... Honestly, sometimes I worry about 046

using memes incorrectly and acciden- 047

tally causing awkwardness or conflicts 048

with my (American) friends...." 049

Moreover, as global social media platforms con- 050

tinue to expand, this problem could become in- 051

creasingly common, even among Chinese people 052

not living in the United States. Following our in- 053

terview, although Chinese individuals typically use 054

platforms within their own cultural group, such as 055

WeChat and Weibo, many of them also engage with 056

global platforms like Twitter and Facebook, thereby 057

being exposed to other cultures as well (Tsai and 058

Men, 2017). A lack of cultural familiarity can lead 059

to unintended misunderstandings or misaligned so- 060

cial interactions, as in Figure 1. Addressing these 061

gaps is crucial for improving cross-cultural digital 062

communication and mitigating the risk of misinter- 063

pretation in online discourse. 064

As large language models (LLMs) continue 065

to advance, multimodal variants such as GPT- 066

4o (Hurst et al., 2024), Llama-3.2-Vision (Dubey 067

et al., 2024), GLM-4V (Team et al., 2024), and 068

Qwen-VL (Bai et al., 2023) have become increas- 069
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ingly accessible to the general public. Given their070

ability to process and generate both textual and vi-071

sual content, multimodal LLMs present a potential072

solution to bridge cultural gaps in communication,073

including the interpretation of memes. However,074

previous research on cultural knowledge bases (Shi075

et al., 2024) has demonstrated that LLMs predom-076

inantly reflect Western-centric perspectives, mak-077

ing it challenging for non-Western audiences to078

fully understand culturally embedded content. Ad-079

ditionally, biases in training data and limitations080

in understanding the relationship between text and081

image can lead LLMs to generate skewed or inaccu-082

rate meme explanations (Zhong and Baghel, 2024).083

Despite the increasing sophistication of LLMs,084

these limitations raise concerns about whether they085

can effectively interpret and contextualize memes086

across cultures and help people understand memes087

from different countries, necessitating further in-088

vestigation into their performance in cross-cultural089

meme understanding.090

In this paper, we investigate the ability of state-091

of-the-art LLMs to interpret U.S.-based memes,092

focusing on their capacity to provide explanations,093

detect sentiment, and identify emotions. To facil-094

itate this study, we constructed MEMEBRIDGE, a095

carefully curated dataset consisting of memes con-096

tributed by native U.S. participants. Each meme097

entry includes explanations, potential misunder-098

standings that individuals from different cultural099

backgrounds might experience, and sentiment and100

emotion annotations. Using this dataset, we eval-101

uate and fine-tune multiple LLMs to assess their102

effectiveness in cross-cultural meme interpretation.103

Through extensive experiments, we have the104

following key observations: (1) The cultural gap105

in meme interpretation is bidirectional. Chinese106

individuals face challenges in understanding U.S.107

memes, with 58.8% accuracy in determining their108

explanations, 45% accuracy in labeling sentiment109

and 48.9% accuracy in labeling emotions. Simi-110

larly, U.S. participants struggled to accurately pre-111

dict how Chinese individuals misinterpret memes,112

as the misunderstandings proposed by U.S. partic-113

ipants often did not align with actual misconcep-114

tions held by Chinese participants. (2) The origin115

of an LLM—whether developed by a Chinese or116

U.S. company—does not inherently lead to signif-117

icant cultural biases. Instead, these models were118

well-aligned to minimize explicit cultural tenden-119

cies. (3) LLMs demonstrate cultural awareness120

and adaptability. Explicitly instructing LLMs to121

adopt a specific cultural perspective significantly 122

impacts their interpretative performance. All tested 123

models exhibited performance differences when 124

role-playing as U.S. participants or role-playing 125

as Chinese participants, compared to the default 126

setting. This suggests their ability to adjust to dif- 127

ferent cultural identities and perspectives. 128

2 Related Work 129

Cultural Awareness in LLMs. The popularity and 130

adoption of LLMs in various domains pose chal- 131

lenges and the need for cultural awareness (Pawar 132

et al., 2024; Ramezani and Xu, 2023). Existing 133

studies have found that LLMs have biases in un- 134

derstanding cultural symbols, have different perfor- 135

mances for different regional cultures, and are dif- 136

ficult to reach human levels (Yao et al., 2024). For 137

example, Shi et al. (2024) have demonstrated that 138

LLMs predominantly reflect Western-centric per- 139

spectives, making it challenging for non-Western 140

audiences to fully understand culturally embed- 141

ded content. To address this, a growing number 142

of studies (Shi et al., 2024; Zhao et al., 2024; Li 143

et al., 2024) have explored various aspects of in- 144

tegrating cultural understanding into LLMs, with 145

the aim of bridging communication gaps and fa- 146

cilitating effective cross-cultural exchange. For 147

example, Nguyen et al. (2023) has proposed Can- 148

dle, an end-to-end approach to extracting cultural 149

common sense knowledge from Web corpora on a 150

large scale. Although these studies offer valuable 151

information, many of them focused on machine 152

translation with text information. More recently, 153

the concept of image transcreation for cultural rele- 154

vance acknowledges the need to adapt visual con- 155

tent for cultural appropriateness (Khanuja et al., 156

2024), representing a crucial step towards bridging 157

the gap between visual language understanding and 158

cultural interpretation. 159

Cross-Cultural Understanding with Multimodal 160

LLMs. Some recent works on multimodal LLMs 161

highlight the challenges of adapting multimodal 162

reasoning across diverse linguistic and cultural con- 163

texts. One major focus has been cultural adapta- 164

tion in multimodal tasks, where researchers explore 165

how models interpret visual and textual informa- 166

tion differently across cultures, emphasizing the 167

need for datasets that reflect such diversity (Liu 168

et al., 2021; Li and Zhang, 2023). Another key 169

area is culturally influenced language inference, 170

examining how cultural norms shape reasoning, 171

particularly in tasks like natural language inference 172
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and figurative language understanding (Huang and173

Yang, 2023; Kabra et al., 2023). Additionally, work174

on humor, satire, and harmful content detection175

demonstrates the necessity of culturally aware AI,176

as humor and hate speech often rely on nuanced cul-177

tural context (Nandy et al., 2024; Bui et al., 2024).178

Collectively, these studies stress the importance of179

integrating cultural awareness into vision-language180

models to enhance their robustness and fairness181

in global applications. These studies inspired us182

to investigate the cross-cultural understanding of183

memes, the dynamic and informal media circulat-184

ing in online communities.185

Cross-Cultural Understanding and Evaluation186

of Memes. Several datasets have been collected to187

facilitate the understanding of memes. For exam-188

ple, Zannettou et al. (2018) collected and analyzed189

160 million images from four major online com-190

munities (i.e., Twitter, Reddit, 4chan’s /pol/, and191

Gab), establishing a methodological framework for192

cross-platform meme tracking and analysis. Fig-193

Memes (Liu et al., 2022) focuses on the identifi-194

cation of figurative language in political memes.195

MCC (Sharma et al., 2023) contains 3,400 memes196

and their contexts focusing on detecting explana-197

tory evidence for memes. MemeCap (Hwang and198

Shwartz, 2023) enables the evaluation of visual199

language models in the meme captioning task. Se-200

manticMemes (Zhou et al., 2024) highlights seman-201

tic clustering. MemeMQA (Agarwal et al., 2024)202

offers a multimodal question-answering frame-203

work for a better semantic explanation of memes.204

Multi3hate (Bui et al., 2024) is designed for spe-205

cific tasks such as context understanding and hate206

speech detection. There studies enhanced the un-207

derstanding and interpretation of memes but did208

not adequately address their understanding from a209

cross-cultural perspective. Our work collects data210

through crowdsourcing and requires participants211

to provide an explanation and possible misconcep-212

tions of each meme, as well as sentiment and emo-213

tion tags. Furthermore, we propose a novel cross-214

cultural evaluation design by prompting LLMs as215

people of different cultural backgrounds, enabling216

a more direct and quantitative assessment of cross-217

cultural misunderstandings.218

3 MEMEBRIDGE Dataset Construction219

To ensure high-quality data for cross-cultural meme220

understanding, we designed a three-stage crowd-221

sourcing pipeline for dataset collection, validation,222

and cross-cultural testing. This structured pro-223

cess aims to systematically refine and validate the 224

dataset while identifying cultural misunderstand- 225

ings embedded in memes. 226

3.1 Stage 1: Initial Data Collection 227

The dataset construction process began with col- 228

lecting a diverse set of memes and their interpre- 229

tations from a U.S. crowd group consisting of 100 230

participants, recruited through Prolific. Each par- 231

ticipant was asked to contribute 10 memes along 232

with their personal explanations and potential mis- 233

understandings they believed could arise for in- 234

dividuals from other cultural backgrounds, yield- 235

ing a total of 1,000 data points. In addition to 236

these textual inputs, participants were asked to as- 237

sign each submitted meme a sentiment label from 238

{positive, negative, neutral} and one or more emo- 239

tion labels from {sarcastic, humorous, offensive, 240

motivational} (Sharma et al., 2020). This approach 241

ensures that the dataset captures not only the ex- 242

plicit meaning of memes but also the emotions and 243

cultural context associated with them. Our crowd- 244

sourcing method aligns with prior efforts, such 245

as Yin et al. (2022), which leveraged diverse partic- 246

ipant contributions to collect geo-diverse common- 247

sense knowledge. 248

To enhance data quality, we randomly selected 249

200 data points and had three researchers label 250

them, using majority voting to determine their qual- 251

ity. This labeled dataset was then used to train 252

a BERT-based classifier (Devlin et al., 2019) to 253

filter out low-quality meme interpretations. Next, 254

we conducted a linguistic complexity check, re- 255

vealing that explanations contained an average of 256

26.12 words, while misunderstandings averaged 257

20.89 words. A Type-Token Ratio (TTR) analy- 258

sis (Richards, 1987) further showed that explana- 259

tions had an average TTR of 0.905, whereas mis- 260

understandings had a slightly higher average of 261

0.928. To ensure high linguistic quality, we filtered 262

out low-diversity data by computing the average 263

TTR of each explanation and misunderstanding. 264

Data points with an average TTR below 0.5 were 265

discarded, retaining only those with sufficient lex- 266

ical diversity. After applying these filtering steps, 267

754 data points met the quality criteria and were 268

retained for further analysis. 269

Following these analyses, we used the GPT-4 270

API (Achiam et al., 2023) to rewrite the original 271

data, standardize the format, and improve grammat- 272

ical accuracy while preserving semantic integrity. 273

To ensure consistency, we applied a similarity scor- 274
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Figure 2: (A) Data Collection & Cleaning: 200 memes randomly selected from 1000 collected and labeled by three
researchers, followed by BERT-based refinement (N=754). (B) Data Validation: Participants labeled memes for
sentiment and emotion. Explanation text, misunderstandings, and cultural significance were rated on a five-point
Likert scale. Resulting in the final meme dataset (N=621) (C) Cross-Cultural Labeling: Chinese participants
participated in meme interpretation tests.

ing mechanism to compare the refined text with the275

original. Details of our prompt design and continu-276

ous monitoring of similarity scores to ensure suc-277

cessful rewriting are provided in the Appendix B.278

Finally, we also leveraged GPT-4 to translate the279

dataset into Chinese, preparing it for comparative280

cross-cultural evaluation in Stage 3.281

3.2 Stage 2: Data Validation282

To ensure robustness and reliability, we conducted283

a validation process involving another group of 180284

U.S. participants. However, some participants left285

early or failed the attention check. To maintain286

consistency, we ensured that each meme was re-287

viewed and annotated by exactly four participants.288

This phase focused on measuring consistency and289

agreement among annotators to assess the quality290

of the collected explanations and misunderstand-291

ings. Participants were asked to assign sentiment292

and emotion labels to the memes to gauge consen-293

sus and alignment in interpretations. Moreover, the294

explanatory text, identified misunderstandings and295

cultural significance were evaluated using a five-296

point Likert scale, allowing us to quantify recogni-297

tion and ensure the cultural relevance of our data.298

To assess agreement levels, we computed per-299

cent agreement for each meme across multiple di-300

mensions: explanation clarity, misunderstanding301

level, cultural significance (all mapped to a three-302

level scale derived from the five-point Likert rat-303

ings), sentiment, and emotion. Agreement was304

determined by identifying the modal rating among305

the four annotators and calculating the proportion306

of annotators who assigned the same rating. Our307

results showed agreement rates of 79.2% for expla-308

Sentiment
Positive Neutral Negative

185 310 126

Emotions
Sarcastic Humorous Motivational Offensive

439 539 586 594

Table 1: Distribution of sentiment and emotion labels.

nation clarity, 67.1% for misunderstanding level, 309

70.6% for cultural significance, 66.2% for senti- 310

ment, and between 75% and 90% for the four emo- 311

tion labels. Based on these results, we filtered out 312

memes with an aggregated cultural significance rat- 313

ing below 3 (on a five-point Likert scale, meaning 314

that most annotators did not perceive them as cultur- 315

ally significant in the U.S. context). After filtering, 316

621 memes remained in the final dataset, and we 317

assigned the aggregated sentiment and emotion la- 318

bels to them for further analysis. The distribution 319

of sentiment and emotion labels, shown in Table 1, 320

demonstrates a well-balanced representation of the 321

collected memes. 322

3.3 Stage 3: Cross-Cultural Assessment 323

The final stage aimed to evaluate cross-cultural 324

differences in meme interpretation by engaging 325

84 Chinese participants. After filtering out those 326

who left early or failed the attention check, 63 par- 327

ticipants remained, ensuring that each meme was 328

reviewed by two individuals, resulting in 1,242 329

data points (621 memes×2 reviews/meme). These 330

participants provided sentiment and emotion labels, 331

allowing us to compare their perceptions with those 332

of the U.S. participants and identify potential cul- 333
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tural divergences.334

Additionally, participants were asked to com-335

plete multiple-choice questions constructed in the336

following way: Explanations were designated as337

the correct answer C, while potential misunder-338

standings served as one distractor D1. To introduce339

further variation, we employed GPT-4 to generate340

an additional distractor D2 by providing the meme341

as input. This resulted in a three-choice question342

format {C,D1, D2} for each meme.343

Our assessment results demonstrated that Chi-344

nese participants struggled to accurately interpret345

sentiment in U.S.-centric memes, achieving only346

45.0% accuracy. Similarly, their ability to correctly347

identify emotions was limited, with an accuracy348

of 48.9%. Most notably, their performance on the349

multiple-choice task was relatively low, with a cor-350

rectness rate of just 58.8%. As discussed in the351

introduction, these findings reinforce the existence352

of a cultural gap affecting meme comprehension.353

For the multiple-choice task, 17.1% of incorrect354

answers were attributed to D1, while 24.0% were355

attributed to D2, indicating that Chinese partici-356

pants were significantly more misled by the LLM-357

generated distractor than the human-assumed dis-358

tractor (p < 0.001). This supports Hypothesis 1:359

the cultural gap is bidirectional—just as Chinese360

participants struggle to interpret U.S. memes, U.S.361

participants may also have difficulty predicting how362

others will perceive their memes.363

This stage provided a systematic assessment of364

cross-cultural misinterpretations and quantitative365

insights into the challenges non-U.S. audiences366

face in understanding American memes.367

4 Evaluating LLM’s Cross-Cultural368

Meme Understanding369

With the dataset constructed, we aim to evaluate370

the performance of LLMs in meme interpretation,371

focusing specifically on four off-the-shelf multi-372

modal LLMs: Qwen2.5-VL-3B (Bai et al., 2023),373

GLM-4V (Team et al., 2024), Llama-3.2-11B-374

Vision (Dubey et al., 2024), and GPT-4o (Hurst375

et al., 2024)1. Our goal is to assess the models’376

ability to generate human-like interpretations, ac-377

curately detect the sentiment and emotions con-378

veyed by memes, and evaluate their adaptability to379

different cultural perspectives.380

1In the following discussion, we abbreviate these models
to Qwen, GLM, LLaMA, and GPT for the ease of notation.

Qwen GLM LLaMA GPT CN (Human)
MCQ 68.8% 52.8% 55.2% 75.4% 58.8%
Sent 40.4% 37.7% 35.3% 54.2% 45.0%
Emo 65.1% 64.2% 32.4% 84.3% 48.9%

Table 2: Comparing the performance of different LLMs
with Chinese participants on Meme Understanding. Un-
derlined values indicate statistically significant differ-
ences from Chinese annotators (p < 0.05).

4.1 Assessment on LLMs 381

First, we evaluated LLMs under the same test con- 382

ditions as Chinese participants in Section 3.3. Our 383

findings indicate that while GPT consistently out- 384

performs Chinese participants in interpreting U.S. 385

memes, the other models exhibit specific weak- 386

nesses, as shown in Table 2. Notably, for sentiment 387

classification, Qwen, GLM, and LLaMA all per- 388

formed worse than Chinese participants, indicating 389

that recognizing sentiment is inherently subtle and 390

remains an open problem (Vanshika et al., 2024). 391

In contrast, for emotion detection, Qwen and 392

GLM significantly outperformed Chinese partic- 393

ipants, indicating the potential of these models 394

to assist non-native speakers in understanding 395

emotions conveyed in U.S. memes. However, 396

LLaMA performed consistently worse than both 397

the other models and human participants. This 398

could be attributed to the differences in dataset cura- 399

tion—while Qwen, GLM, and GPT are developed 400

by companies with proprietary, curated training 401

data, LLaMA is trained predominantly on open- 402

source datasets, which may lack diversity, fine- 403

grained annotations, or up-to-date meme-related 404

content. Consequently, its performance on special- 405

ized tasks such as sentiment and emotion detection 406

is notably lower. 407

Further analysis of multiple-choice answers by 408

different models revealed an interesting pattern: 409

LLMs, similar to Chinese participants, tend to 410

prefer LLM-generated distractors over human- 411

assumed distractors, as shown in Figure 3. This 412

observation suggests that while LLMs can effec- 413

tively understand U.S. memes, their errors align 414

with ‘real’ misunderstandings experienced by Chi- 415

nese participants. This finding underscores the po- 416

tential of LLMs in modeling cultural misinterpreta- 417

tions and highlights the dual nature of the cultural 418

gap—both in interpreting and anticipating meme 419

misunderstandings across cultures. 420
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Figure 3: Comparing the distribution of answer choices
across different LLMs and Chinese participants (CN
(Human)).Significance indicators (*: p < 0.05, **: p <
0.01, ***: p < 0.001) above pairs of distractor bars show
whether participants significantly favored one type of
distractor over the other when making incorrect choices.

4.2 Detection of LLMs’ Potential Bias421

To evaluate cross-cultural adaptation and cultural422

awareness, we designed experiments to identify423

potential biases in model training that may result424

in cultural tendencies. We selected four mod-425

els for comparison: Qwen2.5-VL and GLM-4V,426

Chinese developed open-source models; Llama-427

3.2-Vision, a U.S.-based open-source model; and428

GPT-4o, a widely regarded state-of-the-art closed-429

source model. Each model was tested under three430

conditions: the default setting DEF , an ex-431

plicit prompt instructing the model to respond432

as a native US person US-RolePlaying , and an-433

other instructing it to respond as a native Chi-434

nese CN-RolePlaying . Under each condition,435

the model first completed the same test as in Sec-436

tion 3.3, and we measured their performance on437

those tasks. Then, in a fresh session, the models438

were instructed to generate an explanation for this439

meme. We compared these explanations with both440

the original (crowdworker-provided) explanations441

and the formatted (LLM-rewritten) explanations442

(both obtained in Section 3.1), using cosine simi-443

larity scores to quantify textual alignment. The test444

results are presented in Table 3. Across all models,445

performance was highest under the US-RP con-446

dition. Additionally, LLM-generated explanations447

exhibited higher similarity to the formatted expla-448

nations than to the original ones. This aligns with449

expectations, as LLM outputs tend to be more struc-450

tured and formal, whereas crowdworker-written ex-451

planations exhibit more variability in grammar and452

vocabulary.453

To further quantify model performance, we in-454

troduce a Performance Score (PS) to measure the455

overall performance of the model across all tasks,456

as shown in Table 3. The score was computed457

by grouping the two similarity comparisons into458

a single task, along with three classification tasks: 459

multiple choice questions selection (MCQ), senti- 460

ment labeling (Sent), emotions labeling (Emo): 461

PS = (Simoriginal + Simformatted) 462

+ PSMCQ + PSSent + PSEmo (1) 463

Since similarities can inherently serve as score met- 464

rics, and by observation, the sum of the two sim- 465

ilarities approximates 1 for each model in each 466

mode, we would like to achieve a similar expected 467

score of E[PSMCQ] = E[PSSent] = E[PSEmo] = 1 468

to each of the remaining three tasks. To achieve 469

this, we first estimated the expected accuracy for 470

each task. For multiple-choice question answering, 471

where each question has three answer choices, the 472

expected accuracy is EMCQ[Acc] ≈ 0.33. Simi- 473

larly, for sentiment labeling: ESent[Acc] ≈ 0.33. 474

For the emotion labeling task, we define a model’s 475

submitted label set as correct if the ground truth 476

labels form a subset of the predicted labels. We can 477

compute the expected accuracy of this task as: 478

EEmo[Acc] =

( ∑
m∈M

PCLSm

PLS

)/
|M| (2) 479

where M represents the set of all memes, with 480

|M| = 621, PLS stands for the number of possible 481

label sets for each meme, and PCLS stands for the 482

number of possible correct label sets (PCLS). With 483

the expected accuracy of each task determined, we 484

could assign weighted maximum possible possible 485

scores to each task, then compute PS. See details 486

in Appendix A.1. 487

Across all models, the performance score im- 488

proved when models were explicitly instructed to 489

adopt either the US-RP or CN-RP perspective, 490

compared to the DEF condition. This finding 491

suggests that role-playing prompts significantly im- 492

pact LLMs’ interpretative accuracy and their align- 493

ment with cultural contexts. 494

Pairwise significance tests (see Table 4) reveal 495

that US-RP consistently improves on DEF 496

in a statistically significant manner in key met- 497

rics, and similar improvements are observed when 498

comparing CN-RP to DEF for most metrics. 499

Notably, when directly comparing US-RP and 500

CN-RP , the US-RP condition generally out- 501

performs. Overall, based on PS, the performance 502

ranking for Qwen, LLaMA, and GPT follows the 503

order: US-RP > CN-RP > DEF . These 504

results suggest that for Qwen, LLaMA, and GPT, 505
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Qwen GLM LLaMA GPT
DEF US-RP CN-RP DEF US-RP CN-RP DEF US-RP CN-RP DEF US-RP CN-RP

Simoriginal 0.484 0.492↑ 0.468↓ 0.429 0.449↑ 0.428↓ 0.455 0.467↑ 0.442↓ 0.460 0.505↑ 0.471↑
Simformatted 0.582 0.600↑ 0.554↓ 0.479 0.536↑ 0.475↓ 0.546 0.566↑ 0.536↓ 0.499 0.605↑ 0.554
AccMCQ 68.8% 67.9%↓ 69.5%↑ 52.8% 46.7%↓ 52.9%↑ 55.2% 47.8%↓ 44.8%↓ 75.4% 72.7%↓ 72.3%↓
AccSent 40.4% 46.2%↑ 47.0%↑ 37.7% 33.2%↓ 38.3%↑ 35.3% 40.1%↑ 39.0%↑ 54.2% 55.0%↑ 51.9%↓
AccEmo 65.1% 79.4%↑ 74.3%↑ 64.2% 67.5%↑ 77.2%↑ 32.4% 42.2%↑ 41.7%↑ 84.3% 84.5%↑ 82.6%↓
PS 2.887 3.192↑(0.305) 3.049↑(0.162) 2.595 2.663↑(0.068) 2.821↑(0.226) 2.135 2.321↑(0.186) 2.232↑(0.097) 3.242 3.385↑(0.143) 3.245↑(0.003)

Table 3: Models performances across all tasks, including the Performance Score (PS).

they retain an underlying cultural awareness, as506

their DEF performance is closer to the CN-RP507

mode. They seem to be able to ‘show their full508

power’ when required and ‘hide’ their ability when509

they are supposed to hide (i.e. when asked to act510

like Chinese people to interpret US-culture-related511

objects).512

4.3 Fine-tuning513

To further validate the effectiveness of our dataset,514

we conducted fine-tuning experiments. The dataset515

was split into 70% for fine-tuning, 15% for val-516

idation, and 15% for testing. We fine-tuned517

Qwen, GLM, and GPT, evaluating their perfor-518

mance across the same tasks: semantic similarity519

check, multiple choice question answering, senti-520

ment labeling, and emotion labeling. Overall, fine-521

tuning led to performance improvements across522

most tasks. However, an exception was observed523

with GPT in emotion classification, where accuracy524

dropped significantly from 87.1% to 61.1% on the525

test set. This decline may be attributed to overfit-526

ting, as the base GPT model already demonstrated527

strong performance prior to fine-tuning. Mean-528

while, performance improvements were still ob-529

served in other tasks where fine-tuned GPT had530

not originally excelled. A similar trend was noted531

for Qwen, where its performance in generating ex-532

planations and multiple-choice question answering533

declined slightly after fine-tuning. Notably, this534

model initially outperformed the others in these535

tasks. However, fine-tuning resulted in substantial536

improvements in sentiment and emotion classifi-537

cation—areas where the base Qwen model had538

previously struggled.539

These results suggest that while our dataset540

is effective in enhancing LLMs’ capabilities in541

particularly intricate and niche tasks, the extent542

of improvement may depend on the pre-existing543

strengths of each model. Models that initially per-544

formed poorly, such as those struggling with senti-545

ment classification, exhibited more noticeable im-546

provements after fine-tuning, suggesting that our547

dataset is particularly beneficial for models with548

weaker prior knowledge and could possibly en- 549

hance their ability to interpret culturally relevant 550

content. Conversely, models that were already 551

strong in specific tasks, such as GPT in emotion 552

classification, may experience diminishing returns 553

or even degradation in performance due to overfit- 554

ting. The graphs showing performance change are 555

in Appendix A.2. 556

5 Discussions 557

5.1 The Bidirectional Cultural Gap and Usage 558

of LLMs 559

Our findings indicate that Chinese participants ex- 560

hibited relatively low accuracy in multiple-choice 561

question answering, sentiment labeling, and emo- 562

tion classification. As shown in Table 2, they were 563

frequently outperformed by LLMs, confirming one 564

direction of the cultural gap: Chinese participants 565

face challenges in understanding U.S. memes. 566

Additionally, when Chinese participants made 567

errors in the multiple-choice task, they were more 568

likely to select LLM-generated distractors rather 569

than the human-assumed misunderstandings. This 570

pattern was also observed in LLM testing. This 571

suggests that human-assumed misunderstandings, 572

written by U.S. participants during data collection, 573

do not always align with what Chinese participants 574

actually perceive when interpreting the memes. 575

While LLMs can, to some extent, attempt to fathom 576

out Chinese people’s thought processes. This con- 577

firms the other direction of the cultural gap: U.S. 578

participants may struggle to accurately anticipate 579

how Chinese individuals interpret their memes. 580

These findings highlight an important applica- 581

tion of LLMs beyond assisting Chinese participants 582

in understanding U.S. memes. LLMs can also be 583

leveraged to help U.S. participants anticipate po- 584

tential misinterpretations of their shared content, 585

allowing them to better understand how their mes- 586

sages might be perceived by individuals from dif- 587

ferent cultural backgrounds. This suggests that 588

LLMs have the potential to facilitate cross-cultural 589

communication by not only bridging comprehen- 590

sion gaps but also fostering perspective-taking. In 591
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DEF vs. US-RP DEF vs. CN-RP US-RP vs. CN-RP

Qwen AccEmo Simformatted AccEmo AccSent Simoriginal Simformatted

GLM Simoriginal Simformatted AccEmo Simoriginal AccEmo

LLaMA Simformatted AccEmo AccEmo Simoriginal Simformatted

GPT Simoriginal Simformatted Simformatted Simoriginal Simformatted

Table 4: Metrics with significant differences across cultural settings for various LLMs (p < 0.05). For example, for
the Qwen2.5-VL model, AccEmo in the DEF vs. US-RP column indicates significantly better performance

of US-RP on the emotion labeling task compared to DEF .

practical applications, this could help reduce misun-592

derstandings, mitigate awkwardness, and prevent593

unintended conflicts in intercultural exchanges.594

5.2 Roleplaying Effects on LLMs595

Based on our experiment results, explicitly instruct-596

ing LLMs to engage in role-playing can signifi-597

cantly enhance their performance on certain met-598

rics, revealing that LLMs are aware of different cul-599

tural settings. This suggests that LLMs can adjust600

their interpretations and responses when guided to601

adopt a particular cultural perspective. However,602

the degree of improvement varies across different603

tasks and models, indicating that LLMs’ under-604

lying understanding may still be limited by their605

training data and pre-existing biases.606

Interestingly, even when LLMs are instructed to607

role-play as native Chinese, their ability to inter-608

pret U.S. memes improves compared to the default609

setting—although the improvement is not as pro-610

nounced as when prompted to act as native U.S.611

people. This suggests that LLMs may be inten-612

tionally aligned to suppress their cultural tenden-613

cies, possibly to avoid exhibiting explicit biases.614

Given that their training data are predominantly in615

English, their stronger performance when acting616

as English speakers is unsurprising. However, if617

they were not aligned, they might exhibit strong618

cultural biases, leading to skewed interpretations.619

Post-alignment, their cultural biases appear to be620

substantially suppressed, to the extent that their621

ability to understand U.S. memes is sometimes622

lower when acting as a Chinese speaker than in623

their default setting. This suggests that while cul-624

tural bias introduced by training data has been effec-625

tively mitigated, LLMs also exhibit an awareness626

of adjusting their responses under explicit instruc-627

tions. In essence, this reveals that LLMs are not628

merely reflecting biases from training data but are629

also capable of controlled cultural adaptation when630

explicitly guided. 631

6 Limitations 632

While our study provides valuable insights into 633

the role of LLMs in cross-cultural meme inter- 634

pretation, several limitations should be acknowl- 635

edged. The size of our dataset is limited due to 636

the challenges associated with crowdsourcing raw 637

meme data, including both images and detailed an- 638

notations. However, our proposed data collection 639

pipeline has demonstrated its reliability, and we 640

believe it is feasible to scale up the dataset in future 641

research. The relatively small dataset size may neg- 642

atively impact LLM fine-tuning, potentially leading 643

to overfitting. While fine-tuning has generally im- 644

proved model performance, certain tasks, such as 645

emotion classification in GPT-4o, exhibited perfor- 646

mance degradation, likely due to overfitting to the 647

limited data. 648

Besides, although we identified a bidirectional 649

cultural gap, our study did not validate its rever- 650

sal—where Chinese participants provide memes 651

and U.S. participants attempt to interpret them. It 652

remains an open question whether Chinese par- 653

ticipants would also struggle to predict potential 654

misunderstandings by U.S. participants and how 655

challenging U.S. participants would find it to in- 656

terpret Chinese memes. Investigating this aspect 657

would provide a more comprehensive understand- 658

ing of cross-cultural meme interpretation. 659

Lastly, Our study focuses exclusively on Chi- 660

nese and U.S. cultural contexts, leaving out other 661

linguistic and cultural backgrounds that may ex- 662

hibit distinct patterns in meme interpretation. Fu- 663

ture work should extend this research to a broader 664

range of cultural settings to explore whether simi- 665

lar bidirectional gaps exist across other regions and 666

communities. 667
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A Appendix 828

A.1 Performance Score Calculation 829

The number of possible label sets (PLS) for each 830

meme is given by: 831

PLS =

n∑
l=1

(
n

l

)
=

n∑
l=1

n!

l!(n− l)!
(3) 832

where n is the number of possible labels (in this 833

case n = 4), and l is the number of labels chosen 834

by the model (l ∈ [1, 4]). The number of possible 835

correct label sets (PCLS) is then defined as: 836

PCLSm =

n−cm∑
lim=0

(
n− cm
lim

)
837

=

n−cm∑
lim=0

(n− cm)!

lim![(n− cm)− lim]!
(4) 838

where cm is the number of true labels for a given 839

meme (cm ∈ [1, 4]), and lim represents the number 840

of false labels for the current meme (lim ∈ [0, 3]). 841

The expected accuracy for emotion classification is 842

then given by: 843

EEmo[Acc] =

( ∑
m∈M

PCLSm

PLS

)/
|M| (5) 844

where M represents the set of all memes, with 845

|M| = 621. Based on our dataset, 440 memes 846

have one emotion label, 174 have two emotion 847

labels, 7 have three emotion labels, and no meme 848

has all four emotion labels. Therefore, we got 849

EEmo[Acc] ≈ 0.12. To assign scores, we solve the 850

following system of equations: 851{
EEmo[Acc] · x = EMCQ[Acc] · y
x+ 2y = 3E[PS]

(6) 852

, where x is the maximum possible possible score 853

assigned to the emotion labeling, and y is the max- 854

imum possible possible score assigned to both the 855

multiple choice question selection and sentiment 856

labeling. Then, the final performance score can be 857

computed as: 858

PS = Simoriginal + Simformatted 859

+ PSMCQ + PSSent + PSEmo 860

= Simoriginal + Simformatted 861

+ AccMCQ · y + AccSent · y + AccEmo · x
(7)

862
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A.2 Fine-tuned Models Performance863

According to the results shown in Figure 4, our864

dataset has the potential to enhance LLMs’ ability865

to interpret memes, provided that overfitting does866

not occur. To mitigate the risk of overfitting, we867

recommend following our dataset curation pipeline868

to ensure the creation of a sufficiently large dataset.869

870

B Additional Details on the Rewriting871

Process of Original Data872

This appendix details the utilization of Large Lan-873

guage Models (LLMs), specifically GPT-4, in sev-874

eral key stages of our data processing pipeline. We875

employed GPT-4 for content reformatting, transla-876

tion, and the generation of multiple-choice ques-877

tions (MCQs) based on the collected meme expla-878

nations and potential misunderstandings.879

B.1 Content Rewriting880

We designed specific prompts to guide GPT-4 in881

standardizing meme explanations while preserving882

their original meaning and terminology.883

B.1.1 Introduction Prompt884

885
Please act as a cultural analyst to886

↪→ standardize explanations of memes887
↪→ while preserving their original888
↪→ meaning and terminology. Your889
↪→ task is to reformat provided meme890
↪→ explanations according to strict891
↪→ guidelines , ensuring all key892
↪→ terms , slang , and cultural893
↪→ references remain unchanged.894895

B.1.2 Key Requirements Prompt896

897
Preservation Rules:898
Maintain ALL original keywords , phrases ,899

↪→ and cultural references.900
Ensure the reformatted explanation has901

↪→ the same meaning as the original.902
Add contextual framing only where903

↪→ necessary for clarity.904
905

Structural Rules:906
Begin explanations with "In the US, this907

↪→ meme" if US cultural context is908
↪→ involved.909

For potential misunderstandings , retain910
↪→ the original concern but911
↪→ standardize phrasing.912913

B.1.3 Instruction Prompt914

915
For each meme explanation:916

Explanation: Start with "This meme" or " 917
↪→ In the US, this meme ," followed 918
↪→ by the original content. 919

Potential Misunderstanding: Begin with " 920
↪→ People might" or "Some viewers 921
↪→ might ," then state the 922
↪→ misunderstanding exactly as 923
↪→ described. 924

925
Examples: 926
Original: "The joke is about student 927

↪→ loans being expensive" 928
-> Standardized: "This meme refers to 929

↪→ student loans being expensive ." 930
Original: "Missing the reference to 931

↪→ SpongeBob" 932
-> Standardized: "People might miss the 933

↪→ specific reference to SpongeBob ." 934935

B.2 Content Translation 936

After the rewriting stage, the dataset was translated 937

into Chinese to facilitate cross-cultural comparison. 938

We again utilized the GPT-4 API for this task. The 939

prompts for translation emphasized accuracy and 940

fluency in the target language while preserving the 941

nuances of the meme interpretations. 942

B.2.1 Instruction Prompt for Translation 943

944
For each segment of text to be 945

↪→ translated: 946
Translation: Strictly adhere to the 947

↪→ following guidelines: 948
Maintain a professional academic tone , 949

↪→ avoiding stiff or overly 950
↪→ technical terminology. 951

Retain the original sentence structure 952
↪→ and all numbers/proper nouns. 953

Translate culturally specific 954
↪→ expressions through paraphrasing 955
↪→ while preserving the original 956
↪→ meaning. 957958

B.3 Multiple Choice Questions Generation 959

In the cross-cultural test phase, we generated two 960

multiple-choice questions based on explanations 961

and potential misunderstandings. The rewritten ex- 962

planations were used as the correct answers, while 963

the potential misunderstandings were adapted into 964

distracting choices. The GPT-4 API played an im- 965

portant role in perfecting these transformations. We 966

distributed two distinct prompts to GPT-4. 967

B.3.1 Prompt 1: Misleading Option 968

Generation 969

970
Task: Generate a misleading option based 971

↪→ on a misunderstanding. 972
973

Correct answer: [Rewritten_Explanation] 974
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(a) Explanation Similarities (b) MCQ Accuracy (c) Sentiment Accuracy (d) Emotions Accuracy

Figure 4: Performance comparison between base models and their finetuned versions across different metrics.

Possible misunderstanding: [975
↪→ Rewritten_Misunderstanding]976

977
Please generate a misleading option978

↪→ based on the misunderstanding979
↪→ based on the above information.980

981
Requirements:982
1. The option should be misleading: The983

↪→ option should look reasonable ,984
↪→ but actually wrong , and can985
↪→ mislead people who are not986
↪→ familiar with the correct answer.987

2. The option should be related to the988
↪→ misunderstanding: The option989
↪→ should be constructed based on990
↪→ the provided misunderstanding and991
↪→ can reflect the specific992
↪→ manifestation of the993
↪→ misunderstanding.994

3. The option should be concise and995
↪→ clear: The option should be996
↪→ concise and clear , and avoid997
↪→ using overly complex or ambiguous998
↪→ language. Keep it to about 20-30999
↪→ words.10001001

B.3.2 Prompt 2: Chinese Cultural Perspective1002

on Misunderstanding1003

1004
Please play the role of a Chinese1005

↪→ culture who lacks in-depth1006
↪→ understanding of the American1007
↪→ cultural background.1008

1009
Task description:1010
1. Meme selection: The model will1011

↪→ provide a series of network1012
↪→ factors (meme) pictures1013
↪→ originating from American culture1014
↪→ .1015

2. Cultural background information1016
↪→ return: It is assumed that there1017
↪→ is no similarity in the American1018
↪→ culture , history , social1019
↪→ background and other information1020
↪→ involved in the meme.1021

3. Misunderstanding possibility analysis1022
↪→ : Subjectively need to try to1023
↪→ infer the meaning of the meme1024
↪→ based on the content of the1025
↪→ picture and combined with one ’s1026
↪→ own cultural cognition , and1027
↪→ record possible misunderstandings1028

↪→ or deviations. Keep it to about 1029
↪→ 20-30 words. 10301031

C Prompt for Model Testing 1032

This appendix the structured prompts developed 1033

to evaluate how language models interpret memes 1034

across cultural and academic frameworks. The 1035

prompts simulate distinct perspectives (American, 1036

Chinese, and neutral academic analysis) to system- 1037

atically assess cultural bias, interpretability gaps, 1038

and alignment with region-specific or objective con- 1039

texts. 1040

C.1 Prompt For Academic Research Analysis 1041

1042
For academic purposes , analyze this meme 1043

↪→ neutrally. Follow this format: 1044
1045

Explanation: Objectively summarize the 1046
↪→ memeâĂŹs cultural relevance in 1047
↪→ the US (20-30 words). 1048

Misunderstanding: Identify a plausible 1049
↪→ misinterpretation by non -US 1050
↪→ audiences (20-30 words). 1051

Sentiment: [Positive/Negative/Neutral] 1052
Emotions: [Sarcastic , Humorous , 1053

↪→ Motivational , Offensive] 10541055

C.2 Prompt For American Perspective 1056

1057
As a native American living in the US , 1058

↪→ analyze this meme. Follow this 1059
↪→ format: 1060

1061
Explanation: As someone familiar with US 1062

↪→ culture , explain the memeâĂŹs 1063
↪→ meaning to Americans (20-30 words 1064
↪→ ). 1065

Misunderstanding: How might non - 1066
↪→ Americans misinterpret this meme 1067
↪→ due to cultural differences? 1068
↪→ (20-30 words). 1069

Sentiment: [Positive/Negative/Neutral] 1070
Emotions: [Sarcastic , Humorous , 1071

↪→ Motivational , Offensive] 10721073
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C.3 Prompt For Chinese Perspective1074

1075
As a native Chinese person , analyze this1076

↪→ American meme. Follow this1077
↪→ format:1078

1079
Explanation: From your Chinese cultural1080

↪→ viewpoint , interpret the memeâĂŹs1081
↪→ intent or symbolism (20-30 words1082
↪→ ).1083

Sentiment: [Positive/Negative/Neutral]1084
Emotions: [Sarcastic , Humorous ,1085

↪→ Motivational , Offensive]10861087
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