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Figure 1. TTT-KD. We propose the first test-time training method for 3D semantic segmentation which adapts to distribution shifts at test
time. As shown in the illustration above, our method is able to adapt to Out-of-Distribution (OOD) scenes (SCANNET ) where the model
was not trained on (S3DIS ). Iteratively, via knowledge distillation from 2D foundation models, our algorithm adjusts the weights of the
network, progressively improving prediction with each step (top). Moreover, our approach is able to significantly improve the predictions
with even a single step while maintaining the quality of those without degradation over multiple steps (bottom).

Abstract

Test-Time Training (TTT) proposes to adapt a pre-
trained network to changing data distributions on-the-fly.
In this work, we propose the first TTT method for 3D se-
mantic segmentation, TTT-KD, which models Knowledge
Distillation (KD) from foundation models (e.g. DINOv2)
as a self-supervised objective for adaptation to distribution
shifts at test-time. Given access to paired image-pointcloud
(2D-3D) data, we first optimize a 3D segmentation back-
bone for the main task of semantic segmentation using the
pointclouds and the task of 2D → 3D KD by using an off-
the-shelf 2D pre-trained foundation model. At test-time, our
TTT-KD updates the 3D segmentation backbone for each
test sample by using the self-supervised task of knowledge
distillation before performing the final prediction. Exten-
sive evaluations on multiple indoor and outdoor 3D seg-

mentation benchmarks show the utility of TTT-KD, as it im-
proves performance for both in-distribution (ID) and out-
of-distribution (OOD) test datasets. We achieve a gain of
up to 13 % mIoU (7 % on average) when the train and test
distributions are similar and up to 45 % (20 % on average)
when adapting to OOD test samples. The code is available
in the following repository.

1. Introduction
3D semantic segmentation represents a fundamental bench-
mark for neural networks that process pointclouds [7, 16,
55, 58]. In this task, the model’s primary objective is to pre-
dict the semantic label of each point in the scene. Successful
execution of this task requires a profound comprehension of
scene objects and their precise spatial localization. Despite
the recent success obtained by different models for the task
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of 3D semantic segmentation, the generalization of these
models on different data sets still remains an open problem.
This generalization gap can be provoked due to a variety
of reasons: sensors used during acquisition, reconstruction
algorithms used to obtain the pointcloud, inherent noise on
the point coordinates, colors, and normals, or even the dif-
ferent scene compositions.

One way to bridge the domain gap is to label the point-
cloud sequences from different datasets and train the net-
work in a supervised manner on this data [59]. However,
labeling can incur huge monetary costs and manual effort.
To avoid these challenges, several works suggested adapt-
ing the network in an unsupervised manner to the OOD
data. A popular paradigm is Unsupervised Domain Adapta-
tion (UDA), where the network is trained jointly on the la-
beled source domain and unlabeled target domain, with the
goal of learning an invariant feature representation for both
domains. Many works [4, 42–45, 47, 62], have proposed
UDA approaches for 3D semantic segmentation for outdoor
pointclouds, but countering domain shifts for indoor scenes
is relatively less studied. Moreover, in real-world scenarios,
there could rarely be situations where the target domain is
known in advance, rendering these methods unsuitable.

To forego the need for access to the target domain
data, Test-Time Adaptation (TTA) algorithms [24, 50, 56]
instead propose to adapt the network weights at test-time,
more generally with some posthoc regularization. For ef-
fective adaptation, these works usually require constrained
optimization of the network parameters, for example, only
updating the affine parameters of the normalization lay-
ers. However, this could be insufficient to adapt to se-
vere domain shifts. Moreover, these methods also rely on
larger batch sizes for adaptation, making their applicability
to large 3D scenes challenging.

Sharing the philosophy with TTA of adapting the net-
work weights at test-time but differing in its application and
methodology – TTT proposes to first train a network jointly
for the main (downstream) task and a self-supervised aux-
iliary objective. At test-time, given a (single) pointcloud
sample, TTT adapts the network weights independently for
each pointcloud sample by using the self-supervised objec-
tive and then performs inference with the adapted network
weights. Recently, MATE [33] proposes to use Masked
Auto Encoding (MAE) [38] task as a self-supervised ob-
jective for adaptation to OOD pointclouds at test-time, for
the task of pointcloud classification. However, this method
was designed for the task of point cloud classification and it
was only tested on synthetic domain shifts.

In this work, we propose the first TTT algorithm for the
task of 3D semantic segmentation, TTT-KD, which models
2D → 3D KD from foundation models as a self-supervised
objective. During training, our method receives a 3D point-
cloud as input and a set of 2D images of the same scene with

point-pixel correspondences. A 3D backbone processes the
3D pointcloud generating a set of 3D per-point features.
These 3D features are then used to predict the semantic la-
bel of the points and also to perform 2D → 3D KD from
a 2D foundation model, DINOv2 [37] in most of our ex-
periments. At test-time, given a test pointcloud with its
corresponding images, we adapt the network’s weights by
taking several gradient descent steps on the self-supervised
task of KD. Since the 3D backbone has learned a joint
feature space for the main segmentation task and the self-
supervised KD task, improving predictions on the KD task
leads to large improvements in the semantic segmentation
task. Our algorithm does not make any assumption of the
target domain, and therefore, it is able to adapt to it by pro-
cessing individual scenes one at a time. Our extensive eval-
uation shows that our algorithm not only leads to large im-
provements for OOD datasets (see Fig. 1), up to 17 points
in mIoU, but also provides significant improvements on in-
distribution datasets, up to 8.5 points in mIoU.

2. Related work
Our TTT-KD is related to works that study Unsupervised
Domain Adaptation (UDA), Test-Time Adaptation (TTA),
and more closely to works that propose methodologies for
Test-Time Training (TTT).

Unsupervised domain adaptation. UDA aims to train a
network in order to bridge the gap between the source and
target domains while having access to labeled data from the
source domain and unlabeled data from the target domain.
For the task of pointcloud classification, PointDAN [41]
proposes to learn domain invariant features between the
source and target domain with the help of adversarial fea-
ture alignment [12]. Liang et al. [23] propose to learn an in-
variant feature space for the source and target domain by us-
ing self-supervision. More specifically, they propose to pre-
dict the masked local structures by estimating cardinality,
position, and normals for the points in the source and target
domains, while Shen et al. [49] propose to use implicit func-
tions coupled with pseudo-labeling for UDA. For 3D object
detection, some approaches [31, 57] rely on statistical nor-
malization of the anchor boxes in the source and target do-
main for UDA. Lehner and Gasperini et al. [22] propose
to use adversarial augmentations, while pseudo-labeling is
employed by [10, 29, 42, 61]. The task of 3D semantic seg-
mentation has also been studied extensively in the context of
UDA. Yi et al. [62] propose to synthesize canonical domain
points, making the sparse pointcloud dense, before perform-
ing segmentation. Saltori et al. [45] propose a pseudo-
labeling approach by mixing the source and target domains.
xMUDA [20] proposes a multi-modal (two-stream) learn-
ing approach between 3D and 2D networks, they perform
UDA by minimizing the discrepancy between the feature



space of the two streams and self-training through pseudo-
labeling. Some other approaches also rely on a multi-modal
setup and achieve UDA by increasing the number of sam-
ples used from 2D features by increasing the 3D to 2D cor-
respondences [39], employing contrastive learning [60] or
leveraging SAM [21] for obtaining reliable dense 2D anno-
tations [4]. Although UDA offers an efficient solution for
adaptation to distribution shifts, still it requires advanced
knowledge about the target distribution and requires access
to the unlabeled data as well. However, in real-world sce-
narios, such resources are often unavailable or impractical.
Distribution shifts can occur on-the-fly and can be unpre-
dictable. Thus, a more practicable solution is to adapt the
network weights whenever changing data distributions are
encountered, which is put forward by TTT.

Test-time adaptation. TTA does not alter the training
procedure of the network but instead proposes post hoc reg-
ularization for adaptation to distribution shifts at test-time.
For the image domain, some approaches rely on statistical
correction to adapt the network at test-time, generally by
adapting the means and variance estimates (of the Batch
Normalization layer [18]) to the OOD test data [25, 32].
TENT [54] proposes to adapt to distribution shifts at test-
time by minimizing the Shannon Entropy [48] of pre-
dictions and adapts only the scale and shift parameters
of the normalization layers in the network. The prob-
lem of TENT [54] to require larger batch sizes is solved
by MEMO [63], which augments a single sample multi-
ple times and minimizes the marginal output distribution
over the augmented samples. Niu et al. [36] proposes a
sharpness-aware entropy minimization method for adap-
tation to distribution shifts in the wild. One group of
TTA methods also rely on self-training. T3A [19] casts
TTA as a prototype learning problem and replaces a clas-
sifier learned on the source dataset with pseudo-prototypes
generated on the fly for the test batch. AdaContrast [6]
uses self-distillation with contrastive learning and a mo-
mentum encoder to adapt to distribution shifts on the fly.
Self-distillation has also been explored by other methods
[51, 53] in the context of TTA. MM-TTA [50] uses 2D-
3D multi-modal training for test-time adaptation but only
adapts batch normalization affine parameters with a pseudo-
labeling strategy. Liang et al. [24] also relies on pseudo-
labeling and entropy minimization of individual predictions
but also encourages maximizing the entropy over predicted
classes over the entire dataset. CoTTA [56] also relies on
pseudo-labeling and proposes continual test-time adapta-
tion, where they learn different distribution shifts at test-
time in a continual manner. Similarly, other continual TTA
methods include [9, 35]. Another group of methods also
relies on the consistency of predictions [3], or statistics be-
tween the train and test data distributions [26, 34]. We port

AdaContrast [6], DUA [32] and TENT [54] to the task of 3D
semantic segmentation and, together with MM-TTA [50],
choose them as representative methods for TTA, since they
cover a large variety of TTA techniques: adaptation via
batch normalization statistic, adaptation by updating a re-
duced number of parameters, self-distillation methods, and
multimodal approaches. Empirically, our TTT-KD outper-
forms these methods comprehensively on all the bench-
marks we test on.

Test-time training. TTT first proposes to train the net-
work jointly for the main downstream task (e.g., 3D Se-
mantic Segmentation in our case) and a self-supervised ob-
jective. At test-time, it adapts the network weights for a
single OOD sample as it is encountered by using the self-
supervised objective – usually by taking multiple gradient
steps for each sample. TTT methods are usually strictly in-
ductive in nature, i.e., they adapt the network weights on a
single sample only, whereas, TTA methods do not adhere to
this restriction. For the image domain, there are two TTT
works that differ in the self-supervised objectives they em-
ploy for adaptation. The first TTT [52] method (which pop-
ularized the name) employs rotation prediction [14] as its
self-supervised task. Unfortunately, this approach is diffi-
cult to adapt to 3D semantic segmentation, since 3D scenes
do not have a canonical orientation, and training with ran-
dom SO(3) rotations usually leads to a degradation in the
resulting performance. The second TTT approach, TTT-
MAE [11], uses the task of image reconstruction through
masked auto-encoders (MAE) [15]. MATE [33] proposes
a TTT method, which also employs the MAE objective
(PointMAE [38] for pointclouds) for adapting to distribu-
tion shifts in pointcloud classification.

In this paper, we propose a TTT method which models
(2D → 3D) Knowledge Distillation from foundation models
(e.g., DINOv2 [37]) as a self-supervised objective for adap-
tation to distribution shifts at test-time, for the task of 3D
semantic segmentation. Similar to other TTT works, our
TTT-KD is also strictly inductive in nature and adapts on
a single pointcloud sample by performing multiple gradient
steps for effective adaptation. As we will show in the exper-
iments section, our self-supervised objective is well suited
for the task of 3D semantic segmentation, outperforming
other TTT methods based on a MAE objective [33].

2D → 3D knowledge distillation. KD from neural net-
works for images has been used in the past in the context
of 3D semantic segmentation to improve ID model perfor-
mance [17, 27, 28, 30, 40, 46]. In this paper, we suggest
instead using KD in the context of TTT to adapt to distri-
bution shifts on the fly by taking advantage of the gener-
alization abilities of pre-trained vision foundation models.
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Figure 2. Given paired image-pointcloud data of a 3D scene, TTT-KD , during joint-training, optimizes the parameters of a point or
voxel-based 3D backbone, ψ3D , followed by two projectors, ρY and ρ2D . While ρY predicts the semantic label of each point, ρ2D is used
for knowledge distillation from a frozen 2D foundation model, ϕ2D . During test-time training, for each test scene, we perform several
optimization steps on the self-supervised task of knowledge distillation to fine-tune the parameters of the 3D backbone. Lastly, during
inference, we freeze all parameters of the model to perform the final prediction. By improving on the knowledge distillation task during
TTT, the model adapts to out-of-distribution 3D scenes different from the source data the model was initially trained on.

3. Methods
Our algorithm jointly trains a 3D model on the semantic
segmentation task and 2D → 3D KD as a secondary self-
supervised task. Then, for each scene during testing, we
perform a few steps of gradient descent on the KD task be-
fore we freeze the model to perform the final prediction on
the segmentation task. In this section, we explain the three
phases of our method: Joint Training, Test-Time Training,
and Inference (see Fig. 2).

3.1. Input

Our method assumes as input sets of the form
(X ,F ,Y, I,U), where X ∈ RN×3 are the spatial coordi-
nates of the N points representing the scene, F ∈ RN×F

are the features associated with each point, Y ∈ {0, 1}N×C

are per-point semantic labels, I ∈ RI×W×H×3 are a set of
I images of the same scene, and U ∈ RI×N×2 are the pixel
coordinates of each pair of point in X and image in I. Note
that not all points are projected on all images, and some
points of the scene might not be projected on any image.

3.2. Joint training

3D backbone. During training, we process each point-
cloud X with a 3D backbone ψ3D to generate semantically
relevant 3D features per-point, F 3D. Our method is agnos-
tic to the backbone used and works, as we will show later,
with voxel-based and point-based architectures.

2D foundation model. At the same time, we process all
images of the 3D scene, I, with a model ϕ2D capable of
generating semantically relevant 2D features, F 2D. This
foundation model is pre-trained in a self-supervised manner
on millions of images and remains fixed during the whole
training procedure. As we will show in the ablation studies,

our method is also agnostic to the foundation model used
and can be used with any off-the-shelf foundation model.

Learning objective. Our learning objective is a multi-
task objective where, from the 3D features F 3D, we aim to
predict the semantic label of each point, Ŷ , and the associ-
ated average 2D feature F̂ 2D over all the images. Therefore,
our algorithm minimizes a combination of two losses:

LY = Ex∼X

[
−

C∑
c

Yx,c log(Ŷx,c)

]

L2D = Ex∼X ,i∼I

[
− F̂ 2D

x

∥F̂ 2D
x ∥

· F 2D
i (Ux,i)

∥F 2D
i (Ux,i)∥

]

where LY is the cross-entropy loss between the predicted
labels Ŷ and the ground truth labels Y , and L2D is the
knowledge distillation loss defined as the expected cosine
similarity between the normalized per point features F̂ 2D

and image features F 2D, sampled at the pixel position de-
fined by the mapping U . To estimate LY during training,
we compute the average cross-entropy loss of all the points
within the batch. However, since estimating L2D is more
expensive, we randomly sample points x and images i to
fill a certain budget per batch.

Feature projection. In order to learn a common 3D fea-
ture space F 3D with these competing objectives without
hampering the predictions on the main task, we transform
the 3D features to Ŷ and F̂ 2D with two separate projectors,
ρY and ρ2D respectively. In practice, these projectors are
two simple Multi-layer Perceptron (MLP). During training,
we optimize the parameters of the 3D backbone, ψ3D, and
the two projectors, ρY and ρ2D, whilst the parameters of the
foundation model, ϕ2D, remain fixed.



3.3. Test-time training

Contrary to the standard testing phase in other algorithms,
in which the parameters of the model are frozen, our algo-
rithm, for each OOD scene, slightly modifies the param-
eters of the model before performing the final prediction.
In particular, we freeze the parameters of the projectors ρY
and ρ2D, and fine-tune all parameters of ψ3D while fix-
ing the mean and standard deviation of the batch normal-
ization layers. In particular, we perform several gradient
descent steps minimizing the knowledge distillation loss,
L2D, for which no labels are required. Since both projectors
have learned to perform predictions from a common feature
space, F3D, and both projectors aim to predict semantically
relevant information, modifying these features to improve
L2D also improves the predictions on the primary segmen-
tation task. Since we process a single scene at a time, con-
trary to existing test-time adaptation approaches that rely on
large batches, we do not update the mean and standard de-
viation of the batch normalization layers. Therefore, we are
not forced to synthetically increase the batch size with data
augmentations, which might be prohibitive for large scenes
composed of millions of points.

3.4. Inference

Once the test-time training phase has finished, we freeze all
parameters of our model and perform the final prediction on
the segmentation task. Following previous works [33, 52],
we experiment with two variants of our method:

Offline (TTT-KD). In this setup, we perform several gra-
dient descent steps for each test scene independently. Once
the TTT phase has finished, we predict the per-point class
for the current scene and then we discard the parameter up-
dates before processing the next test scene.

Online (TTT-KD-O). In this setup, we only perform one
optimization step for each test scene but we keep the pa-
rameter updates between consecutive scenes. Although this
approach does not fully adapt to a single scene, it requires
less computational resources while, as we will show later,
achieving significant improvements over the baselines.

4. Results
In this section, we describe the experiments carried out to
validate our methods. In particular, we tested our TTT-KD
algorithm on two different 3D semantic segmentation se-
tups: indoor and outdoor 3D semantic segmentation. While
indoor 3D semantic segmentation provides an ideal setup
for our algorithm, in which each pointcloud is paired with
multiple images, the outdoor 3D semantic segmentation ex-
periment presents a more challenging setup in which only a
single image is paired with each pointcloud.

4.1. Indoor 3D semantic segmentation

In this section, first, we describe the datasets used, then our
experimental setup, and lastly, the results.

4.1.1 Datasets

In our experiments, we use three different datasets of real
indoor 3D scenes, SCANNET [8], S3DIS [1], and MAT-
TERPORT3D [5]. These datasets are composed of several
3D scans of rooms from different buildings for which the
reconstructed 3D pointcloud and a set of 2D images per
pointcloud are available. We follow the standard train, val-
idation, and test splits of the datasets in our experiments.
For each point in the 3D scan, 3D coordinates, [x, y, z], its
normal, [nx, ny, nz], and color, [r, g, b], are used as input.

4.1.2 Experimental setup

In this section, we describe our experimental setup. Addi-
tional details are provided in the supplementary material.

Tasks. We focus on two types of evaluations for our TTT-
KD: ID and OOD. For ID evaluation, we train a model
on the train split of a dataset and perform TTT on the test
split on the same dataset, while for OOD, TTT is performed
on the test split of all other datasets in our evaluation setup.
We report results by using the mean Intersection over Union
(mIoU) evaluation metric for semantic segmentation. For
OOD evaluations, since different datasets differ on the se-
mantic labels used, we evaluate only the classes in which
both the train and test datasets share.

Models. Our experiments use two different 3D back-
bones: a voxel-based and a point-based architecture. As
our voxel-based backbone, we choose the commonly used
Minkowski34C [7]. The point-based backbone is taken
from Hermosilla et al. [16] which is based on kernel point
convolutions with Gaussian correlation functions. As our
foundation model, we use DINOv2 [37], in particular, the
ViT-L/14 model with an embedding size of 1024 features.

Testing. During training, we randomly rotate scenes
along the up vector. Therefore, during testing, we accu-
mulate the logits over 8 predictions of the same scene but
rotated with different angles, covering 360 degrees. In
the TTT phase, we use Stochastic Gradient Descent (SGD)
without momentum, a learning rate of 1, and perform 100
optimization steps for each rotated scene on the offline ver-
sion of our algorithm, but only one for the online version.

Baselines. We train our models on the main segmentation
task, Source-Only , and also use knowledge distillation as



a secondary objective, Joint-Train . We compare their per-
formance to the offline version of our algorithm, TTT-KD ,
and the online version, TTT-KD-O . Since, in the literature,
there is no TTT method proposed for the task of 3D se-
mantic segmentation, we port several TTA works from the
image domain and a TTT method from the 3D shape clas-
sification field. Specifically, we compare our method with
TENT [54], DUA [32], AdaContrast [6], and TTT-MAE
[33]. While TENT uses entropy minimization at test-time

to optimize affine parameters of batch normalization lay-
ers, DUA only updates the mean and standard deviation of
these batch normalization layers. AdaContrast , on the other
hand, leverages self-distillation under different degrees of
data augmentations together with contrastive learning and
momentum encoder to adapt the parameters of the model
during testing. Additionally, TTT-MAE uses MAE as the
self-supervised task in a TTT setup. Lastly, for OOD exper-
iments, as an upper bound, we provide the performance of
a model that has been trained on the same dataset as the test
set on the shared classes tested in the experiment, Oracle .

4.1.3 Results

The main experimental results and comparisons with all
other methods are provided in Tab. 1. In the following, we
explain these results in detail.

Joint-training. First, we compare the performance of a
Source-Only model with our Joint-Train strategy. Our re-
sults in Tab. 1 show that for all datasets and both 3D back-
bones, joint training always provides an improvement over
the Source-Only model. In some cases, this improvement
is minor, such as in SCANNET or MATTERPORT3D with
an improvement of 0.8 mIoU, but for other datasets the im-
provement is larger, as in S3DIS or in MATTERPORT3D
→ SCANNET with an improvement of 2.2 and 3.6 mIoU
respectively. We conjecture that the reason for the improve-
ment is the KD task acts as an additional regularizer.

In-distribution. When testing on ID data, our algorithm
provides significant improvements for all three datasets and
all 3D backbones. Our algorithm presents an improvement
of 2.9 and 3.7 for SCANNET , of 8.5 and 5.6 for S3DIS ,
and 3.5 and 2.7 for MATTERPORT3D . Moreover, although
smaller, the online version of our algorithm, TTT-KD-O ,
also presents significant gains on all datasets.

Out-of-distribution. When we look at the performance
of the Source-Only models when tested on OOD data, as
expected, the performance drops significantly when com-
pared with an Oracle model trained on ID data, with large
drops in performance as in MATTERPORT3D → SCANNET

with 24.5 or in S3DIS → SCANNET with 30.1. Our TTT-
KD algorithm, on the other hand, is able to reduce this gap,
increasing significantly the performance of all models and
even obtaining better performance than the Oracle model as
in the SCANNET → MATTERPORT3D experiment. Again,
our online version, TTT-KD-O , also provides significant
improvements but is smaller than our offline version.

Comparison to baselines. When compared to TENT ,
DUA , and AdaContrast , although these baselines can pro-
vide some adaptation, TTT-KD has a clear advantage, sur-
passing them by a large margin. We can see that TENT
is not suited for the task of semantic segmentation, since
it does not provide improvement in many of the configura-
tions. We hypothesize this is due to the mean and standard
deviation of the batch normalization layers, which TENT
computes independently for each test batch. Since we are
testing each scene independently, these estimates are not
representative of the OOD data, leading to a degradation
of performance. We can also see that DUA performs better
than TENT , since it accumulates these parameters over sev-
eral scenes, but still fails for some configurations. Lastly,
we can see that the more complex method, AdaContrast ,
performs better than both DUA and TENT but falls behind
our TTT-KD . Fig. 3 presents some qualitative results of
these methods.

Importance of self-supervised task. When we substitute
our KD task with another self-supervised task, TTT-MAE ,
we can see that the model is not able to provide the same
level of adaptation as our TTT-KD , highlighting the impor-
tance of KD in the adaptation process.

Backbone agnostic. When we analyze the performance
of our method on different backbones, we see a consistent
improvement in all setups. This indicates that our method
is independent of the 3D backbone used.

4.2. Outdoor 3D semantic segmentation

In this section, first, we briefly describe the datasets used,
then the experimental setup, and lastly, the results.

4.2.1 Datasets

In our experiments, we use two different autonomous driv-
ing datasets of real outdoor 3D scenes, A2D2 [13] and
SEMANTICKITTI [2]. While the 3D pointclouds are ob-
tained with LiDAR scans, the images are obtained from dif-
ferent cameras mounted on the vehicle. Following Jaritz et
al. [20], only the 2D images obtained from the front camera
of the vehicle are used, and the 3D pointcloud is cropped
by selecting only visible points from this camera. For each
point in the 3D pointcloud, only 3D coordinates are used.



Table 1. Our method achieves large improvements not only on OOD data ( ) but also on ID setups ( ), surpassing existing methods
by a large margin. Moreover, these results show that our algorithm is backbone agnostic, achieving comparable results for a point-based
backbone, PNE [16], and a voxel-based backbone, Mink [7].

Test

Train Method SCANNET S3DIS MATTERPORT3D

PNE [16] Mink [7] PNE [16] Mink [7] PNE [16] Mink [7]

S
C

A
N

N
E

T

Oracle – – 75.7 77.4 53.9 52.3
Source-Only 73.5 72.9 65.8 67.3 49.1 48.3
Joint-Train 74.3 ↑ 0.8 73.9 ↑ 1.0 66.5 ↑ 0.7 71.5 ↑ 4.2 50.4 ↑ 1.3 48.7 ↑ 0.4

TENT [54] 71.1 ↓ 2.4 68.8 ↓ 4.1 46.8 ↓ 19.0 70.5 ↑ 3.2 47.1 ↓ 2.0 44.1 ↓ 4.2

DUA [32] 73.9 ↑ 0.4 73.1 ↑ 0.2 64.0 ↓ 1.5 70.6 ↑ 3.3 48.9 ↓ 0.2 46.9 ↓ 1.4

AdaContrast [6] 73.8 ↑ 0.3 72.4 ↓ 0.5 67.2 ↑ 1.4 72.3 ↑ 5.1 50.2 ↑ 1.1 48.4 ↑ 0.1

TTT-MAE [33] 74.1 ↑ 0.6 73.9 ↑ 1.0 69.4 ↑ 3.6 73.5 ↑ 6.2 49.2 ↑ 0.1 46.7 ↓ 1.6

TTT-KD-O 75.5 ↑ 2.0 74.7 ↑ 1.8 72.4 ↑ 6.6 73.7 ↑ 6.4 53.6 ↑ 4.5 51.3 ↑ 3.0

TTT-KD 76.4 ↑ 2.9 76.6 ↑ 3.7 70.4 ↑ 4.6 73.1 ↑ 5.8 56.6 ↑ 7.5 55.3 ↑ 7.0

S
3D

IS

Oracle 84.6 84.2 – – 64.9 66.0
Source-Only 54.5 54.9 63.2 65.9 46.1 42.1
Joint-Train 55.5 ↑ 1.0 56.1 ↑ 1.2 65.4 ↑ 2.2 66.8 ↑ 0.9 47.0 ↑ 0.9 42.8 ↑ 0.7

TENT [54] 56.0 ↑ 1.5 54.6 ↓ 0.3 53.0 ↓ 10.2 66.1 ↑ 0.2 45.6 ↓ 0.5 43.4 ↑ 1.3

DUA [32] 59.0 ↑ 4.5 57.6 ↑ 2.7 67.3 ↑ 4.1 65.5 ↓ 0.4 46.7 ↑ 0.6 44.1 ↑ 2.0

AdaContrast [6] 58.0 ↑ 3.5 57.5 ↑ 2.6 65.4 ↑ 2.2 65.6 ↑ 0.3 46.7 ↑ 0.6 46.4 ↑ 4.3

TTT-MAE [33] 58.5 ↑ 4.0 57.2 ↑ 2.3 64.1 ↑ 0.9 65.4 ↓ 0.5 45.1 ↓ 1.0 41.8 ↓ 0.3

TTT-KD-O 65.0 ↑ 10.5 64.1 ↑ 9.2 68.8 ↑ 5.6 68.7 ↑ 2.8 50.1 ↑ 4.0 49.2 ↑ 7.1

TTT-KD 69.9 ↑ 14.4 68.4 ↑ 13.5 71.7 ↑ 8.5 71.5 ↑ 5.6 53.2 ↑ 7.1 50.9 ↑ 8.8

M
A

T
T

3D

Oracle 73.5 72.9 77.9 78.5 – –
Source-Only 49.0 45.4 59.2 58.6 55.2 53.8
Joint-Train 52.6 ↑ 3.6 50.6 ↑ 5.2 59.9 ↑ 0.7 63.7 ↑ 5.1 56.0 ↑ 0.8 55.4 ↑ 1.6

TENT [54] 50.3 ↑ 1.3 47.5 ↑ 2.1 52.3 ↓ 6.9 65.0 ↑ 6.4 54.1 ↓ 1.1 54.7 ↑ 0.9

DUA [32] 52.7 ↑ 3.7 50.7 ↑ 5.3 64.5 ↑ 5.3 63.8 ↑ 5.2 56.0 ↑ 0.8 54.7 ↑ 0.9

AdaContrast [6] 55.2 ↑ 6.2 53.4 ↑ 8.0 60.8 ↑ 1.6 69.7 ↑ 11.1 56.0 ↑ 0.8 54.3 ↑ 0.5

TTT-MAE [33] 51.1 ↑ 2.1 43.4 ↓ 2.0 63.1 ↑ 3.9 64.9 ↑ 6.3 54.5 ↓ 0.7 53.2 ↓ 0.6

TTT-KD-O 59.4 ↑ 10.4 57.6 ↑ 12.2 64.4 ↑ 5.2 70.9 ↑ 12.3 57.8 ↑ 2.6 56.2 ↑ 2.4

TTT-KD 64.0 ↑ 15.0 62.6 ↑ 17.2 66.8 ↑ 7.6 75.4 ↑ 16.8 58.7 ↑ 3.5 56.5 ↑ 2.7

Source
Only Joint-Train TENT DUA TTT-KD Ground

Truth
AdaContrast TTT-MAE

Figure 3. Qualitative results for two different OOD tasks. The top row presents results for MATTERPORT3D → SCANNET , while the
bottom row presents results for SCANNET → MATTERPORT3D . Although other methods are able to slightly adapt to the domain shifts,
our TTT-KD algorithm provides more accurate predictions.



Table 2. Results for the outdoor 3D semantic segmentation tasks.
Our TTT-KD algorithm significantly reduces the domain gap for
OOD compared to other methods.

A2D2 → KITTI

Oracle 73.8
Source-Only 35.8
Joint-Train 41.6 ↑ 5.8

TENT [54] 36.6 ↑ 0.8

DUA [32] 35.5 ↓ 0.3

AdaContrast [6] 40.3 ↑ 4.5

MM-TTA [50] 42.5 ↑ 6.7

TTT-MAE [33] 39.1 ↑ 3.3

TTT-KD-O 52.0 ↑ 16.2

TTT-KD 49.7 ↑ 13.9

4.2.2 Experimental setup

For the task of outdoor 3D semantic segmentation, we use
the same experimental setup as other UDA (xMUDA [20])
and TTA methods (MM-TTA [50]). For additional details,
we refer the reader to Jaritz et al. [20].

Tasks. We focus on a well-established and challenging
task to measure the robustness of a model to OOD data us-
ing mIoU as our metric. In this task, we train a model on
the training set of the A2D2 dataset and perform TTT on
the test set of the SEMANTICKITTI . Since the LiDAR scan
used in the target domain is of higher resolution than the
one used in the source domain, this task aims to measure
the robustness of the 3D model to OOD data.

Model. As our 3D backbone, we use the same sparse con-
volution architecture as previous work [20, 50]. As our
foundation model, we use again DINOv2 [37].

Testing. For testing, we use the same configuration as in
the indoor 3D semantic segmentation tasks. However, due
to the large size of the dataset, we reduce the number of
rotations to 4, and the number of TTT of our offline version
to 25. Moreover, we reduce the learning rate to 0.1.

Baselines. In this experiment, we use the same baselines
as in the indoor setup. Additionally, we also compare to
the 3D backbone of the 2D-3D multi-modal TTA method
MM-TTA [50]. Unfortunately, since no implementation is
available for this method, we were not able to include it in
our indoor experiments.

4.2.3 Results

The main results of this experiment are presented on Tab. 2.
Further, we analyze these results in detail.

Joint-training. As in the indoor tasks, our Joint-Train
strategy provides a significant improvement over the
Source-Only model. Moreover, we can see that it is able
to match and even surpass most of the baselines without
performing any adaptation during testing, confirming that
our KD secondary task acts as a regularizer, improving the
generalization of the model.

Out-of-distribution. When we analyze the performance
of the Source-Only models when tested on OOD, we see
again a significant performance drop when compared with
an Oracle model trained on ID data. Our TTT-KD algo-
rithm, on the other hand, presents a large performance in-
crease when compared to the Source-Only . The domain
gap is reduced even more by our TTT-KD-O , achieving an
increase of 45% mIoU. We hypothesize that this is due to
the reduced number of TTT iterations of our offline version
when compared to the number of iterations used previously.

Comparison to baselines. When we compare our TTT-
KD and TTT-KD-O algorithms to the baselines, we can see
similar results to the ones obtained for the indoor setup,
where our methods surpass them by a large margin. Ad-
ditionally, when compared to the TTA method for outdoor
3D semantic segmentation, MM-TTA , we can see that our
TTT-KD and TTT-KD-O algorithms also surpass it by al-
most 10 mIoU points.

4.3. Ablation studies

In the supplementary materials, together with additional ex-
periments and a discussion of the limitations of our method,
we provide extensive ablation studies to investigate the ef-
fect of different design choices. In particular, we investi-
gate the effect of the number of TTT steps, the effect of
the number of available point-image pairs, the effect of the
foundation model used, the effect of incorporating a stride
in the online version of our algorithm, the effect of incor-
porating momentum in the SGD optimizer, and analyze the
computational cost of our TTT.

5. Conclusions
Our TTT-KD is the first test-time training method proposed
for the task of 3D semantic segmentation, which proposes
to use knowledge distillation from foundation models as
a self-supervised auxiliary objective to adapt the network
weights individually for each test sample as it is encoun-
tered. Our experiments show that TTT-KD can be used
with any off-the-shelf foundation model and multiple dif-
ferent 3D backbones. Furthermore, our method provides
impressive performance gains while adapting to both in-
distribution and out-of-distribution test samples when eval-
uated on multiple different benchmarks.
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Vo, Marc Szafraniec, Vasil Khalidov, Pierre Fernandez,
Daniel Haziza, Francisco Massa, Alaaeldin El-Nouby, et al.
Dinov2: Learning robust visual features without supervision.
arXiv preprint arXiv:2304.07193, 2023. 2, 3, 5, 8

[38] Yatian Pang, Wenxiao Wang, Francis EH Tay, Wei Liu,
Yonghong Tian, and Li Yuan. Masked autoencoders for point
cloud self-supervised learning. In European conference on
computer vision, pages 604–621. Springer, 2022. 2, 3

[39] D. Peng, Y. Lei, W. Li, P. Zhang, and Y. Guo. Sparse-to-
dense feature matching: Intra and inter domain cross-modal
learning in domain adaptation for 3d semantic segmentation.
In Proc. ICCV, 2021. 3

[40] Gilles Puy, Spyros Gidaris, Alexandre Boulch, Oriane
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