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Abstract

Human label variation arises when annotators001
assign different labels to the same item for valid002
reasons, while annotation errors occur when la-003
bels are assigned for invalid reasons. These two004
issues are prevalent in NLP benchmarks, yet005
existing research has studied them in isolation.006
To the best of our knowledge, there exists no007
prior work that focuses on teasing apart error008
from signal, especially in cases where signal009
is beyond black-and-white. To fill this gap,010
we introduce a systematic methodology and011
a new dataset, VARIERR (variation versus er-012
ror), focusing on the NLI task in English. We013
propose a 2-round annotation scheme with an-014
notators explaining each label and subsequently015
judging the validity of label-explanation pairs.016
VARIERR contains 7,574 validity judgments on017
1,933 explanations for 500 re-annotated NLI018
items. We assess the effectiveness of various019
automatic error detection (AED) methods and020
GPTs in uncovering errors versus human label021
variation. We find that state-of-the-art AED022
methods significantly underperform compared023
to GPTs and humans. While GPT-4 is the best024
system, it still falls short of human performance.025
Our methodology is applicable beyond NLI, of-026
fering fertile ground for future research on er-027
ror versus plausible variation, which in turn can028
yield better and more trustworthy NLP systems.029

1 Introduction030

Labeled data plays a crucial role in modern ma-031

chine learning (ML) (e.g., Mazumder et al., 2023).032

Data quality impacts ML performance and in turn033

user trust. It is therefore of vital importance to034

aim at high-quality consistently-labeled benchmark035

data (e.g., Bowman and Dahl, 2021). However,036

recent research has revealed a notable presence037

of annotation errors in widely-used NLP bench-038

marks (Klie et al., 2023; Rücker and Akbik, 2023).039

Similar observations were made recently in com-040

puter vision (CV) (Northcutt et al., 2021; Vasude-041

van et al., 2022; Schmarje et al., 2023).042

Figure 1: Variation or Error? We present a procedure
and multi-label dataset, VARIERR, to tease apart anno-
tation error from plausible human label variation. We
leverage ecologically valid explanations and validation
as two key mechanisms (boxed: self-validations; label
“Contradicts” is an error); see §3-§4 for details.

At the same time, increasing evidence exists that 043

for many items in many tasks, more than a single 044

label is valid. For some items, systematic variation 045

exists for valid reasons, such as plausible disagree- 046

ment or multiple interpretations. In other words, 047

the world is not just black and white. Human label 048

variation (HLV, as termed by Plank 2022) has been 049

shown on a wide range of NLP tasks (de Marn- 050

effe et al., 2012; Plank et al., 2014; Aroyo and 051

Welty, 2015), including in natural language infer- 052

ence (NLI; Pavlick and Kwiatkowski 2019; Zhang 053

and de Marneffe 2021) as well as in Computer Vi- 054

sion (CV; Peterson et al. 2019; Uma et al. 2021). 055

NLI involves determining whether a hypothesis is 056

true (Entailment), false (Contradiction), or neither 057

(Neutral), assuming the truth of a given premise (cf. 058

Figure 1 for an example with plausible labels). 059

Although high-quality consistently-labeled data 060

may initially appear to conflict with the goal of 061

accommodating HLV, it is important to emphasize 062

that we do not perceive these as contradictory goals. 063

While HLV exists, so do errors. We assert that an- 064

notators are inevitably prone to make errors, such 065

as misunderstanding instructions or accidentally 066

selecting a wrong label. Optimizing data quality 067
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is essential through providing clear instructions068

and effective training, and identifying annotation069

errors yields better datasets (Larson et al., 2019).070

However, still little is known about what consti-071

tutes an error versus plausible variation. We lack072

both a theory and operationalizable procedures to073

tease apart error from plausible HLV consistently074

and soundly. Some datasets with errors (and their075

corrections) exist, and there has been work on auto-076

matic error detection (AED). However, both have077

their limitations (§2). A crucial gap remains: a lack078

of examination in real-world scenarios where the079

signal is nuanced, not merely black-and-white.080

To address this gap, this paper contributes:081

(i) VARIERR, a novel multi-annotator English NLI082

dataset with both plausible variation and detected083

errors. To the best of our knowledge, no such084

dataset exists yet. (ii) A new methodology to detect085

errors: we collect multiple annotations, where each086

label comes with an ecologically valid explana-087

tion inspired by Jiang et al. (2023), and propose to088

pair them with validity judgments to identify errors.089

(iii) Finally, we benchmark existing AED methods090

and GPTs in a challenging setup, where the task091

is to tease apart error from plausible human label092

variation. Our findings indicate that existing AED093

methods underperform humans and GPTs substan-094

tially and highlight the need for further research.095

To facilitate uptake, we release our new VARIERR096

dataset and code on GitHub upon publication.097

2 Related Work098

Labeled data is the fuel of machine learning, as099

it drives both learning and evaluation. Following100

a data-centric view, we focus on improving data101

quality over data quantity (Motamedi et al., 2021;102

Swayamdipta et al., 2020; Zhang et al., 2021; Gor-103

don et al., 2022). We aim to bring together work104

on data quality from two ends: annotation error vs.105

human label variation.106

Annotation Errors and AED Several recent107

work has found errors in widely used benchmarks,108

such as CoNLL 2003 for Named Entity Recogni-109

tion (Wang et al., 2019; Reiss et al., 2020; Rücker110

and Akbik, 2023), TACRED for relation extrac-111

tion (Alt et al., 2020), WSJ for syntax (Manning,112

2011; Dickinson and Meurers, 2003), and Ima-113

geNet for object classification (Beyer et al., 2020;114

Northcutt et al., 2021; Vasudevan et al., 2022).115

AED has a long-standing tradition in NLP. Pro-116

posed methods range from early work that relies117

on variation-based methods positing that instances 118

with similar surface forms tend to have the same 119

label (Dickinson and Meurers, 2003; Plank et al., 120

2014) to more recent model-based approaches that 121

either exploit predictions (Amiri et al., 2018; 122

Arazo et al., 2019) or information derived from 123

training dynamics (Swayamdipta et al., 2020); see 124

Klie et al. (2023) for a survey on AED. 125

Flaggers and scorers for AED have been pro- 126

posed (Klie et al., 2023). Flaggers detect errors by 127

providing a hard decision of whether an instance 128

is erroneous. Scorers, on the other hand, assign a 129

score to each instance reflecting the likelihood of 130

being an error, and the top-n scoring instances are 131

then corrected. Here, we focus on scoring methods 132

to rank instances. Most of the AED work men- 133

tioned has limitations as they either rely on post- 134

hoc mining of errors (and might therefore miss 135

out on errors) in semi-automatic ways (e.g. Reiss 136

et al., 2020), or they inject synthetic noise which 137

has been shown to result in datasets where errors 138

are easy to spot (Larson et al., 2019). Instead of 139

using synthetic noise, we focus on realistic setups 140

and re-annotate data in ecologically valid ways. 141

Human Label Variation (HLV) Recent studies 142

have drawn attention to HLV in NLP (i.a., Uma 143

et al., 2021; Plank, 2022). HLV has been described 144

as annotator disagreement, which is not just noise 145

but also signal since a sign of vagueness or ambi- 146

guity can benefit models (Aroyo and Welty, 2013). 147

These include judgments that are not always cat- 148

egorical (de Marneffe et al., 2012), inherent dis- 149

agreement (Pavlick and Kwiatkowski, 2019; Da- 150

vani et al., 2022), or justified and informative dis- 151

agreement (Sommerauer et al., 2020). For subjec- 152

tive NLP tasks, which by essence encourage anno- 153

tator subjectivity (and hence variation), there is also 154

a line of work referred to as perspectivism (Basile 155

et al., 2021), connected to the descriptive data anno- 156

tation framework proposed by Rottger et al. (2022). 157

HLV in NLI This paper focuses on NLI, known 158

to contain HLV (Pavlick and Kwiatkowski, 2019; 159

Nie et al., 2020; Jiang and de Marneffe, 2022; Jiang 160

et al., 2023). Pavlick and Kwiatkowski (2019) re- 161

annotated nearly 500 NLI instances with 50 crowd- 162

workers and showed that disagreements in NLI can- 163

not be dismissed as annotation “noise.” ChaosNLI 164

(Nie et al., 2020) pioneers large-scale NLI annota- 165

tion by collecting 100 annotations per instance for 166

3K items from SNLI (Bowman et al., 2015), αNLI 167

(Bhagavatula et al., 2020), and MNLI (Williams 168
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et al., 2018) but for which the original annotations169

did not yield high agreement. They show that, for170

most of the items, HLV persists with more annota-171

tions. Further, their experiments show a large room172

for model improvement and a positive correlation173

between human agreement and label accuracy.174

In another line of work, Jiang and de Marneffe175

(2022) identified reasons for observing variation176

in NLI, deriving a taxonomy based on linguistic177

properties of the items. Following up on that work,178

Jiang et al. (2023) proposed LIVENLI, to gain in-179

sights into the origin of label variation. They re-180

annotated 122 NLI instances from ChaosNLI with181

ecologically valid explanations: annotators are in-182

structed to not only provide NLI labels but also183

explanations for their label choices. This addresses184

a limitation of prior work that uses post-hoc ex-185

planations, which may not reflect the true reasons186

of the original annotators, thereby questioning the187

validity of the prior method. They show that ecolog-188

ically valid explanations have an additional benefit:189

signaling within-label variation, i.e., annotators190

give the same label but for different reasons. While191

we do not focus on the latter here, we take inspira-192

tion from Jiang et al. (2023) to collect ecologically193

valid explanations (cf. §3.1).194

To the best of our knowledge, there remains a195

gap for studies on both annotation errors and hu-196

man label variation in a concentrated effort. It is197

thus an open challenge to define error in an ecolog-198

ically valid way, and it is unknown to what extent199

existing AED methods help detect such errors and200

whether new methods are needed. To find answers201

to these challenging open questions, we believe it202

is important to move both directions forward.203

3 VARIERR: Annotation Procedure204

To tease apart human label variation from error, we205

create VARIERR (Variation versus Error), an NLI206

dataset with two rounds of annotations by four an-207

notators:1 Round 1 for NLI labels and explanations208

(§3.1) and Round 2 for validity judgments (§3.2).209

3.1 Round 1: NLI Labels & Explanations210

We collect annotations from four annotators on 500211

NLI items randomly sampled from the MNLI sub-212

set of ChaosNLI. Annotators were asked to provide213

not only one or more NLI labels (E: Entailment, N:214

Neutral, C: Contradiction) to each item but also a215

1Annotators are master students in CompLing and the first
author of this paper, paid according to the national standard.

one-sentence explanation for each label they chose, 216

as the same label could be chosen for different rea- 217

sons (Jiang et al., 2023). Annotators could use a 218

fourth “I don’t know” (IDK) label if none of the 219

NLI labels seemed suitable. Round 1 annotation 220

sums up to 1,933 label-explanation pairs for the 221

500 items after discarding 331 “IDK” annotations 222

and keeping only standard NLI labels. 223

3.2 Round 2: Validity Judgments 224

VARIERR’s key contribution lies in proposing a 225

second round of validity judgment. Validity judg- 226

ment mirrors conventional annotation adjudication 227

in that annotators view NLI labels and explanations 228

from each other. However, this information is de- 229

livered anonymously to annotators to reduce group 230

dynamics. Further, rather than agreeing on a single 231

label or explanation altogether, annotators are free 232

to make independent judgments regarding what is 233

an error versus a plausible variation. 234

In this second round, annotators become judges. 235

For all 500 items, the 1,933 label-explanation pairs 236

from Round 1 are distributed anonymously to the 237

same four annotators in the same order as in Round 238

1. For each NLI item, each judge sees all label- 239

explanation pairs annotated in Round 1 in a random 240

order, including their own, which they may or may 241

not remember. For each label-explanation pair, the 242

annotator judges whether the explanation makes 243

sense given the label, answering “yes” (✓), “no” 244

(✕) or “IDK”. Round 2 includes 7,574 validity 245

judgments after discarding 158 “IDKs”. 246

4 VARIERR: Detecting Errors 247

Multiple validity judgments on label-explanations 248

enable distinguishing annotation errors from HLV. 249

4.1 Self versus Peer 250

One consequential feature of our two-round multi- 251

annotator scheme is the distinction between self- vs. 252

peer-judgments. Self-judgments refer to Round 2 253

judgments on the judge’s own Round 1 label- 254

explanation annotations whereas peer-judgments 255

refer to judgments from other annotators. 256

4.2 Validating Labels 257

Let A= {a1, ..,a4} be the set of annotators. 258

Self-validated Label-Explanation A label- 259

explanation pair given by annotator a on an item in 260

Round 1 is self-validated iff a judges in Round 2 261

that the annotated pair makes sense. 262

3



Premise: Because marginal costs are very low, a newspaper price for preprints might be as low as

5 or 6 cents per piece.

Hypothesis: Newspaper preprints can cost as much as $5.

Label-explanation pairs: Before:{E:1,N:2,C:1} Self-validated:{N:2} Peer-validated:{N:2,C:1}

Label: [N] Errors:[ E, C ]

Round 1: NLI Label & Explanation Round 2: Validity
L A Explanation 1 2 3 4
E 4 5 dollars for a piece of newspaper. ✕ ✕ ✕ ✕

N
1 The context only mentions how low the price may be, not how high it may be. ✓ ✓ ✓ ✓

3 The maximum cost of newspaper preprints is not given in the context. ✓ ✓ ✓ ✓

C 2 The context says 5 or 6 cents, not $5. ✕ ✕ ✓ ✓

(a) id: 72870c
Premise: They made little effort, despite the Jesuit presence in Asia, to convert local inhabitants

to Christianity or to expand their territory into the interior.

Hypothesis: The Jesuit presence in Asia helped to convert local residents to Christianity,

allowing them to expand their territory.

Label-explanation pairs: Before:{E:1,C:4} Self-validated:{C:3} Peer-validated:{C:4}

Label: [C] Error:[ E ]

Round 1: NLI Label & Explanation Round 2: Validity
L A Explanation 1 2 3 4
E 1 Both premise and hypothesis suggest that the speaker does not understand. ✕ ✕ ✕ ✕

C

1 The Jesuit didn’t make much effort to convert local residents to Christianity
or to expand their territory.

✓ ✓ ✓ ✓

2 They did not try to expand their territory. ✓ ? ✓ ✓

3 The Jesuit did not make effort to convert local residents to Christianity
or to expand their territory.

✓ ✓ ✓ ✓

4 They made little effort to convert the locals or to expand their territory.
So they did not help.

✓ ✓ ✓ ✓

(b) id: 28306c
Table 1: Sample annotations from VARIERRNLI corpus. L: Label, A: Annotator; E: Entailment, N: Neutral,
C: Contradiction; ✓: ‘yes’; ✕: ‘no’; ?: ‘idk’; magenta : self-judgments, black: peer-judgments, Err : label error.

Peer-validated Label-Explanation A label-263

explanation pair given by annotator a in Round264

1 is peer-validated iff the majority (≥2) of the other265

annotators A/{a} approves the pair in Round 2.266

What counts as an error? We define an NLI267

label as an error if all label-explanation pairs are268

not self-validated. In other words, a label is viewed269

as correctly attributed to an item iff any of its ex-270

planations is self-validated.271

Importantly, in our Round 2 annotation, a label-272

explanation pair might be considered wrong in ret-273

rospect by the annotator who wrote it after reading274

all label-explanation pairs given to that item by275

four annotators. For instance, this is the case for276

E and C in Table 1a as well C in Table 1b. To277

comprehensively assess annotation variations in278

Round 1, we work with a strict definition of error,279

for which all annotators need to re-evaluate their280

previous annotations in light of others’ annotations.281

Annotator identity is not revealed in the process.282

4.3 Data Statistics & IAA283

Table 2 shows the frequencies of NLI labels across284

the four annotators on the 500 items and 1,933285

explanations before and after validation. We in-286

Validation FreqType E N C ∑ IAA

before validation
repeated 554 977 402 1,933

0.35
aggregated 263 403 212 878

self-validated
repeated 467 916 329 1,712

0.50
aggregated 210 380 159 749

peer-validated
repeated 446 859 296 1,601

0.69
aggregated 177 335 130 642

Table 2: Frequency counts and inter-annotator agree-
ment (Krippendorff’s α with MASI-distance) on non-,
self-, and peer-validated VARIERR NLI labels.

clude statistics on repeated frequency counts (e.g., 287

E counts twice if it is given as a label by two 288

annotators for the same item) and aggregated la- 289

bels (repeated labels for a given item count once). 290

Moreover, following Jiang et al. (2023), we com- 291

pute inter-annotator agreement on NLI labels using 292

Krippendorff’s α (for multi-annotator) with MASI- 293

distance (for multi-label). 294

Results show that self-validated annotations 295

achieve a much higher IAA than without validation 296

(see A.1 for pairwise IAA). Though the repeated 297

and aggregated frequencies of NLI labels decrease 298

adequately after validation, HLV is still preserved 299

in self- and peer-validated annotations, averaging 300

1.50 (749/500) and 1.28 (642/500) labels/item. 301
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(a) Number of label-explanations rejected by self-
and-peer, self-only, and peer-only validations. (b) NLI label sets on non-, self- and peer-validated items.

Figure 2: Frequency statistics on VARIERR.

We also observe in Table 2 that 88.57%302

(1,712/1,933) of Round 1 explanations in VARI-303

ERR were self-validated and 82.82% (1,601) were304

peer-validated. Figure 2a presents the number of305

label-explanation pairs rejected by both self- and306

peer-validations, by self-validation only, and by307

peer-validation only. Most Entailment and Contra-308

diction annotations rejected by self are also rejected309

by peers (dark green). However, Neutral presents310

a challenging situation for self-validation where311

60.13% (92/153) of Ns is only invalidated by the312

joint force of peers but not by one annotator alone.313

Figure 2b demonstrates frequencies of aggre-314

gated label combinations per item before validation315

and after self- and peer-validations (see A.2 for316

label-explanation pair frequencies). Frequencies of317

multi-labeled items drop after self-validation and,318

more remarkably, after peer validation. Inversely,319

the number of single-labeled items increases vastly,320

especially for N. Additionally, we also observe321

from VARIERR that a large portion of items, 37.6%322

(188/500), are self-identified as errors and 51.6%323

(258) are rejected by peer-validation.324

In sum, though HLV remains in VARIERR, our325

validation process demonstrates that annotation er-326

rors are frequently concealed under HLV. We thus327

proceed with the challenging automatic error detec-328

tion task in §5-6 to separate annotation errors from329

valid HLVs.330

5 Automatic Error Detection (AED) on331

VARIERR332

We now describe our experiments to detect anno-333

tation errors using VARIERR automatically. We334

evaluate the capabilities of AED methods, LLMs, 335

and human heuristics (all henceforth scorers) in 336

capturing ecologically detected annotation errors. 337

5.1 Task Definition and Evaluation 338

Following Klie et al. (2023); Weber and Plank 339

(2023), we model AED as a ranking task. In this 340

setting, the goal of the scorer is to provide a ranked 341

list with the labels that are most likely errors at the 342

top and the most likely correct ones at the bottom. 343

This ranked list could then be used to guide re- 344

annotation efforts (Alt et al., 2020; Northcutt et al., 345

2021) or remove the most likely errors from the 346

training data (Huang et al., 2019). Scorers produce 347

such a list by assigning an error score to each as- 348

signed label in the dataset. They derive the ranked 349

list by sorting it according to the assigned scores. 350

We evaluate scorers on VARIERR using the fol- 351

lowing protocol. A model receives the list of NLI 352

items from VARIERR, where each item is paired 353

with the label(s) it received in Round 1. For the 354

500 items in VARIERR, the model is given a list 355

of 878 item-label pairs. Based on that informa- 356

tion, the model assigns an error score and ranks 357

the labels by this score. We evaluate how well 358

the model performs by comparing this ranked list 359

with the self-flagged errors. Following Klie et al. 360

(2023), we use standard ranking metrics for evalua- 361

tion: average precision (AP), i.e., the area under the 362

precision/recall curve computed over all assigned 363

labels, and precision/recall for the top 100 ranked 364

labels, P@100 and R@100. 365
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5.2 Baselines and Models366

We evaluate five different AED models: two vari-367

ants of Datamaps (DM, Swayamdipta et al. 2020),368

Metadata Archaeology (MA, Siddiqui et al. 2023),369

and two GPTs. We report the mean and standard370

deviation over three random seeds for DM and MA.371

Datamaps (DM) We use training dynamics (i.e.,372

the collection of training statistics over epochs E)373

for each label. These statistics are obtained by374

training a DistilRoBERTa-base model2 (Sanh et al.,375

2019) following Klie et al. (2023) in a multi-label376

setting (Jiang and de Marneffe, 2022) on all labels377

of VARIERR obtained in Round 1. We refer to378

the j’th label of the i’th example as labeli, j. The379

training dynamics are modeled by the probability380

pi, j,e that DistilRoBERTa predicts for labeli, j after381

the e’th epoch. Based on these probabilities, the382

two DM models we use are defined as follows:383

DMmean = −
1
E

E

∑

e=1
pi, j,e (1)384

DMstd =

¿

Á
ÁÀ

1
E
(

E

∑

e=1
pi, j,e+DMmean)2 (2)385

Note that a low average probability for the label386

indicates a likely error. Because our evaluation387

setup requires the most likely errors to be ranked388

first, we negate the average probabilities.389

Metadata Archaeology (MA) MA models AED390

as a supervised task. It represents each instance (or391

label in our case) as the E-dimensional − log pi, j,e392

vector, where E is the number of epochs and pi, j,e is393

the probability the model assigns to the j’th label of394

the i’th NLI instance at epoch e. Then, it assumes395

that some instances are labeled with the property396

of interest (in our case, whether it is an erroneous397

label). It predicts whether an instance is an error by398

employing a k-nearest neighbors (kNN) classifier399

using the instance representations and error labels.400

We use the average number of annotated errors401

for the kNN to obtain a score for each instance.402

Following Siddiqui et al. (2023), we use k = 20.403

To obtain unbiased predictions, we require that the404

kNN training instances are distinct from those we405

want to obtain predictions for. We use a 2-fold406

cross-validation setup where we split VARIERR407

into two folds, use one half as ground truth, obtain408

the predictions for the other, and vice versa.409

2https://huggingface.co/distilroberta-base

GPT We also compare two large language mod- 410

els (LLMs): GPT-3.5 (Brown et al., 2020) and 411

GPT-4 (OpenAI, 2023). We emulate the Round 2 412

annotation setting in §3.2 as closely as possible by 413

prompting each model to provide a score reflect- 414

ing how much each Round 1 explanation makes 415

sense for a given label. We compute the score 416

per label by averaging the GPT-assigned scores 417

of all explanations for the label. We prompt GPT 418

as follows, giving it the premise (context) and hy- 419

pothesis (statement) of an NLI item as well as all 420

label-explanation pairs, asking it then to provide a 421

probability for each reason: 422

System: 423
You are an expert linguistic annotator. 424

425
User: 426
We have collected annotations for an NLI 427

instance together with reasons for the 428
labels. Your task is to judge whether the 429
reasons make sense for the label. Provide 430
the probability (0.0 - 1.0) that the 431
reason makes sense for the label. Give 432
ONLY the reason and the probability, no 433
other words or explanation. For example: 434

435
Reason: <The verbatim copy of the reason> 436
Probability: <the probability between 0.0 and 437

1.0 that the reason makes sense for the 438
label, without any extra commentary 439
whatsoever; just the probability!>. 440

441
Context: {CONTEXT} 442
Statement: {STATEMENT} 443

444
Reason for label {LABEL}: {REASON_1} 445
Reason for label {LABEL}: {REASON_2} 446
[...] 447
Reason for label {LABEL}: {REASON_n} 448

449
Reason {REASON_1} 450
Probability: 451

We implement GPTs using sglang (Zheng et al., 452

2023) and its default sampling parameters. See Ap- 453

pendix B for a complete prompt example. Note that 454

the GPTs have access to the explanations for the 455

labels, whereas the other models described above 456

only have access to the labels without explanations. 457

5.3 Human Heuristics 458

In addition to the above automatic means, we 459

experiment with four human heuristics that use 460

the human label distributions over NLI labels (E, 461

N, C) from annotation efforts: label counts from 462

ChaosNLI (100 annotators) and VARIERR (4 anno- 463

tators). In addition, we compare to VARIERR’s to- 464

tal and average peer-judgments over explanations. 465

Label Counts (LC): ChaosNLI & VARIERR 466

We hypothesize that if multiple annotators choose 467
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the same label, there is a high likelihood that468

the label is a correct annotation. We imple-469

ment two label count (LC) baselines: one using470

ChaosNLI (Nie et al., 2020) and one using VARI-471

ERR. ChaosNLI includes 100 crowd-sourced an-472

notations for each NLI item. Since VARIERR is473

a subset of ChaosNLI items, we use label counts474

from ChaosNLI (LCCHAOS) as a human heuristic475

to score Round 1 labels on each item, i.e., how476

many of the 100 crowd-workers annotated labeli, j477

on item i. For instance, the ChaosNLI human dis-478

tribution is {N:25, E:72, C:3} for the example in479

Figure 1. Similarly, we include LCVARIERR that480

counts the number of annotators (4 in total) that as-481

signs labeli, j to item i in VARIERR’s Round 1 NLI482

labels. We multiply both LCCHAOS and LCVARIERR483

by −1, proposing that if a label has a higher count,484

then it is less likely to be an error.485

Peer-judgments (Peer) in VARIERR VARI-486

ERR’s 2-round annotations enable more fine-487

grained human heuristics that engage judgments488

on label-explanation pairs. Since each labeli, j can489

be assigned by multiple annotators with different490

explanations, we count the number of “yes” judg-491

ments on explanations from peers – excluding self-492

judgments since those are used for gold error labels.493

We implement two peer heuristics: Peersum494

and Peeravg. Peersum sums all “yes” judgments495

across multiple explanations on the same label, and496

Peeravg sums “yes” judgments within each explana-497

tion and then averages across explanations within498

the label. Given that one label can maximally re-499

ceive four explanations, it can receive up to 12500

peer-judgments, 3 per explanation. For example, C501

in Table 1b receives 11 peer-judged “yes” in total502

(Peersum= 3+2+3+3 = 11), and the average over503

four explanations is Peeravg= 11/4 = 2.75. Peeravg504

differentiates more from Peersum when there are505

multiple explanations, but each receives sparse506

“yes” judgments. For example, N in Table 5a (Ap-507

pendix C) receives 3 “yes” judgments but across508

two explanations, resulting in Peersum= 2+ 1 = 3509

and Peeravg= 3/2 = 1.5. Similarly the label counts510

above, we multiply both PeerSUM and PeerAVG by511

−1, hypothesizing that fewer “yes” judgments indi-512

cate a higher likelihood to be an annotation error.513

Combining Label Counts and Models Ranking514

labels by the number of annotations they received515

in Round 1 is a very strong baseline; see LCVARIERR516

in Table 3. Inspired by Nogueira et al. (2019), we517

investigate an approach that re-ranks the predic-518

tions of LCVARIERR by breaking ties with the scores 519

produced by another model (e.g. MA or GPT-4). 520

Note that LCVARIERR produces many ties because 521

its score is always one of {−1,−2,−3,−4}. 522

6 Results for AED on VARIERR 523

Table 3 presents human and model performances 524

on VARIERR AED using the ranking setup in §5. 525

Method AP P@100 R@100 AP (rerank)
Baselines

Random 14.7 14.7 11.4 -
Models

MA 17.7±1.5 18.3±4.2 14.2±3.2 44.2±3.0
DMmean 22.8±0.4 23.7±2.1 18.3±1.6 50.4±0.7
DMstd 22.3±1.9 22.7±1.2 17.6±0.9 50.0±1.5
GPT-3.5 17.6 21.0 16.3 37.6
GPT-4 31.3 46.0 35.9 47.4

Human
LCCHAOS 32.5 35.0 27.3 49.8
LCVARIERR 40.8 42.0 32.6 40.8
Peeravg 42.2 46.0 35.9 47.8
Peersum 46.5 47.0 36.7 47.8

Table 3: Results for AED on VARIERR. AP: average
precision; rerank denotes using the method to break ties
in LCVARIERR. For MA and DM, we report mean and
standard deviation over three random seeds. Note that
GPTs have access to explanations.

6.1 Human Performance 526

The best human heuristic is from peers (Peersum), 527

reaching a performance of 46.5% AP, 47% preci- 528

sion@100, and 36.7% recall@100. These num- 529

bers support our hypothesis that human validation 530

can be used as a strong means to detect anno- 531

tation errors in a task with relatively high HLV 532

because self- and peer-rejected label-explanation 533

pairs overlap considerably (cf. Figure 2a). Interest- 534

ingly, both peer-derived heuristics from VARIERR 535

perform better than LCCHAOS (3 linguists versus 536

100 crowd-workers), which suggests that having 537

few highly trained expert annotators is sufficient 538

for reliable error detection, outperforming a larger 539

number of crowd-workers. LCVARIERR outperform- 540

ing LCCHAOS on all metrics strengthens this finding. 541

Next we compare humans to automatic means. 542

6.2 Model Performance 543

Among the models, GPT-4 outperforms all other 544

methods by a large margin with a 8.5/22.3/17.6 545

percentage points (pp.) improvement in terms of 546

AP / P@100 / R@100 over the second best model 547

DMmean. GPT-4 even outperforms LCCHAOS in 548

P@100 and R@100 and is close to the best peer 549

7



Figure 3: Correlations among scorer predictions.

heuristic for these two metrics. One might postu-550

late that ChaosNLI could have been part of GPT-4’s551

training mixture, and GPT-4 performed well by re-552

producing its probabilities. To check whether this is553

the case, we compute Pearson’s r between the pre-554

dictions of all scorers (Figure 3). While GPT-4 has555

a slightly higher correlation (0.42) with LCCHAOS556

than with all other methods, it is still much lower557

than some correlations between other models, e.g.,558

0.61 between DMmean and MA. Thus, we conclude559

that GPT-4 does not solely rely on information from560

ChaosNLI but achieves its strong performance via561

some other mechanism. Another possible explana-562

tion is that it is the only model next to GPT-3.5 that563

has access to explanations. In future, we would564

like to investigate the further use of explanations.565

Figure 3 allows for a more general interesting566

observation. There seems to be a clear cluster struc-567

ture in which the training-dynamics-based models568

(DM and MA) correlate highly with each other and569

GPT-4 clusters with the human scorers. Notably,570

the correlation between the clusters is small to non-571

existent and even negative in some cases.572

6.3 Influence of Human Label Variation573

In which situations do AED methods make mis-574

takes, e.g., detect false positive errors? This is575

an open question. We hypothesize that many top-576

ranking labels would either be errors or come from577

instances displaying HLV, i.e., instances with mul-578

tiple labels after self-validation. The rest should579

be instances with just one plausible label. To test580

this hypothesis, we compute the proportion of erro-581

neous labels vs. valid labels from HLV instances vs.582

other (neither errors nor HLV labels, i.e., with one583

plausible label) for the top 100 ranking labels for584

each method. The results in Figure 4 confirm our585

Figure 4: Average distribution of erroneous, HLV, and
other labels over the top 100 instances per method.

hypothesis (for the GPTs and human predictors): 586

they place very few (0-11) labels that are neither 587

errors nor HLV in the top 100. On the other hand, 588

the training-dynamics-based methods MA and DM 589

assign between 17.6 and 29.8 of these items to the 590

top 100. This suggests that increasing the sepa- 591

ration between errors and HLV is only one part 592

of improving training dynamics methods for AED. 593

Another could be finding the characteristics of the 594

top-ranking items that are neither errors nor HLV. 595

6.4 Reranking models using label counts 596

Column AP (rerank) in Table 3 presents our re- 597

ranking results. We observe that re-ranking im- 598

proves over vanilla LCVARIERR for all methods but 599

GPT-3.5. Interestingly, the best performing meth- 600

ods – also compared to the non-re-ranking ap- 601

proaches – are DMmean and DMstd. They even per- 602

form better than Peersum, the best human approach. 603

This suggests that combining statistics from multi- 604

ple annotators with AED methods based on training 605

dynamics is a promising future direction. 606

7 Conclusion 607

Errors exist in any dataset, but so does plausible 608

human label variation. This paper defines a gen- 609

eral procedure to separate error from plausible la- 610

bel variation. Our key idea to define errors is to 611

leverage ecologically valid explanations (where an- 612

notators provide their reasons for a label) and pair 613

these with annotator self-validation (to allow self- 614

correction). We provide a new dataset VARIERR 615

for the task. Our empirical investigation on VARI- 616

ERR finds that traditional annotation error detection 617

methods fare poorly on this task and underperform 618

humans. While applied to NLI, our methodology 619

is general, and we hope it inspires uptake. 620
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Limitations621

We believe that our two-round annotation setup622

would work for eliciting ecologically valid error623

annotations in tasks or languages other than En-624

glish NLI. However, we cannot be sure without625

trying it, which we did not do during this project.626

Further, we did not use all types of information that627

VARIERR contains for the training-dynamics-based628

AED methods. An interesting question would be629

whether exploiting the soft label distribution with630

methods from learning from disagreement (Uma631

et al., 2021) would improve AED results. Another632

potentially useful source of information is the ex-633

planations given by the annotators. Using this in-634

formation for computing the training dynamics or635

directly modeling whether an explanation makes636

sense for a label in a supervised setting could po-637

tentially improve AED performance.638
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A Data Statistics926

A.1 Pair-wise inter-annotator agreements927

(Cohen’s kappa) on MASI-distance for928

non-validated, self-validated, and929

peer-validated versions930

versions \ annotators 1-vs-2 1-vs-3 1-vs-4 2-vs-3 2-vs-4 3-vs-4
before validation 40.87 42.22 37.71 36.21 31.17 34.62

self-validated 60.06 53.84 61.61 44.47 47.79 47.06
peer-validated 66.09 72.03 67.64 64.07 68.05 68.78

Table 4: Pair-wise inter-annotator agreements (Co-
hen’s kappa) on MASI-distance for non-validated, self-
validated, and peer-validated versions.

A.2 Frequency of NLI label on non-validation,931

self-validated, and peer-validated932

explanation-label pairs933

Figure 5: Frequency of NLI label sets on non-, self-
and peer-validated label-explanation pairs.

B GPT Prompt 934

id: 72870c

System: You are an expert linguistic annotator.
User: We have collected annotations for an NLI in-
stance together with reasons for the labels.
Your task is to judge whether the reasons make sense
for the label.
Provide the probability (0.0 - 1.0) that the reason
makes sense for the label.
Give ONLY the reason and the probability, no other
words or explanation.
For example:
Reason: <The verbatim copy of the reason>
Probability: <the probability between 0.0 and 1.0 that
the reason makes sense for the label, without any extra
commentary whatsoever; just the probability!>.
Context: Because marginal costs are very low, a news-
paper price for preprints might be as low as 5 or 6
cents per piece.
Statement: Newspaper preprints can cost as much as
$5.
Reason for label entailment: 5 dollars for a piece of
newspaper
Reason for label neutral: The context only mentions
how low the price may be, not how high it may be.
Reason for label neutral: The maximum cost of news-
paper preprints is not given in the context.
Reason for label contradiction: The context says 5 or
6 cents, not $5.
User: Reason: 5 dollars for a piece of newspaper
Probability:
Assistant: 0.0
User: Reason: The context only mentions how low
the price may be, not how high it may be.
Probability:
Assistant: 0.9
User: Reason: The maximum cost of newspaper
preprints is not given in the context.
Probability:
Assistant: 0.8
User: Reason: The context says 5 or 6 cents, not $5.
Probability:
Assistant: 0.9

Figure 6: GPT Prompt for predicting likelihood proba-
bility of label-explanation pairs.

C More VARIERR Examples 935
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Premise: Students of human misery can savor its underlying sadness and futility.

Hypothesis: Students of human misery will be delighted to see how sad it truly is.

Label-explanation pairs: before validation: {E:1,N:2,C:1} Self-validated : {E:1,N:1} Peer-validated: {N:1}

Labels: [E, N] Error: [ C ]
Round 1: NLI Label & Explanation Round 2: Validity

L A Explanation 1 2 3 4
E 2 “can savor” implies “will be delighted”. ✓ ✓ ✕ ✕

N
1 It is not clear from the context if the students will be delighted. ✕ ✕ ✓ ✓

3
Students of human misery can “savored” that sadness, so maybe they are delighted

to see that, maybe they are tortured by the disasters.
✕ ✕ ✓ ✓

C 4 Savor means to understand. Not to enjoy. ✕ ✕ ? ✕

(a) id: 116176c

Premise: The tree-lined avenue extends less than three blocks to the sea.

Hypothesis: The sea isn’t even three blocks away.

Label-explanation pairs: before validation: {“E”:4,“N”:1,“C”:1} Self-validated: {“E”:3,“N”:1} Peer-validated: {“E”:4,“N”:1}

Labels: [E, N] Error: [ C ]
Round 1: NLI Label & Explanation Round 2: Validity

L A Explanation 1 2 3 4

E

1 Both premise and hypothesis talk about less than three blocks. ✓ ✓ ✓ ✕

2 If the avenue reaches the sea after less than three blocks, it cannot be further away. ✓ ✓ ✓ ✕

3 The avenue is less than three blocks to the sea. ✓ ✓ ✓ ✕

4 If the hypothesis means that the sea is less than three blocks away. ? ✓ ✓ ✕

N 3 It is not given where is the location of the narrator. ✓ ✕ ✓ ✓

C 4 If the hypothesis means that the sea is more than three blocks away. ? ✕ ? ✕

(b) id: 80630e

Premise: As he stepped across the threshold, Tommy brought the picture down with terrific force on his head.

Hypothesis: Tommy hurt his head bringing the picture down.

Label-explanation pairs: before validation: {“E”:3,“N”:1,“C”:1} Self-validated: {“E”:3,“N”:1} Peer-validated: {“E”:3,“N”:1}

Labels: [E, N] Error: [ C ]
Round 1: NLI Label & Explanation Round 2: Validity

L A Explanation 1 2 3 4

E
1 the picture hit Tommy in the head ✓ ✓ ✓ ✕

2 a picture hit Tommy’s head with terrific force ✓ ✓ ✓ ✕

3 Tommy hurt his head with the picture ✓ ✓ ✓ ✕

N 3 ambiguous if Tommy hurt himself or another guy ✓ ✓ ✓ ✕

C 4 Tommy is not hurt but rather bad strong emotion ✕ ✕ ✓ ✕

(c) id: 77893n

Table 5: Additional sample annotations from VARIERR NLI corpus. L: Label, A: Annotator; E: Entailment, N:
Neutral, C: Contradiction; magenta : self-judgments, black: peer-judgments, Err : label error.
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