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Abstract

The development of Multimodal Large Lan-001
guage Models (MLLMs) has seen significant002
progress, driven by increasing demands across003
various fields (e.g., multimodal agents, em-004
bodied intelligence). While model-driven ap-005
proaches aim to enhance MLLM capabili-006
ties through diverse architectures, their per-007
formance gains have become increasingly008
marginal. In contrast, data-driven methods,009
which scale up image-text instruction datasets,010
have proven more effective but face challenges011
related to limited data diversity and complex-012
ity. The absence of high-quality instruction013
data remains a major bottleneck in MLLM de-014
velopment. To address this issue, we propose015
MMEvol, a novel multimodal instruction data016
evolution framework. This framework itera-017
tively enhances data quality through a refined018
combination of fine-grained perception, cogni-019
tive reasoning, and interaction evolution, gen-020
erating a more complex and diverse image-text021
instruction dataset that significantly improves022
MLLM capabilities. Starting with an initial023
dataset, SEED-163K, we employ MMEvol to024
systematically expand instruction diversity, ex-025
tend visual reasoning steps to improve cogni-026
tive abilities, and extract fine-grained visual027
details to enhance understanding and robust-028
ness. To rigorously evaluate our approach, we029
conduct extensive qualitative analysis and quan-030
titative experiments across 13 vision-language031
tasks. Compared to baseline models trained on032
the original seed dataset, our method achieves033
an average accuracy improvement of 3.4 per-034
centage points. Moreover, our approach attains035
state-of-the-art (SOTA) performance in nine036
tasks while using significantly less data than037
existing state-of-the-art models.038

1 Introduction039

Multimodal Large Language Models040

(MLLMs) (Liu et al., 2024b; Li et al., 2023c; Dai041

et al., 2024; Luo et al., 2024) have advanced rapidly042

Round-1

Seed

Round-2

Round-3

Q: How many lamps are in the image?

A: There are six lamps in the image.

Q: Imagine you are sitting on the sofa in the image, drinking wine. 

What can you see from your perspective?

A: 1. From the sofa, you can see the two wall-mounted lamps 

above, softly lighting the room. 2. In front of you, the kitchen area 

is visible, including the three hanging pendant lamps over the 
kitchen island. 3. On the kitchen island, there are two wine glasses 

and a bottle of wine. 4. To the side, you can see the high shelf with 

a plant in a basket, along with two smaller potted plants. 5. To the 

right, you notice a cabinet with a vase of sunflowers and a painting 

of flowers on the wall near the bedroom entrance. 6. The overall 
atmosphere is warm and inviting, with a mix of natural light and 

soft lamp lighting."

Cognitive Reasoning Evo.

Interactive Evo.

Fine-grained Perceptual Evo.

Improved: True

Improved: True

Spatial RelationshipMiscounted

Improved: False

Improved: False

Q: How many lamps are in the image? List 

them step by step.

A: 1. Three wall-mounted lamps above the 

sofa. 2. Two hanging pendant lamps above 

the kitchen island. 3. One table lamp on the 
cabinet near the bedroom entrance.

Q: Which of the two wall-mounted 

lamps in the image is closer to the 

camera?

A: The wall-mounted lamp on the 

left is closer to the camera.

Q: How many wine glasses are in 

the image?

A: There are four wine glasses in 

the image.

Q: Tell me a story related to the image 

content.

A: In her serene, well-lit apartment, Emily 

settled in for a quiet evening after a long 

workday. The potted plants around her 
added a calming touch. Emily poured a cup 

of milk, settled on the sofa, and admired the 

soft glow of the pendant lamps, feeling 

content in the peaceful surroundings..

Hallucination

Q: How many plant-related items are in the image? 

Provide your thought process.”

A: 1. First, I identified a potted plant on the floor near the 

sofa.” 2. Next, I noticed a plant in a basket on a high shelf 

in the kitchen area. 3. I then observed two small potted 
plants to the left of the plant in the basket on the same 

shelf.” 4. Additionally, there is a vase with sunflowers on 

the cabinet near the TV. 5. Lastly, I recognized a painting 

on the wall near the bedroom entrance that depicts flowers. 

6. By identifying each of these items, I confirmed there are 
six plant-related objects in the image.

Complex Reasoning Creative Content Generation

Q: What is the content of the 

painting on the wall?

A: The painting on the wall depicts 

flowers.

Fine-grained visual perception

Fine-grained visual perception

Improved: True

Q: How many wine glasses are in the 

image, and how did you determine 

this? Provide the reasoning process.

A: First, I identified two wine glasses 

on the kitchen island next to the wine 
bottle. Then, I noticed two additional 

wine glasses near the two small 

potted plants on the high shelf in the 

kitchen area. By carefully observing 

these locations, I confirmed that there 
are a total of four wine glasses in the 

image.
Complex Reasoning

Improved: True

Improved: True
Improved: True

Figure 1: Overview of MMEvol. Instruction evolution
and instruction elimination synergistically collaborate
through multiple rounds to enhance the diversity and
complexity of instruction data.

over the past two years, emerging as the dominant 043

paradigm for vision-language tasks (Kembhavi 044

et al., 2016; Fu et al., 2024; Zhang et al., 2024; 045

Qian et al., 2024). These models integrate visual 046

encoders (Radford et al., 2021; Zhai et al., 2023; 047

Sun et al., 2023) with large language models 048

(LLMs) (Touvron et al., 2023; Bai et al., 2023; 049

Lu et al., 2024; Young et al., 2024; Tao et al., 050

2024), leveraging large-scale coarse-grained 051

image-text pre-training (Zhu et al., 2024; Schuh- 052

mann et al., 2022, 2021), followed by small-scale 053

instruction-tuning (Chen et al., 2024a; Liu et al., 054

2024b). This approach has led to remarkable 055

advancements in vision-language understanding, 056

enabling applications across multimodal agents, 057

embodied intelligence, and real-world reasoning 058

tasks. Existing model-driven approaches (Liu et al., 059

2024a; Tong et al., 2024) seek to enhance MLLM 060

performance by refining network architectures for 061

more effective integration of textual and visual 062

knowledge. However, the marginal benefits of 063
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Figure 2: SEED-163K: 163K Curated Seed Instruction Tuning Dataset for Evol-Instruct. Left: The inner circle shows
the original distribution of SEED-163K. The outer circle shows the curated SEED-163K. Right: All the data sources in the
SEED-163K dataset, as well as the ones filtered in data curation.

these architectural improvements are diminishing064

due to the absence of high-quality training data.065

Furthermore, redundant architectural modifications066

fail to push the boundaries of model intelligence.067

Conversely, data-driven approaches (Liu et al.,068

2024b; Chen et al., 2024a; Yu et al., 2023; Liu069

et al., 2024c; Fang et al., 2024; Chen et al.,070

2023) have demonstrated greater effectiveness071

by expanding the scale of image-text instruction072

datasets. However, these methods often suffer from073

limited data diversity and insufficient complexity,074

constraining the models’ ability to generalize and075

reason effectively. The lack of high-quality, diverse076

instruction data remains one of the most critical077

challenges in advancing MLLMs. Thus, there is an078

urgent need to develop automated methods that can079

generate more complex, diverse, and high-quality080

instruction data at a low cost, thereby enhancing081

MLLM capabilities.082

An analysis of existing data-driven methods for083

generating image-text instruction data reveals three084

major limitations. First, limited instruction di-085

versity. Manually annotated instructions are con-086

strained by human cognitive limitations, while087

model-generated instructions rely on template-088

based presets. This restricts the diversity of task089

formulations, making it difficult for MLLMs to gen-090

eralize to real-world scenarios and limiting their091

instruction-following capabilities. Second, lim-092

ited instruction complexity. Manually annotated093

instructions tend to be simple or moderately com-094

plex, while automatically generated instructions095

are often brief and lack multi-step visual reasoning.096

This prevents MLLMs from effectively handling097

complex vision-language tasks that require deeper098

cognitive reasoning. Third, insufficient alignment099

granularity. Both manually and model-generated100

instructions primarily focus on common objects, 101

often neglecting rare or small visual elements. This 102

results in coarse-grained image-text alignment, re- 103

ducing the model’s visual perception robustness 104

and increasing susceptibility to hallucinations. 105

To overcome these limitations, we propose 106

MMEvol, a novel multimodal instruction evolu- 107

tion framework that leverages advanced MLLMs 108

for iterative instruction refinement. This frame- 109

work automatically generates diverse, open-domain 110

instructions at multiple difficulty levels, enhanc- 111

ing the overall instruction-following capabilities of 112

MLLMs. Given that visual-language instruction 113

data must be tightly aligned with image content, 114

existing Evol-Instruct (Xu et al., 2023; Luo et al., 115

2023a,b) methods often produce redundant restate- 116

ments or instructions unrelated to images, making 117

deep and broad instruction evolution difficult. To 118

address this, we introduce a refined image-text in- 119

struction paradigm, which defines three key evolu- 120

tion directions. i) Fine-grained perception evolu- 121

tion enhances visual detail extraction, generating 122

instructions that capture more granular information 123

from images. ii) Cognitive reasoning evolution ex- 124

tends multi-step reasoning chains, improving the 125

model’s ability to process complex visual tasks. iii) 126

Interaction evolution increases instruction diver- 127

sity by generating a wider variety of instruction 128

formats. 129

The MMEvol mechanism is summarized in 130

fig. 1, where each evolution cycle consists of two 131

main steps: instruction evolution and instruction 132

elimination. During instruction evolution, one of 133

the three evolution directions is randomly selected 134

to transform simple instructions into more complex 135

or diverse forms. Since not all instruction transfor- 136

mations are successful, an instruction elimination 137
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step is applied to filter out ineffective or redun-138

dant evolutions. By iteratively refining the dataset139

through multiple rounds of evolution and elimina-140

tion, MMEvol produces a high-quality, complex141

instruction dataset that enhances MLLM perfor-142

mance across a broad range of tasks.143

To validate the effectiveness of MMEvol, we144

perform three rounds of evolutionary iterations on145

163K seed data, leading to 447K evolved samples.146

We fine-tuned the open-source LLaVA-NeXT (Liu147

et al., 2024a) model with these evolved data and148

compared it with other advanced methods across 13149

vision-language benchmarks. Our method achieves150

state-of-the-art (SOTA) performance, demonstrat-151

ing the effectiveness and efficiency of MMEvol.152

Additionally, we conduct detailed qualitative analy-153

sis and ablation experiments to showcase the contri-154

bution of each component of our method. We hope155

that the released evolutionary data and code will156

assist the community in understanding that using157

a small amount of high-quality image-text instruc-158

tion data is far more critical than training MLLMs159

with large-scale low-quality image-text instruction160

data.161

Our main contributions can be summarized as162

follows: (1) A image-text instruction evolution163

framework, MMEvol, is designed to leverage ad-164

vanced MLLMs, automating the generation of165

open-domain image-text instruction data across166

varying difficulty levels to enhance the diversity167

and complexity of existing datasets. (2) By utiliz-168

ing instruction evolution data, a high-quality data169

recipe is composed, and the evolved data will be170

released to advance the capabilities of other open-171

source MLLMs further. (3) We train an MLLM172

using this high-quality data recipe, achieving su-173

perior performance in various downstream visual-174

language tasks compared to other fully open-source175

methods.(4) The effectiveness and efficiency of the176

proposed approach are validated through extensive177

qualitative and quantitative analyses.178

2 Related Work179

Multimodal Large Language Models (MLLMs).180

MLLMs have experienced rapid advancements in181

recent years, driven by the success of Large Lan-182

guage Models (LLMs) and the increasing availabil-183

ity of diverse image-text instruction data sourced184

from the internet. LLaVA (Liu et al., 2024b) and185

MiniGPT-4 (Zhu et al., 2023) have demonstrated186

strong cross-task generalization by integrating vi-187

sual encoders with large language models through 188

lightweight connectors and training on instruc- 189

tion datasets. LLaVA-NeXT (Liu et al., 2024a) 190

has significantly enhanced visual perception by 191

employing dynamic resolution techniques, while 192

Cambrain-1 (Tong et al., 2024) has improved model 193

robustness via visual encoder routing, though at 194

the cost of higher training overhead. In contrast, 195

DEEM (Luo et al., 2024) simplifies MLLM archi- 196

tectures and improves model robustness by lever- 197

aging diffusion models to extract visual features, 198

replacing traditional visual encoders. Subsequent 199

work (Wang et al., 2024b; Zhou et al., 2024; Xie 200

et al., 2024) builds upon DEEM, combining diffu- 201

sion models with LLMs to further enhance genera- 202

tive and comprehension capabilities. However, de- 203

spite these advances, MLLMs still face major chal- 204

lenges related to data quantity and quality, which 205

constrain further performance improvements. 206

Image-text Instruction Data Construction. 207

LLaVA (Liu et al., 2024b) has advanced MLLM 208

capabilities by introducing LLaVA-Instruct (Liu 209

et al., 2024b), a dataset labeled by advanced LLMs. 210

However, this approach fails to fully exploit vi- 211

sual information and offers a limited variety of 212

instruction types. ALLaVA (Chen et al., 2024a), 213

which relies on manual crafting and rewriting of 214

instruction data, introduces greater diversity but 215

suffers from high annotation costs, inefficiency, 216

and overly simplistic task formulations. To address 217

these limitations, MMInstruct (Liu et al., 2024c) 218

generates instruction data automatically using ad- 219

vanced MLLMs, but its instruction complexity and 220

diversity remain constrained by predefined formats, 221

preventing the full utilization of visual content. 222

Similarly, VILA2 (Fang et al., 2024) has explored 223

instruction evolution to generate extensive datasets, 224

yet it still lacks sufficient complexity and varia- 225

tion, limiting its broader applicability. In contrast, 226

we introduce MMEvol, a novel instruction evolu- 227

tion framework that iteratively enhances both in- 228

struction diversity and complexity using limited 229

data. By extracting richer visual information and 230

refining instructional structures, MMEvol equips 231

MLLMs with more powerful multimodal reasoning 232

and comprehension capabilities. 233

3 Method 234

In this section, we first describe the curation pro- 235

cess for the seed instruction data and then de- 236

tail the methodological framework of MMEvol. 237
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Due to space constraints, we provide a concise238

overview of the seed data curation process and239

prompt templates, with additional details available240

in appendix E.241

3.1 Seed Data Curation242

The seed instruction data are curated from LLaVA-243

Instruct (Liu et al., 2024b) and ShareGPT4V (Chen244

et al., 2023), supplemented with scientific and245

chart-based data sampled from Cambrain-1 (Tong246

et al., 2024). This process involves careful selec-247

tion and refinement to ensure high data quality and248

diversity. For caption-only instructions, we em-249

ploy the OpenAI GPT-4o mini API to generate250

structured instruction data. Following merging and251

filtering, we obtain a comprehensive dataset con-252

taining 163K instruction samples, each paired with253

a unique image. This dataset serves as the foun-254

dation for our Evol-Instruct framework. The com-255

position of the seed dataset is illustrated in fig. 2.256

Additional details on the seed data curation process257

are provided in appendix A.258

3.2 Methodological Details259

The evolution of image-text instruction data is in-260

herently constrained by visual information, requir-261

ing evolved instruction data to maintain strong262

alignment with image content to prevent halluci-263

nations. This makes diversity evolution in image-264

text instructions particularly challenging, as models265

struggle to introduce meaningful variations without266

deviating from image-grounded content. Addition-267

ally, increasing the complexity of instruction data268

often leads to shallow reasoning phenomena, where269

MLLMs fail to generate deep, structured responses.270

As shown in fig. 1, we address these challenges271

by designing a structured evolution framework272

that incorporates four key domains: visual objects,273

atomic capabilities, visual manipulations, and in-274

struction formats. These domains standardize in-275

struction data to ensure both quality and diversity276

during evolution. The visual object domain ex-277

plicitly includes objects present in the image, con-278

straining instruction evolution to image-relevant279

content, thereby reducing hallucinations. We fur-280

ther define an atomic capability domain, which281

consists of nine key capabilities for image-text282

reasoning. This includes five vision-centric ca-283

pabilities—localization, reference, computation,284

optical character recognition (OCR), and exis-285

tence judgment—and four language-centric capa-286

bilities—relation description, scene understanding,287

behavior prediction, and world knowledge associ- 288

ation. These atomic capabilities enhance data di- 289

versity, enabling models to process a broader range 290

of multimodal tasks. To mitigate shallow reason- 291

ing, we introduce a visual manipulation domain, 292

which structures problem-solving as multi-step ma- 293

nipulation chains. Each step explicitly follows a 294

vision-centric atomic capability, ensuring that the 295

visual reasoning process remains structured and 296

interpretable. Finally, the instruction format do- 297

main defines various interaction types, enabling 298

models to handle a diverse range of task formu- 299

lations. Together, these adaptations enhance the 300

diversity and complexity of image-text instruction 301

data, improving the overall effectiveness of instruc- 302

tion evolution. 303

Fine-grained Perceptual Evolution. The goal of 304

fine-grained perceptual evolution is to maximize 305

the extraction of detailed visual information from 306

images, with a specific focus on overlooked, non- 307

primary visual objects. In existing datasets, most 308

instructions center around prominent objects, while 309

less frequent, long-tail objects are often ignored. 310

This lack of diversity results in suboptimal model 311

generalization, leading to hallucinations and re- 312

duced robustness when encountering uncommon 313

visual elements. To address this issue, fine-grained 314

perceptual evolution generates instructions that in- 315

troduce new visual objects, expanding the dataset’s 316

coverage of rare and underrepresented elements. 317

By uncovering previously overlooked but visually 318

meaningful information, this approach enhances 319

both visual grounding and model robustness. The 320

evolutionary prompt template and process are illus- 321

trated in fig. 3. 322

Cognitive Reasoning Evolution. Reasoning abil- 323

ity is a fundamental capability of multimodal large 324

language models (MLLMs). However, existing 325

instruction datasets, such as LLaVA-Instruct (Liu 326

et al., 2024b), primarily consist of simple question- 327

answer pairs that lack detailed reasoning steps. 328

This limits the ability of trained models to handle 329

complex reasoning tasks, such as multimodal agent 330

interactions and visual reasoning. To address this, 331

we introduce the concept of a visual manipulation 332

chain, which abstracts four vision-centric reason- 333

ing capabilities into structured visual operations. 334

These operation functions, described in text, de- 335

fine a structured process for incremental reasoning 336

in multimodal tasks. By explicitly generating and 337

incorporating multi-step visual reasoning, we estab- 338

lish a scalable framework for defining instruction 339
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## Objective of Fine-grained Perceptual Evolution

I want you act as a Q&A Creator. Your objective is to draw inspiration from the given Q&A to create a brand new 
created Q&A. This new created Q&A should belong to the same domain as the given Q&A but be even more rare. 

The difficulty level of the created Q&A should be similar to that of the given Q&A. Specifically, the LENGTH of 

"steps","objects" and "skills" should be similar to the original one but the CONTENT of "steps", "objects" and 
"skills" can change to different one.

Q: How many people are there in the image?

A: There are nine people in the image.

Q-Evol: How many flags are visible in the distance within the image and describe 

the colors of each flag?

A-Evol: There are three flags in the distance. The colors of these flags are blue, 

yellow and red, respectively.

Figure 3: Fine-grained perceptual evolution prompt and example. Fine-grained perceptual evolution can
generate samples with more detailed visual information, enhancing data diversity, which are marked with different
colors for better visualization.

## Objective of Cognitive Reasoning Evolution

I want you act as a Q&A Rewriter. Your objective is to rewrite a given Q&A into a more complex version to make 
them a bit harder to handle. You SHOULD complicate the given Q&A using the following method, but not limited 

to:

In the rewritten problem, include 1-2 new visual object categories and multimodal atomic propositions, while 
avoiding making the problem unnecessarily lengthy. If a problem can be solved in just a few steps, rewrite the

problem by adding new constraints and requirements to increase the number of steps. 

Q: What is the texts on the signboards? 

A: “TAILORS”, “254”, “HAPPY HARRY‘S” and “LORS” while others are invisible.

Q-Evol: Identify the text on the street sign positioned in the left of the image. Let's 

consider the details step by step.

A-Evol: The words "TAILORS" and "254" are first identified on vertical sign, while the text 

above is unclear. Another sign behind a signal board displayed "HAPPY HARRY’S”, 

"LORS”, and "254”. Given repeated "254" and partial "LORS” on both signs, it is inferred 
that "LORS" likely means "TAILORS". Based on this, the unclear text on the vertical 

sign could be "HAPPY HARRY’S”.

Figure 4: Cognitive reasoning evolution prompt template and example. Cognitive reasoning evolution can
endow instruction data with a longer visual reasoning chain, increasing the complexity of the data. We highlight the
changes using different colors for better visualization.

complexity. During the cognitive reasoning evolu-340

tion process, we iteratively enhance instruction data341

by increasing the depth of visual reasoning steps,342

resulting in more complex and nuanced instruc-343

tions. This evolution allows MLLMs to develop344

a richer understanding of visual concepts and rea-345

soning patterns. The evolutionary prompt template346

and process are illustrated in fig. 4.347

Interactive Evolution. Most existing models gen-348

erate instruction data in only a few predefined for-349

mats. For example, LLaVA-Instruct primarily sup-350

ports dialogue-based question-answering, complex351

reasoning, and global description tasks. Similarly,352

handcrafted datasets, such as ALLaVA (Chen et al.,353

2024a), are constrained by annotators’ expertise,354

limiting the range of instruction formats and mak-355

ing it challenging to design diverse task structures.356

Models trained on such limited instruction formats357

often struggle to follow complex and varied user-358

specified instructions, reducing their practical ap-359

plicability in real-world multimodal interactions.360

To overcome this limitation, we propose interactive361

evolution, an approach that automatically generates362

diverse instruction forms, enriching the range of363

interaction experiences for MLLMs. This method364

ensures that models are trained on a wider spectrum365

of instruction formats, improving their ability to366

handle real-world multimodal queries. The evolu- 367

tionary prompt template and process are illustrated 368

in fig. 5. 369

Instruction Elimination. After each evolution- 370

ary cycle, we evaluate the evolved instruction data 371

across multiple dimensions to assess the effective- 372

ness of the evolution process. Instruction data 373

that demonstrate evolutionary gains are retained, 374

while those that fail to meet the expected improve- 375

ments are discarded. This selective process ensures 376

that only high-quality, refined instruction data con- 377

tribute to the training of MLLMs. The evolutionary 378

elimination prompt template and process are illus- 379

trated in fig. 6. 380

4 Experiments 381

4.1 Benchmarks 382

To comprehensively evaluate the effectiveness of 383

our evolutionary method, we select 13 benchmarks, 384

with their sources and tested skills detailed in ta- 385

ble 11. In addition to the classic visual language 386

tasks, we introduce several more cutting-edge tasks 387

to more comprehensively assess the quality of 388

our data. MIA (Qian et al., 2024) is an open- 389

domain instruction-following benchmark designed 390

to rigorously assess a model’s instruction adher- 391
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Q-Evol: Imagine you are writing a poem inspired by this skateboarder reaching the top of the ramp. What themes 

or emotions would you convey, and can you provide a sample stanza? 

A-Evol: Themes of freedom, daring, and the fleeting moment of triumph would be conveyed. A sample stanza: 

Soaring high with fearless grace. At the ramp's peak, he finds his place. In the air, a moment free. Bound 

by naught, but daring spree.

Q: Do we see the skateboarder reaching the top of the ramp? 

A: Yes, we see the skateboarder at the top of the ramp, likely about to execute a trick or maneuver as 

part of his skateboarding routine.

## Objective of Interactive Evolution

I want you act as a Q&A Rewriter. Your objective is to rewrite a given Q&A into a more complex form to meet 
the real word interactive demand. You SHOULD complicate the Given Q&A using the following method, but are 

not limited to:

Rewrite given Q&A into complex and diverse instruction forms that users may use in the real world. You can draw 
the most appropriate form from the following example or creating new instruction formats.

region_selection

art_type

rationales_generation

rationales_generation

multi_choice

coreference_resolution

text_translation

creative_content_generation

completeness_of_response

relative_distance 

missing_object_selection

image_style_classification

text_image_matching

object_region_matching

depth_order

text_detection

fill_in_the_blank

…...

Figure 5: Interactive evolution prompt template and example. Interactive evolution can automatically generate
various types of non-predefined instruction formats, significantly enhancing the diversity of the data. The differences
are highlighted using distinct colors for better visualization.

## Instruction Elimination

Evaluate the difficulty and complexity of each rewritten samples compared to its original ones. Determine if the 
rewritten sample has improved in quality via "yes/no”.

Additionally, quantitatively measure the difficulty and complexity of each rewritten sample on a scale of 1 to 10, 

where higher scores represent higher difficulty and complexity and vice versa.
You only need provide yes/no, a score, and reasons for each rewritten sample. 

{“improved”: “yes/no”, “score”: 1-10, “reason”: the reason for the improvement and score},

## Evaluation Criteria

- Length: Longer Q&A pairs generally have more detail and thus are considered more complex.

- Semantic Complexity: Use of more sophisticated language or concepts.
- Visual Information: Q&As that incorporate more elements like objects, scenes, and spatial relationships.

- Format Variations: Q&As with varied formats such as multiple choice, matching, or creative formats are 

considered more complex.
- Visual Independence: Q&As that can be answered without visual information are directly considered to have no 

improvement and receive a score of 0.
Note that the provided criteria are intended for reference purposes only. It is essential to contextualize and score the

rewritten samples based on the specific situations.

## In-context QA samples with different difficulties (1-10)

Figure 6: Instruction elimination prompt template.
Instruction elimination is used to calculate the evolu-
tionary gain and complexity level of the instruction data.
We filter out harmful data that failed to evolve based on
the evolutionary gain.

ence using a diverse set of instructions. MM-Self-392

Instruct (Zhang et al., 2024) is a visual reasoning393

benchmark that evaluates a model’s visual percep-394

tion capabilities, focusing on common visual rea-395

soning tasks encountered in real-world scenarios.396

4.2 Implementation Details397

Data. During pre-training, we use LLaVA-Pretrain-398

595K (Liu et al., 2024b) for image-text alignment399

training. To ensure a fair comparison, we conduct400

ablation experiments by fine-tuning models sepa-401

rately on seed data and evolved data, allowing us402

to directly assess the benefits of MMEvol. For403

state-of-the-art (SOTA) comparisons, we fine-tune404

models using evolved instruction data in combina-405

tion with other publicly available datasets, includ-406

ing samples from Cambrain-1 (Tong et al., 2024),407

and compare the results against existing methods.408

Further details on training data configurations can 409

be found in appendix B. 410

Model. We adopt the LLaVA-NeXT architecture, 411

where a multimodal large model consists of three 412

primary components: i) A large language model 413

(LLM) for next-token prediction; ii) A visual en- 414

coder for extracting visual features; iii) An image- 415

text projector for aligning visual and textual modal- 416

ities. For ablation experiments, we use Llama3- 417

8B-Instruct (Touvron et al., 2023). For compar- 418

isons with other methods, we utilize our previous 419

SOTA settings, employing Llama3-8B-Instruct and 420

Qwen2-7B-Instruct (Bai et al., 2023). We adopt 421

CLIP-ViT-L (Radford et al., 2021) as the visual 422

encoder, with simple linear layers serving as the 423

bridge between image and text modalities. 424

Training Strategies. We train MMEvol following 425

the widely used two-stage paradigm: i) Vision- 426

Language Pre-training; ii) Visual Instruction- 427

Tuning. The language model and ViT are pre- 428

trained separately, while the projector is randomly 429

initialized. To initially align the visual and text 430

feature spaces, we utilize a pre-aligned dataset. Fi- 431

nally, we perform instruction tuning using vision- 432

language instruction datasets. All experiments 433

are conducted on 8 × A100 GPUs, with a global 434

batch size of 128. We employ the AdamW opti- 435

mizer (Loshchilov, 2017), setting learning rates to 436

5× 10−5 and 2× 10−5 for the two training stages, 437

respectively. Each stage is trained for one epoch 438

using a 3% warm-up strategy. Additional training 439

details are provided in appendix B. 440

6



FP-Evol I-Evol CR-Evol I-Elim MMStar MathVistaM POPE AI2D MMEC MMMUV RWQA AVG.

✘ ✘ ✘ ✘ 36.5 25.3 84.8 53.9 31.5 32.3 43.5 44.0
✔ ✘ ✘ ✘ 37.3 (+0.8) 25.6 (+0.3) 85.0 (+0.2) 54.2 (+0.3) 33.0 (+1.5) 32.5 (+0.2) 46.7 (+3.2) 44.9 (+0.9)

✔ ✔ ✘ ✘ 38.2 (+1.7) 26.2 (+0.9) 83.8 (-1.0) 54.5 (+0.6) 35.6 (+4.1) 32.9 (+0.6) 48.9 (+5.4) 45.8 (+1.8)

✔ ✔ ✔ ✘ 38.9 (+3.4) 27.3 (+3.0) 83.6 (-1.2) 54.7 (+0.8) 40.1 (+8.6) 34.4 (+0.9) 54.4 (+10.9) 47.6 (+3.8)

✔ ✔ ✔ ✔ 40.3 (+3.8) 28.6 (+3.6) 86.5 (+1.7) 55.2 (+1.3) 39.9 (+8.4) 35.3 (+3.0) 55.3 (+11.8) 48.7 (+4.7)

Table 1: Ablation study on instruction evolution and instruction elimination (6K). Ablation study on instruct.
Instruction evolution enhances data complexity and diversity, while the integration of instruction elimination further
refines data quality, significantly reducing the occurrence of visual hallucinations.
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Figure 7: (a) The skills length distribution between
the seed data and our evolved data; (b) The reasoning
steps length distribution between the seed data and our
evolved data; (c) The difficulty and complexity level
distribution between the seed data and our evolved data.
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Figure 8: The root verbs (inner circle) and their top
noun objects (outer circle) of the seed data in (a) and
the evolved data in (b).
4.3 Qualitative Analysis441

We randomly sample 30K data points from the442

seed dataset and perform a qualitative analysis of443

the instruction data before and after evolution. As444

illustrated in fig. 7, the evolved instruction data ex-445

hibits significantly greater complexity. Specifically,446

each evolved instruction incorporates 0.68 more447

atomic abilities, as shown in fig. 7a, and has an av-448

erage visual operation chain reasoning length that is449

0.86 steps longer compared to pre-evolution data in450

fig. 7b. Furthermore, as depicted in fig. 7c, the aver-451

age difficulty score increases progressively across452

evolutionary rounds, demonstrating the effective-453

ness of cognitive reasoning evolution in enhancing454

instruction complexity.455

To analyze the types and diversity of evolved456

instructions, we extract verb-noun structures from457

the generated instruction data. We utilize the Berke-458

ley Neural Parser (Kitaev and Klein, 2018; Kitaev459

et al., 2018) to parse each instruction, extracting460

the root verb and its first direct noun object. The461

distribution of root verbs and their noun objects, 462

with occurrences exceeding 2K, is visualized in 463

fig. 8. The results indicate that evolution signif- 464

icantly enhances instruction diversity, leading to 465

richer intents and varied textual formats. More 466

qualitative analysis can be found in appendix C. 467

4.4 Ablation Study 468

We conduct ablation studies on seven vision- 469

language benchmarks to analyze the impact of in- 470

struction evolution and elimination. As presented 471

in table 1, the different evolution processes can 472

be orthogonally superimposed, progressively en- 473

hancing data diversity and complexity, resulting in 474

an average performance gain of 3.8 points across 475

multiple benchmarks. However, when instruction 476

elimination is omitted, failed evolutions introduce 477

harmful data, leading to a 1.2-point reduction in the 478

model’s resistance to hallucinations, as measured 479

on POPE (Li et al., 2023d). When both instruction 480

evolution and elimination are applied, instruction 481

elimination effectively filters out harmful data from 482

failed evolutions, improving the quality and density 483

of the evolved dataset. This results in an additional 484

performance gain of 0.9 points on average, with 485

hallucination resistance improving by 1.7 points, 486

aligning with the qualitative analysis results pre- 487

sented in section 4.3. Additional ablation studies 488

are detailed in appendix D. 489

4.5 Benchmark Comparison 490

After comprehensively validating our approach’s 491

ability to enhance instruction data complexity and 492

diversity, we conduct a thorough comparison with 493

previous SOTA methods across 13 vision-language 494

benchmarks, with results summarized in table 2. 495

Supported by enhanced and refined instruction data, 496

our MLLM significantly outperforms existing mod- 497

els across almost all benchmarks, aligning with the 498

performance improvements observed in our abla- 499

tion experiments in section 4.4. Notably, compared 500
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Weight Open-Source
Yi-VL-6B 125M 1M – – 46.2 37.7 55.7 28.8 40.3 59.8 82.5 26.1 38.7 53.5 – 46.9
DeepSeek-VL-7B 275M 50M – – 37.1 40.5 53.9 36.8 38.3 65.3 85.6 61.0 40.9 49.7 26.7 48.7
Qwen-VL-Chat-7B 1.4B 50M 78.2 57.5 49.0 34.5 56.4 34.9 37.0 63.0 74.9 63.1 28.2 49.3 – 52.2
CogVLM-Chat-17B 1.5B 5.1M – 65.2 37.4 39.9 55.1 34.7 37.3 63.3 88.0 60.0 41.5 60.3 – 53.0
MiniCPM-V2.5-8B 570M 9.1M 81.9 64.7 50.3 51.3 59.2 54.3 43.0 78.3 86.7 76.3 36.7 63.5 28.2 59.6

Fully Open-Source
InstructBLIP-7B 0.6M 0.8M – 49.2 31.8 32.7 53.6 24.4 30.6 40.6 86.1 38.2 39.7 36.9 – 42.2
LLaVA-1.5-7B 0.6M 0.7M 78.5 62.0 37.8 33.1 48.8 25.6 35.7 55.5 86.1 62.2 38.0 54.8 15.4 48.7
LLaVA-1.5-13B 0.6M 0.7M 80.0 63.3 34.8 34.3 45.3 27.7 37.0 61.1 88.4 63.6 40.9 55.3 – 52.6
LLaVA-NeXT-8B 0.6M 0.8M 81.8 65.2 44.6 43.9 52.3 31.5 41.7 69.9 87.3 65.1 43.5 60.1 25.6 54.8
LLaVA-NeXT-13B 0.6M 0.8M 82.8 65.4 37.1 40.4 51.5 35.1 35.9 72.2 87.8 69.2 41.2 59.1 30.2 54.5
VILA-1.5-8B 50.5M 6.0M 80.9 61.9 39.0 39.7 55.8 37.3 36.9 58.8 85.5 66.1 37.0 43.3 21.6 51.1
VILA-1.5-13B 50.5M 6.0M 82.8 64.3 38.5 44.2 59.2 42.5 37.9 69.9 84.2 61.2 41.5 53.3 30.6 54.6
Cambrian-1-8B 2.5M 7.0M 81.2 64.6 41.1 50.7 47.8 47.0 41.8 74.6 86.4 68.7 44.9 64.2 28.3 57.1
Cambrian-1-13B 2.5M 7.0M 82.6 64.3 44.5 47.1 58.9 47.4 40.0 73.6 86.8 69.8 43.1 63.0 25.8 57.5

LLaVA-NeXT*-8B 0.6M 1.1M 82.5 64.8 41.3 47.4 60.8 47.7 38.0 72.1 85.3 69.4 44.2 59.9 26.2 56.9
LLaVA-NeXT*-Qwen2-7B 0.6M 1.1M 82.5 64.9 44.6 48.9 61.7 49.3 41.7 73.3 86.4 70.2 44.7 61.0 30.1 58.4
MMEvol-8B 0.6M 1.6M 83.4 65.0 47.8 50.1 62.3 50.0 42.3 73.9 88.8 78.8 46.4 62.6 32.3 60.3
MMEvol-Qwen2-7B 0.6M 1.6M 83.1 65.5 55.8 51.6 64.1 52.4 47.2 74.7 89.1 77.6 47.7 63.9 41.8 62.7

Table 2: Comparison with state-of-the-art methods on 13 visual-language benchmarks. Our models consistently
improve LLaVA-NeXT under a head-to-head comparison, using the same prompts and the same base LLM, showing
the effectiveness of enhanced pretraining data quality. “PT” denotes the pre-training data scale, “IT” denotes the
instruction tuning data scale, and “*” denotes the baseline model trained on the seed dataset. We mark the best
performance bold and the second-best underlined.

to the fully open-source SOTA model Cambrain-501

1 (Tong et al., 2024), our approach—despite utiliz-502

ing seed data sampled from Cambrain-1’s training503

set—achieves superior performance, with an aver-504

age gain of 3.2 points. This result highlights the505

importance of instruction data quality over sheer506

data volume in improving the MLLM capabilities.507

When compared to MiniCPM-v2.5 (Yao et al.,508

2024), another open-source SOTA model, our509

method—despite the considerable disparity in510

training data volume—demonstrates notable im-511

provements across key benchmarks. Specifically,512

MMEvol-8 outperforms MiniCPM-v2.5 by 3.4513

points on HallBench, 2.5 points on MIA, and 13.6514

points on MMSInst, particularly excelling in in-515

struction following, visual reasoning, and reduc-516

ing visual hallucinations. These results reaffirm517

our findings from ablation studies and qualitative518

analyses, demonstrating that MMEvol-8 signifi-519

cantly enhances model generalization and robust-520

ness. Furthermore, by leveraging our high-quality521

instruction data and utilizing the leading large lan-522

guage model Qwen2, we successfully train a su-523

perior MLLM from scratch within one day us- 524

ing 4×8 A100 GPUs. This further validates that 525

high-quality instruction data is more impactful 526

than large-scale, low-quality datasets in optimizing 527

model performance. 528

5 Conclusion 529

In this work, we propose an image-text instruction 530

evolution framework and explore the techniques, in- 531

sights, and benefits of Evol-Instruct for enhancing 532

the quality and quantity of image-text instruction 533

data. We employ three distinct evolution methods 534

to increase the complexity and diversity of instruc- 535

tion data based on a limited seed dataset while 536

utilizing instruction elimination to filter out harm- 537

ful data. The data evolved through three rounds of 538

evolution is used to train a new model, demonstrat- 539

ing state-of-the-art (SOTA) performance across a 540

comprehensive set of benchmarks. Future direc- 541

tions include exploring integrating image genera- 542

tion models to synthesize new images and perform 543

dual evolution of images and texts, aiming to train 544

even more robust foundational models. 545
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6 Limitation546

Despite the effectiveness of MMEvol, certain limi-547

tations remain. Due to computational constraints,548

we performed instruction evolution on 163K sam-549

ples, which represents approximately 12% of the550

available data in existing instruction datasets. Addi-551

tionally, our experiments were conducted using an552

8B-scale model, meaning that results could further553

improve with larger models and expanded train-554

ing sets. Another limitation stems from the use555

of the OpenAI GPT-4o mini API in our evolution556

process. While GPT-4o mini provides high-quality557

instruction generation, its reliance on a proprietary558

model limits reproducibility. In future work, we559

plan to replace it with open-source alternatives,560

such as Qwen2VL, to ensure greater accessibil-561

ity and transparency in instruction evolution. Fur-562

thermore, while MMEvol effectively improves in-563

struction complexity and diversity, future exten-564

sions could explore hierarchical evolution mecha-565

nisms that adaptively adjust instruction complexity566

based on model progression. Expanding long-tail567

visual concepts and introducing multimodal active568

learning could further refine model training, help-569

ing MLLMs navigate real-world multimodal chal-570

lenges with even greater accuracy and robustness.571
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A Curation Details of Seed Data897

LLaVA-Instruct (Liu et al., 2024b) is a dataset of898

image-text instructions based on the COCO (Chen899

et al., 2015) data source and generated using the900

OpenAI ChatGPT API. The image-text instruction901

format in this dataset primarily includes three types:902

dialogue-based question-answering, global descrip-903

tions, and complex reasoning. ShareGPT4V (Chen904

et al., 2023), on the other hand, is a dataset con-905

structed or rewritten using the OpenAI GPT-4V906

API, based on image-text pairs from SAM (Kir-907

illov et al., 2023), COCO, and other sources to908

introduce richer details into captions. Both LLaVA-909

Instruct and ShareGPT4V significantly advance the910

development of MLLMs (Hu et al., 2022; Li et al.,911

2023e; Si et al., 2024b) and are widely used. We in-912

tegrate samples from these two datasets containing913

the same image by concatenating the correspond-914

ing instruction data lists. For samples with global915

descriptions but no instruction data, we use the916

GPT-4o-mini API to supplement the missing in-917

struction data, similar to LLaVA-Instruct, resulting918

in a combined dataset of 133K samples. To ensure919

the diversity of the seed data, we also include addi-920

tional scientific chart data. Specifically, we sample921

30K entries from Cambrain-1 (Tong et al., 2024),922

covering various types of image-text instructions923

such as code generation, chart interpretation, scien-924

tific question-answering, document understanding,925

and mathematical reasoning, ultimately forming a926

seed dataset of 163K image-text instructions.927

B Implementation Details928

After three rounds of evolution and filtering, we929

obtain 447K high-quality image-text instruction930

data with diversity and complexity. This data, com-931

bined with the ALLaVA instruction dataset, forms932

the 600K instruction data segment of the training933

recipe. To ensure a fair comparison with other934

methods, we combine the instruction data with935

other commonly used image-text data into the final936

training recipe, as shown in the table 3. Notably,937

we find that the DataEngine (Tong et al., 2024)938

data contains many harmful mismatched image-939

text pairs. We use OpenAI GPT-4o API to filter940

out harmful data and obtain 20K effective image-941

text instruction data. More details about training942

settings can be found in table 4.943

C Additional Visualization Results 944

We perform a long-tail distribution visualization 945

analysis to examine the impact of fine-grained 946

perceptual evolution on the visual object domain 947

within the instruction data. As shown in fig. 9, 948

fine-grained perceptual evolution substantially im- 949

proves the representation of long-tail visual objects, 950

maximizing the extraction of usable visual infor- 951

mation from images. This refinement enhances 952

image-text alignment granularity, increases instruc- 953

tion diversity, improves model generalization, and 954

reduces visual hallucinations. Additionally, we 955

sample a specimen from SEED-163K and display 956

its evolution process in fig. 10. In round 1, we 957

perform fine-grained perceptual evolution, lead- 958

ing to instruction data with more precise details, 959

including actions and attributes. In round 2, interac- 960

tion evolution shifts instruction forms from general 961

question answering to creative poetry generation, 962

increasing the diversity of instruction formats. In 963

round 3, cognitive reasoning evolution adds rea- 964

soning steps to the answers in the instruction data, 965

enhancing its complexity. Through multiple rounds 966

of instruction evolution, we improve the diversity 967

and complexity of the seed data. 968

We plot the performance of the model at every 969

1k step across 9 evaluation datasets in fig. 11 to 970

observe the learning trends during training. We can 971

observe that the model learns OCR-related capabil- 972

ities and mathematical reasoning abilities relatively 973

smoothly, while general perception and cognitive 974

skills exhibit more challenges. This may stem from 975

conflicts arising from multi-source training tasks. 976

A phased learning approach based on the difficulty 977

of different tasks could be adopted to achieve better 978

performance. We also present additional visualiza- 979

tion results to demonstrate the capabilities of our 980

model. As shown in fig. 12, our model trained on 981

this data exhibits strong visual reasoning, instruc- 982

tion following, and fine-grained perception capabil- 983

ities. Additionally, it identifies nuances in meme 984

content, validating the effectiveness and efficiency 985

of MMEvol. 986

To investigate the reliability of the rewrites pro- 987

duced by GPT-4-o-mini, we conducted a manual 988

evaluation of the data before and after the evolution 989

process. Specifically, we first extracted 30 images 990

of various types from the seed data to ensure diver- 991

sity, keeping 5 relevant question-answer pairs for 992

each image. Subsequently, we carried out the cor- 993

responding evolution in three different directions, 994
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Category Sources Size Ratio

VQA VQAV2 (Goyal et al., 2017) 83K 5.1%

Knowledge OKVQA (Marino et al., 2019), A-OKVQA (Schwenk et al., 2022) 243K 14.9%VG (Krishna et al., 2017), GeoQA (Gao et al., 2023)

Reasoning GQA (Hudson and Manning, 2019) 72K 4.4%

Grounding RefCOCO (Kazemzadeh et al., 2014) 48K 2.9%

OCR

OCR-VQA (Mishra et al., 2019), TextVQA (Singh et al., 2019)

270K 16.5%
AI2D (Kembhavi et al., 2016), ChartQA (Masry et al., 2022)
DocVQA (Mathew et al., 2021), DVQA (Kafle et al., 2018)

Synthdog-EN (Kim et al., 2021), Datikz (Belouadi et al., 2023)
TabMWP (Lu et al., 2022b), ArxivQA (Li et al., 2024)

Instruct MMEvol, ALLaVA (Chen et al., 2024a) 650K 39.8%

Language ShareGPT, WizardLM (Xu et al., 2023) 183K 11.2%

Science/Code
Design2Code (Si et al., 2024a), MathVision (Wang et al., 2024a)

85K 5.2%Geo170k (Gao et al., 2023), ScienceQA (Lu et al., 2022a)
Websight (Li et al., 2023a), Cambrain-Data-Engine (Tong et al., 2024)

Table 3: The mixture of training recipe datasets with corresponding categories and sources. We collect these public
dataset form internet.

Hyperparameter Ablation Stage 1 Ablation Stage 2 SOTA Stage 1 SOTA Stage 2

language model LLaMA 3 8b LLaMA 3 8b LLaMA 3 8b LLaMA 3 8b
Qwen 2 7b Qwen 2 7b

global batch size 128 128 128 128
batch size 4 4 4 4
learning rate 1e-3 5e-5 1e-3 5e-5
lr schedule cosine cosine cosine cosine
lr warmup ratio 0.03 0.03 0.03 0.03
weight decay 0 0 0 0
epoch 1 1 1 1
optimizer AdamW AdamW AdamW AdamW
cost 4h 0.1h 4h 20h
dataset LLaVA Pretrain Seed-6K/Evol-6k LLaVA Pretrain Dataset Mixture

Table 4: The detailed training setup for MMEvol and the hyper-parameters across the training stages.

ultimately obtaining 450 evolved question-answer995

pairs, which were then subject to scoring and fil-996

tering. The results were distributed among five997

experts for manual evaluation of the accuracy of998

the model evolution and the scoring filter. The data999

is summarized in the table 5. From the table, it is1000

evident that the average success rate of evolution1001

using MLLM can reach 90%, while the accuracy1002

of the scoring filter can achieve 94%, indicating the1003

reliability of MMEovel. Additionally, we provide1004

detailed scoring cases in fig. 14, highlighted in red.1005

D Additional Ablation Study1006

We conduct an ablation study starting with a 1K1007

seed dataset, focusing on the ratios of the three evo-1008

lutionary directions. The results in table 10 indicate1009

that equal probability allocation among the three1010

evolution strategies yields the highest average per-1011

formance, highlighting their collective importance1012

in enhancing the complexity and diversity of the 1013

evolved data. To further validate the effectiveness 1014

of our prompt design, which explicitly incorporates 1015

complexity and diversity metrics, we replace the 1016

evolved prompts with their simplest baseline ver- 1017

sions and evaluate them on the 1K dataset. As 1018

shown in table 9, the inclusion of measurable com- 1019

plexity and diversity metrics significantly enhances 1020

the quality of instruction evolution. Furthermore, 1021

we conduct scalability experiments to validate the 1022

potential of MMEvol. As shown in table 12, we 1023

can observe that both the extended model and the 1024

evolved data scale can effectively enhance the ca- 1025

pabilities of the MLLMs, and the larger the model, 1026

the greater the capability gain, which validates the 1027

potential of our method to generate high-quality 1028

data. 1029

As shown in the table 6, we achieve better re- 1030

sults by replacing the closed-source model with the 1031
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Data ID Expert Image Categories FP-Evol (0-5) I-Evol (0-5) CR-Evol (0-5) I-Elim (0-15)

0,1,3,4,5,6 0 LandMark, OCR, Human & Clothes, Traffic, Living room, Sport 5,4,4,5,5,4 5,4,3,4,5,4 5,3,4,5,4,4 15,13,13,14,13,14
7,8,9,10,11,12 1 Kitchen, Office supplies & Tools, Plants, Animal, Sport, LandMark 5,5,4,5,4,4 5,4,5,5,4,4 5,5,4,4,5,4 14,15,13,15,14,13

13,14,15,16,17,18 2 Foods, LandMark, OCR, Human & Clothes, Traffic, Sport 4,4,3,5,4,5 5,4,4,4,4,5 4,5,5,4,5,5 14,14,15,13,14,15
19,20,21,22,23,24 3 Foods, Sport, LandMark, Office supplies & Tools, Plants, Traffic 3,4,5,5,5,4 3,4,5,5,5,5 5,5,5,5,5,5 13,15,14,15,15,15
25,26,27,28,29,30 4 Animal, Sport, Traffic, Landmark, Sport, Office supplies & Tools 4,5,5,5,5,5 4,5,5,5,4,5 5,5,3,5,5,5 14,15,14,15,14,15

Average Scores 89.3% 88.7% 92% 94.5%

Table 5: Human Evaluation of Instruction Evolution. The table shows the accuracy of manual evaluations by five
experts on MMEvol’s evolution and filtering in three directions.
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Figure 9: The long-tail distribution of 200 visual objects between seed and evolved data. MMEvol significantly
improves the long-tail distribution of visual objects in the seed data, providing more fine-grained visual information,
thereby boosting the model’s generalization ability and robustness against hallucinations.

more advanced open-source Qwen2-VL, demon-1032

strating the scalability and promise of our method.1033

Furthermore, to fully showcase our technologi-1034

cal contribution, we use previous SOTA methods1035

(MIMIC-IT (Li et al., 2023b) and MMInstruct (Liu1036

et al., 2024c) ) to construct a dataset under the same1037

seed data and API conditions, and conduct experi-1038

ments. The results, as shown in the table 7, indicate1039

that our method significantly outperforms previous1040

methods which is consistent with our motivation.1041

Additionally, our method is not restricted by data1042

format or limited task forms, making it more user-1043

friendly. We also perform robustness testing on1044

the initial data of our method by selecting samples1045

with a complexity score below 5 to construct a low-1046

quality 1k seed dataset and conduct three rounds of1047

evolution. As shown in the table 8, MMEvol is af-1048

fected by low-quality initial seed samples, resulting1049

in slightly lower outcomes compared to randomly1050

sampled initial seed data. However, after multiple1051

rounds of evolution, the gap narrows significantly,1052

indicating MMEvol’s strong robustness and ability1053

to quickly adapt and generate more complex and1054

diverse high-quality samples.1055

E Complete Evolution Prompt Template1056

Due to the space limitations in the main text, we1057

simplify the instruction evolution prompt template.1058

We provide the complete detailed evolution tem-1059

plates as follows: the complete prefix-prompt tem-1060

plate is shown in fig. 15, the fine-grained percep- 1061

tion evolution prompt template is in fig. 16, the 1062

cognitive reasoning evolution prompt template is 1063

in fig. 17, the interaction evolution prompt template 1064

is in fig. 18, and the instruction elimination prompt 1065

template is in fig. 19. 1066
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VLM MMStar MathVistaM MMEC AI2D HallBench MMMUV RWQA AVG.

GPT4o-mini (3K) 37.9 26.1 31.3 55.1 43.8 35.8 53.2 40.5
Qwen2VL-72B (3K) 39.1 27.9 33.1 57.8 46.4 36.9 46.9 41.2

Table 6: Ablation study on VLM for instruction evolution. If we utilize a more advanced open-source model
such as Qwen2VL with 72 billion parameters, MMEvol could achieve further improvements.

Method MMStar MathVistaM MMEC AI2D HallBench MMMUV RWQA AVG.

MIMIC-IT (3K) 32.1 24.3 26.4 47.6 41.9 31.5 34.5 34.1
MMInstruct (3K) 33.3 25.4 27.1 48.7 42.1 31.9 36.8 35.0
MMEvol (3K) 37.9 26.1 31.3 55.1 43.8 35.8 53.2 40.5

Table 7: Ablation study on Method. MMEvol demonstrates superior performance compared to the previous
state-of-the-art methods, MIMIC-IT (Li et al., 2023b) and MMInstruct (Liu et al., 2024c), under the same conditions,
validating the effectiveness and efficiency of iterative instructions with explicit optimization objectives.

Init MMStar MathVistaM MMEC AI2D HallBench MMMUV RWQA AVG.

Low Score 36.5 25.4 29.9 54.8 43.1 35.0 52.6 39.7
Random 37.9 26.1 31.3 55.1 43.8 35.8 53.2 40.5

Table 8: Ablation study on Initialization. The quality of evolutionary data is influenced by the initial instructions,
although the impact is relatively minor. Nevertheless, high-quality instructional data can still be generated through
multiple iterations, demonstrating the robustness of our method.

FP-Evol I-Evol CR-Evol I-Elim MMStar MathVistaM MMEC AI2D HallBench MMMUV RWQA AVG.

✔ ✔ ✔ ✔ 34.7 25.7 29.9 54.1 42.1 35.5 49.8 38.8
✔ ✔ ✘ ✔ 35.7 25.9 30.3 54.8 42.9 35.2 51.2 39.4
✔ ✘ ✘ ✔ 36.5 25.4 30.8 55.0 43.6 35.4 52.4 39.9
✘ ✘ ✘ ✔ 37.9 26.1 31.3 55.1 43.8 35.8 53.2 40.5

Table 9: Ablation study on prompt version. UUtilizing carefully designed prompts significantly enhances data
diversity and complexity, thereby improving the efficiency of the evolutionary process. The symbol ✔indicates that
the prompt has been replaced with its baseline version during the evolutionary process.

FP-Evol I-Evol CR-Evol I-Elim MMStar MathVistaM MMEC AI2D HallBench MMMUV RWQA AVG.

2/3 1/6 1/6 ✔ 36.9 26.3 31.0 54.0 44.8 34.4 51.4 39.8
1/6 2/3 1/6 ✔ 34.3 25.4 29.2 53.2 43.5 35.8 52.6 39.2
1/6 1/6 2/3 ✔ 36.3 26.7 32.5 54.3 44.0 35.2 51.1 40.0
1/3 1/3 1/3 ✔ 37.9 26.1 31.3 55.1 43.8 35.8 53.2 40.5

Table 10: Ablation study on instruction evolution ratio. The highest average performance is achieved when the
three evolutionary directions are assigned equal proportions, demonstrating their equal importance in enhancing the
diversity and complexity of the evolved instruction data.
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Skills Sources Skills Sources

VQA VQAv2 (Goyal et al., 2017) General Knowledge MMEC (Fu et al., 2023)

Knowledge Leakage MMStar (Chen et al., 2024b) MMMU (Yue et al., 2024)

Math Reasoning MathVistaM (Lu et al., 2023) Hallucination POPE (Li et al., 2023d)

OCR Related AI2D (Kembhavi et al., 2016) HallBench (Guan et al., 2023)

Instruction Following MIA (Qian et al., 2024) Visual Reasoning GQA (Hudson and Manning, 2019)

Visual Perception BLINK (Fu et al., 2024), RWQA MMSInst (Zhang et al., 2024)

Table 11: Benchmarks for evaluation with their sources and tested skills. The names are abbreviated due to space
limitations. VQAV2; GQA; VQAT: TextVQA; MMEC: MME-Cognition; MathVistaM: MathVista-MINI; MMMU;
AI2D; POPE; HallusionBench: HallBench; MIA; BLINK; RWQA: RealWorldQA; MMSInst: MM-Self-Instruct.

Question-seed: How many players are wearing orange jerseys?

Answer-seed: There are three players wearing orange jerseys.

Question-R1: Observe the player wearing the orange jersey with the number 8. How is their body positioned and what action are they 

engaged in?

Answer-R1: The player in the orange jersey with the number 8 is in mid-air, poised to take a shot, with both hands holding the ball.

Question-R2: Given the basketball game depicted in image, create a poem that reflects the atmosphere of the moment captured.

Answer-R2: On the vibrant court where spirits soar,\nThe game unfolds with passion's roar,\nPlayers leap and chase the score,\nIn pursuit of 

dreams and more.\nThe scoreboard's light flickers bright,\nEach play ignites the crowd's delight,\nIn this arena of youthful fight,\nWe see the 

glory of the night.

Question-R3: Based on the information in the image, which color team is likely to win?

Answer-R3: To determine which team might win, first, we look at the scoreboard in the top-left corner of the image, which shows a score 

of 71:55. The team names on the scoreboard are not clearly visible. Next, we observe a blue player in the center of the image whose jersey 

displays the text 'MORABANC'. Given that the score of 71 corresponds to a team name that can be identified as 'MORABANC' from the 

jersey, and knowing the team's color is blue, we infer that the blue team (MORABANC) is likely to have an advantage in the current period.

Cognitive Reasoning Evolution

Interactive Evolution

Fine-grained Perceptual Evolution

Seed

Question: How many individuals in the image are dressed in orange jerseys??

Answer: There are three individuals dressed in orange jerseys.

Base Prompt

Figure 10: MMEvol continuously enhances instruction data complexity and diversity over evol-instruct. The sample
is from SEED-163K. We mark fine-grained visual information in red, new instructions form in green, and longer
reasoning steps in blue. Additionally, we also provide the rewritten samples via a base prompt for comparison.

LLM Data MMStar MathVistaM MMEC AI2D HallBench MMMUV RWQA AVG.

Vicuna-7B seed 3k 28.7 20.7 22.9 38.9 39.6 29.3 43.2 31.9
Vicuna-7B evolved 3k 30.9 22.0 25.6 41.2 42.3 31.6 46.3 34.3
Vicuna-7B evolved 6k 31.4 23.2 28.6 43.5 44.6 32.3 48.1 36.0
Vicuna-7B evolved 9k 31.9 24.0 31.1 44.7 47.4 33.8 50.3 37.6
Vicuna-13B evolved 9k 34.6 26.1 34.5 50.6 52.3 36.1 54.5 41.3

Table 12: Ablation study on scalability. The capabilities of model can be further enhanced with increasing data
volume and model scale. Larger-scale models exhibit greater performance improvements when trained on our
high-quality data.
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Figure 11: Illustration of Performance Trends Across Various Benchmarks. We plot the performance of the
model at every 1k step across 9 evaluation datasets to observe the learning trends during training.
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Evol-MLLMs: The car on the right is more aerodynamic. This is indicated by its 
streamlined shape and the absence of protruding features that could disrupt airflow.

User: Which of these cars is more aerodynamic? The one on the left or the right? 
Explain why, using specific visual details

User: What kind of person would use a picture like this as their profile picture? 
Please give your explanation.

Evol-MLLMs: A person who uses this picture as their profile picture is likely someone who 
enjoys humor and has a playful personality. They probably appreciate cute and funny content, 
and they might be someone who loves animals, especially dogs. They could be a pet owner or 
a dog enthusiast who enjoys sharing light-hearted moments with their friends and followers.

User: What is the primary theme conveyed by the change in perspective in this comic?

Evol-MLLMs: The primary theme conveyed by the change in perspective is the 
contrast between personal feelings and the reality of social isolation. The first 
panel shows a romantic and idealized view of love, while the second panel 
reveals the harsher reality of loneliness and the absence of the loved one.

User: Craft a story in exactly five sentences that includes an imaginary character interacting with 
elements in this room, while cleverly weaving a subtle theme of 'memories' throughout your narrative.

Evol-MLLMs: In a cozy room filled with memories, a young girl named Lily sat on the white 
chair, her eyes sparkling with nostalgia. The television played a football game, reminding her of 
her father's love for the sport. The bookshelf, filled with books and trinkets, held stories of her 
childhood adventures. As she flipped through the pages of a photo album, Lily's heart swelled 
with memories of laughter and joy. The room, with its carefully curated decor, was a sanctuary 
where Lily's cherished memories came to life.

User: What time is it now? Please answer the question in a phrase.

Evol-MLLMs: 4:00

Figure 12: Examples of image-text dialogue with our MMEvol-8B Model. Training our model on the enhanced
data not only enables it to handle handwritten mathematical reasoning, complex instruction following, and the under-
standing of emotional nuances, but also allows it to perceive fine-grained information within images, demonstrating
the effectiveness of our approach.
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Evol-MLLMs: The image shows a steam train traveling through a tropical jungle 
landscape.

User: Can you describe the scene depicted in this image, including details about 
the type of train and the surrounding environment?

User: Can you describe what's happening in this baseball game scene, including 
the people and the setting?

Evol-MLLMs: The image depicts a soccer player dribbling the ball towards the goal in the 
middle of an exciting match. Surrounding the field, there are large stadium stands filled with 
cheering fans. The atmosphere seems lively, suggesting a major league event.

User: What can you tell me about this aircraft and its current state?

Evol-MLLMs: The image shows a sleek, modern fighter jet getting ready for 
takeoff on a airport runway. The plane seems to be old and in pristine condition, 
indicating it is part of an active fleet.

User: Can you create a short poem inspired by this image of a person and an animal?

Evol-MLLMs: In the quiet woods where mysteries dwell; a little elephant greets a passerby 
with grace; their gentle connection flows in serene space. Among the trees, stories quietly 
unfold; between curious hearts and wise young eyes; this shared moment is cherished like gold, 
beneath the vast and watchful skies.

User: What activity are the people participating in, and describe the setting?

Evol-MLLMs: The picture shows two people playing volleyball. A player jumps 
up and pins a volleyball through the net, demonstrating their agility and skill. The 
venue is an outdoor arena with clear weather and tall trees.

Figure 13: Some failed cases of image-text dialogue with our MMEvol-8B Model. Our model generalizes to
multiple visual reasoning scenes when training on the instruction data via our evolution strategy. However, there
can still be errors in some scenarios, e.g., hallucination.

Q1: Can you confirm the presence of a flag positioned at 
the apex of the hill?

A1: Yes, there is a flag positioned at the apex of the hill.

Q2: Determine the exact number of individuals visible on 
the hill.

A2: There are four individuals visible on the hill.

…

Qn: Identify the primary materials that constitute the hill's 
structure.

An: The hill's structure is primarily constituted of rows of 
stacked stones and rocks.

CAP: The image captures the majestic view of the Gunung Padang 
Megalithic Site in Indonesia. From a slightly elevated perspective, … 
casting a soft light over the scene. The surrounding trees,,and green, 
frame the site beautifully, creating a harmonious blend of history and 
nature.

LOC:
person: [0.527, 0.303, 0.538, 0.349]
person: [0.332, 0.297, 0.345, 0.352]
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Q1: Which objects are at the pinnacle of the hill?

A1: At the pinnacle of the hill, there are stones and a tree.

Q2: What might the people at the top of the hill be doing?

A2: The people at the top of the hill might be observing 
the view or studying the megalithic structures.

…


Qn: Relative to the flag, where are the stones primarily 
located?

An: The stones are primarily located below and 
surrounding the flag on the hill.

Q1: In the image, how many individuals are visible on the 
hill? A) Four B) Five C) Six D) Seven

A1: A) Four

Q2: Determine the exact number of individuals visible on 
the hill.

A2: There are six individuals visible on the hill.

…

Qn: Identify the primary materials that constitute the hill's 
structure.

An: The hill's structure is primarily constituted of rows of 
stacked stones and rocks.

MMEvol Human-1 
0/1

Score-1 for Q1: 1

Score-1 for A1: 1 

Score-1 for Q2: 1 

Score-1 for A2: 1 

… 

Score-1 for Qn: 1

Score-1 for An: 1

Score-N for Q1: 1

Score-N for A1: 1 

Score-N for Q2: 1

Score-N for A2: 1 

… 

Score-N for Qn: 1

Score-N for An: 1

Human-N 
0/1

Score-1 for Q1: 1

Score-1 for A1: 1 

Score-1 for Q2: 1

Score-1 for A2: 1 

… 

Score-1 for Qn: 1

Score-1 for An: 1

Score-N for Q1: 1

Score-N for A1: 1 

Score-N for Q2: 1

Score-N for A2: 1 

… 

Score-N for Qn: 1

Score-N for An: 1

Score-1 for Q1: 1

Score-1 for A1: 1 

Score-1 for Q2: 1

Score-1 for A2: 1 

… 

Score-1 for Qn: 1

Score-1 for An: 1

Score-N for Q1: 1

Score-N for A1: 1 

Score-N for Q2: 1 
Score-N for A2: 1 

… 

Score-N for Qn: 1

Score-N for An: 1

Q1: How does the background environment contribute to 
the overall scene of the tennis court?

A1: The background, comprising trees, sponsor banners, 
and the orange balloon, enhancing the setting and 
indicating the high-profile nature of the event.

Q2: Where exactly are the sponsor banners placed?

A2: The sponsor banners are hung along the sturdy fence 
that encases the tennis court…

Qn: What could be the possible next activity for the 
person standing at the top-left corner of the court?

An: The person standing at the top-left corner of the 
court might be preparing to join the tennis game, possibly 
picking up a tennis racket or ball to start playing.

CAP: This image captures a lively scene at the US Open tennis court. 
The court itself is a vibrant mix of blue and green, crisply marked with 
white lines that define the boundaries of the game. It's a snapshot of a 
moment, at one of the world's most renowned tennis events.

LOC:
person: [0.354, 0.399, 0.378, 0.483]
tennis racket: [0.735, 0.842, 0.785, 0.874] 
sports ball: [0.387, 0.615, 0.396, 0.624]

Q1: Can you count the total number of tennis rackets 
visible in the photograph?

A1: There are five tennis rackets visible in the photograph.

Q2: Determine the number of sports balls present on the 
court by counting them.

A2: There are 40 sports balls in the court. 
…


Qn: Is there any balloon visible in the image, and if so, 
what color is it?

An: Yes, there are yellow and orange ballon in the image.

Q1: Select all the regions that correspond to the people 
on the tennis court.

A1: [0.889, 0.586, 0.981, 0.788], [0.086, 0.568, 0.145, 
0.873]

…

Qn: import classify % Coordinates of all visual objects in 
image given locations objects = [ (0.735, 0.842, 0.785, 
0.874), (0.000, 0.423, 0.020, 0.449) ] % Count the number 
o f t e n n i s r a c k e t s n u m _ t e n n i s _ r a c k e t s = 
len(classify(objects,'tennis rackets’))

An: 2.

MMEvol Human-1 
0/1

Score-1 for Q1: 1

Score-1 for A1: 1 

Score-1 for Q2: 1 

Score-1 for A2: 1 
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Score-1 for Qn: 1
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Score-N for Qn: 1

Score-N for An: 1
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… 

Score-N for Qn: 1

Score-N for An: 1

Q1: Is there a calendar present on the wall, and if so, 
where is it located?

A1: Sorry. I am not sure.

Q2: What is the total number of bottles visible in the 
image?

A2: There are three bottles in the image.

…

Qn: Can you confirm the presence of a man’s photo on 
the wall and describe its position?

An: Yes, there is a photo of a man on the wall, positioned 
to the left of the calendar.

CAP: The image captures a quaint little shop or kitchen, filled with a 
variety of items that lend it a homely and welcoming atmosphere. The 
perspective is from the viewpoint of someone standing in front of a 
counter, … The predominant colors in the image are shades of green, 
white, and brown, creating a harmonious and comforting color palette.
LOC:
cup : [0.46 0.67 0.51 0.72]
bottle : [0.02 0.94 0.07 1. ]

Q1: Is there a green tablecloth on the counter, and how 
does it complement the other items on the counter?

A1: Yes, there is a green tablecloth on the counter. It 
complements the white plates and cups, enhancing the 
homely atmosphere.

Q2: Are the cups placed near the stack of plates?

A2: Yes.

…

Qn: What textual information can be observed on the wall

An: The textual information on the wall includes a 
calendar and possibly some notes or lists.

Q1: How many cups are there in the image

A1: ten cups

Q2:The bags of chips (snacks) visible on hooks 
positioned on the wall. Is this statement true or false?

A2: True

…

Qn: Assess the arrangement showing cups' proximity 
relative to a stack of plates situated on the counter. Does 
the statement match the image?

An: No
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Figure 14: Schematic diagram of the manual filtering process. We hired N=5 experts to score (0/1) each question
and answer. In the event that any question or answer receives a score of 0, the entire QA pair will be deemed invalid
and discarded.
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## Context Type I: Caption

The image shows a modern living room with natural light streaming through a large 
window... A black couch against a gray wall, …, a glass coffee table that holds a 
white vase and a plant... The table rests on a beige rug, contrasting with the hardwood 
floor, adding warmth. The design suggests a comfortable and stylish living area.

## Context Type II: Visual Object Locations

window : [0.2 0.23 0.57 0.4], couch : [0.17 0.43 0.83 0.79], vase : [0.5 0.51 0.58 0.72] …

## Vision-Centered Multimodal Atomic Propositions & Permitted Vision-Centric Manipulations

1. Grounding Ability: Given a description of a visual object, output the coordinates of the visual object in the 

image and a natural language explanation.
2. Referencing Ability: Given the coordinates of a visual object, output the corresponding visual object description.
3. Calculating Ability: Ability to calculate the number, size, and other information of visual objects in the image 
and obtain the corresponding numbers.
4. OCR Ability: Recognize and generate textual representations of structured data in the image, such as numbers, 
text, codes, tables, etc.
5. Existence Ability: Given a description of a visual object, determine whether it exists in the image.

### Permitted Vision-Centric Manipulations and Their Usage Descriptions

- Grounding_i(tgt)->bbx_i: The i-th grounding manipulation, that locates the object(s) specified by the target noun 
phrase `tgt` in the current image, and returns the resulting bounding box(es) as `bbx_i` where each box is 

represented by the top-left and bottom-right coordinates.
- Referring_i(bbx)->tgt_i: The i-th referencing manipulation, used to identify small and subtle objects in the image; 
it locates the current image using the box `bbx` defined by the top-left and bottom-right coordinates, zooms in the 
area by two times, and returns the resulting `tgt_i .̀
- Calculate(tgt)->res_i: The i-th calculate manipulation, that calculates the formula specified by the target `tgt` in 
the current image, and returns the calculation result `res_i`.
- OCR_i(tgt)->txt_i: The i-th OCR manipulation, that recognizes the natural texts written on the target `tgt`, and 
returns the recognized texts `txt_i`.

## Language-Centered Multimodal Atomic Propositions & Permitted Vision-Centric Manipulations

1. Relationship Description Ability: Understand and recognize relationships between different visual objects in the 

image, such as temporal, spatial, logical, etc.
2. Context Understanding Ability: Recognize and interpret complex scenes or situations in the image, such as 
asking about ongoing events, implied stories, unusual meaning, etc.
3. Behavior Prediction Ability: Predict possible subsequent actions based on the image content.
4. Knowledge Integration Ability: Integrate visual objects in the image with additional world knowledge, such as 
asking about background knowledge related to the objects.

## Objective
…

## Given Q&A
{

“objects” : [window, couch, vase, …]
“skills”: ["Grounding Ability", "Context Understanding Ability”, …]
"format" : "Complex reasoning",

    “question”: "Which is closer to the window, couch or vase?"
    "steps": [{"manipulation": "grounding_1(`window`)-> bbx_1"description": "Locate the window in the room and 
return its bounding box as `bbx_1`”.}, {"manipulation": "grounding_2(`couch`)-> bbx_2", "description": "Locate 
the couch in the room and return its bounding box as ` bbx_2}, {"manipulation": "grounding_3(`vase`)-> bbx_3", 
"description": "Locate the vase in the room and return its bounding box as `bbx_1`”. ],    
“answer”: First, based on the detected bounding boxes of the window [0.2, 0.23, 0.57, 0.4] and the couch [0.17, 
0.43, 0.83, 0.79], it can be inferred that the couch is positioned below the window. Further, according to the 
location of the vase [0.5 0.51 0.58 0.72], it is located near the center of the room. Therefore, the couch is closer to 
the window.
}

## Rewritten Q&A

Figure 15: Complete prefix-prompt template of MMEvol.
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## Objective of Fine-grained Perceptual Evolution

I want you act as a Q&A Creator. Your objective is to draw inspiration from the given Q&A to create a brand new 
created Q&A. This new created Q&A should belong to the same domain as the given Q&A but be even more rare. 

The difficulty level of the created Q&A should be similar to that of the given Q&A. Specifically, the LENGTH of 

"steps","objects" and "skills" should be similar to the original one but the CONTENT of "steps", "objects" and 
"skills" can change to different one.

Prioritize questions with definite answers. If a question can be resolved with only a few solving steps, it can be 
reformulated to explicitly request additional solving steps. It is essential to avoid making the #Rewritten Q&A

overly verbose.

## Constraints

- Achieve solving steps and answers related to the questions.
- Ensure all generated data is consistent with the image content.

- Double-check provided descriptions against the image content.

- Do not generate new location coordinates; use the given coordinates.
- Do not generate the question about localization and counting without accurate visual object locations and general 

category information provide.

## Example

…

## Given Q&A

…

## Rewritten Q&A

…

Figure 16: Complete fine-grained perceptual evolution prompt template.

## Objective of Cognitive Reasoning Evolution

I want you act as a Q&A Rewriter. Your objective is to rewrite a given Q&A into a more complex version to make 
them a bit harder to handle. You SHOULD complicate the given Q&A using the following method, but not limited 

to: 

In the rewritten problem, include 1-2 new visual object categories and multimodal atomic propositions, while 
avoiding making the problem unnecessarily lengthy. If a problem can be solved in just a few steps, rewrite the 

problem by adding new constraints and requirements to increase the number of steps.

## Constraints

- Achieve solving steps and answers related to the questions.
- Ensure all generated data is consistent with the image content.

- Double-check provided descriptions against the image content.
- Do not generate new location coordinates; use the given coordinates.

- Do not generate the question about localization and counting without accurate visual object locations and general 

category information provide.

## Example

…

## Given Q&A

…

## Rewritten Q&A

…

Figure 17: Complete cognitive reasoning evolution prompt template.
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## Objective of Interactive Evolution

I want you act as a Q&A Rewriter. Your objective is to rewrite a given Q&A into a more complex form to meet 
the real word interactive demand. You SHOULD complicate the Given Q&A using the following method, but are 

not limited to: 

Rewrite given Q&A into complex and diverse instruction forms that users may use in the real world. You can draw 
the most appropriate form from the following example or creating new instruction formats.

region_selection

art_type

rationales_generation

rationales_generation

multi_choice

coreference_resolution

text_translation

creative_content_generation

completeness_of_response

relative_distance 

missing_object_selection

image_style_classification

text_image_matching

object_region_matching

depth_order

text_detection

fill_in_the_blank

…...

Prioritize questions with definite answers.

If a question can be resolved with only a few solving steps, it can be reformulated to explicitly request additional 
solving steps. It is essential to avoid making the #Rewritten Q&A# overly verbose.

## Constraints

- Achieve solving steps and answers related to the questions.

- Ensure all generated data is consistent with the image content.
- Double-check provided descriptions against the image content.

- Do not generate new location coordinates; use the given coordinates.

- Do not generate the question about localization and counting if there are no accurate visual object locations and 
general category information provide.

- Ensure the image position in the generated Q&A&S is consistent with the given Q&A&S, and that they all 
belong to the same sub-image.

## Example

…

## Given Q&A

…

## Rewritten Q&A

…

Figure 18: Complete interactive evolution prompt template.
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## Instruction Elimination

Evaluate the difficulty and complexity of each rewritten samples compared to its original ones. Determine if the 
rewritten sample has improved in quality via "yes/no”. 

Additionally, quantitatively measure the difficulty and complexity of each rewritten sample on a scale of 1 to 10, 

where higher scores represent higher difficulty and complexity and vice versa. 
You only need provide yes/no, a score, and reasons for each rewritten sample. 

{“improved”: “yes/no”, “score”: 1-10, “reason”: the reason for the improvement and score},

## Evaluation Criteria

- Length: Longer Q&As generally have more detail and thus are considered more complex.

- Semantic Complexity: Use of more sophisticated language or concepts.
- Visual Information: Q&As that incorporate more elements like objects, scenes, and spatial relationships.

- Format Variations: Q&As with varied formats such as multiple choice, matching, or creative formats are 

considered more complex.
- Visual Independence: Q&As that can be answered without visual information are directly considered to have no 

improvement and receive a score of 0.
Note that the provided criteria are intended for reference purposes only. It is essential to contextualize and score the

rewritten samples based on the specific situations.

## In-context QA samples with different difficulties (1-10)

…

Figure 19: Complete instruction elimination prompt template.
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Q: What is the name displayed on the clock tower?

A: The name 'BRITANNIA' is displayed on the clock tower.

Q: Where is the clock located on the building?

A: The clock is located on the upper part of the clock tower, with coordinates approximately [0.488, 
0.259, 0.553, 0.348].

Q: How does the sky contribute to the overall atmosphere of the image?

A: The light blue sky dotted with fluffy white clouds contributes to a bright and harmonious 

atmosphere in the image. It complements the blend of old and new architectural styles, unifying the 
scene under a shared expanse.

conversations_v0

Q: What name is prominently displayed on the clock tower, and how does it relate to the architectural 

features of the clock and building? Let's think step by step.

A: The name 'BRITANNIA' is displayed on the clock tower. This name contributes to the identity of 

the structure, reflecting its historical significance in the urban landscape. The brick building, 

characterized by its warm brown hue and arched windows, adds a sense of nostalgia and tradition that 
contrasts with the modern skyscrapers in the background. Together, these elements illustrate a 

conversation between past and present in the architectural aspects of the scene.

Q: Given the positioning of the clock on the building, how does this contribute to the overall function 

and visual prominence of the tower in the urban scene? Let's think step by step.
A: The clock is positioned at the upper part of the clock tower, with bounding coordinates 

approximately [0.488, 0.259, 0.553, 0.348]. This elevated placement enhances its visibility, allowing 

it to serve as a key point of orientation within the city. As a prominent feature, the clock not only 

fulfills its practical function of telling time but also acts as a striking landmark, drawing attention 

within the contrasting backdrop of the sleek modern skyscrapers nearby.

Q: In what ways does the sky contribute to the overall aesthetic and functional significance of the 

clock tower within this urban scene? Let's think step by step.

A: The light blue sky adorned with fluffy white clouds infuses the urban scene with brightness and 

tranquility. This serene backdrop not only enhances the aesthetic appeal of the clock tower but also 
serves to focus attention on it as a significant landmark within the skyline. The harmonious 

atmosphere created by the sky juxtaposes beautifully with the architectural elements of the buildings, 

reinforcing the clock tower's role as a central feature in the city's identity.

conversations_v1

Cognitive Reasoning Evolution

Figure 20: Data case of cognitive reasoning evolution.
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Q: What material is prominently featured in the kitchen?

A: Wood is the prominently featured material in the kitchen, as seen in the table, chairs, cabinets, and 

floors.

Q: What is the condition of the kitchen in the image?
A: The kitchen appears to be immaculate, clean, and well-maintained.

Q: What kind of countertops does the kitchen have?

A: The kitchen has dark countertops that contrast with the wood elements.

Q: Is there an island or a small table in the kitchen?

A: There is an island and a small table present in the home kitchen, providing additional workspace 

and seating options.

Q: What type of flooring material is used in this kitchen?
A: The flooring material used in this kitchen is beautiful hardwood floors.

conversations_v0

Q: What types of appliances are integrated into the kitchen?

A: The kitchen is equipped with modern appliances including a gas range, refrigerator, dishwasher, 

microwave, and coffee maker.

Q: What type of lighting fixture is predominately used in the kitchen?
A: The kitchen features pendant lights above the island, providing style and bright illumination.

Q: Is there any decorative shelf visible in the kitchen?

A: Yes, there is a wooden shelf adorned with a plant and vase, adding a touch of nature to the kitchen.

Q: What type of view does the kitchen window offer?

A: The kitchen window offers a picturesque view of a rock wall and lush greenery outside.

Q: What does the dining setup in the kitchen suggest about its use?

A: The dining setup with a table, four chairs, and a bench suggests that the kitchen can comfortably 
accommodate family meals and gatherings.

conversations_v1

Fine-grained Perceptual Evolution

Figure 21: Data case of fine-grained perceptual evolution.
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Q: How many zebras are visible in the image?

A: There are twelve zebras visible in the picture. Their bounding box coordinates are as follows: 

[0.216, 0.366, 0.834, 0.946], [0.681, 0.517, 1.000, 0.937], [0.105, 0.293, 0.451, 0.578], [0.440, 0.317, 

0.683, 0.551], [0.647, 0.038, 0.999, 0.337], [0.657, 0.032, 0.877, 0.156], [0.519, 0.048, 0.683, 0.321], 

[0.236, 0.069, 0.614, 0.321], [0.048, 0.022, 0.365, 0.235], [0.229, 0.418, 0.391, 0.557], [0.000, 0.358, 
0.234, 0.950], and [0.841, 0.276, 1.000, 0.494].

Q: Are there any zebras grazing on grass in the image?

A: Yes, there are zebras grazing on grass in the image, as evidenced by some of the zebras lowering 

their heads to the grass.

Q: How many zebras are in the foreground?

A: There are three zebras in the foreground, represented by the larger and more prominently located 

zebras.

Q: What is the relationship between the zebras and their habitat in the image?

A: The zebras are seen grazing and standing alert in their natural habitat, which is a dry grass field. 

This type of habitat provides food and a space where they can stay in groups for safety.

conversations_v0

Q: Select the accurate number of zebras visible in the image from the options: A) 10 B) 12 C) 15 D) 

20.

A: B

Q: Between the zebras located in the foreground and background, which group has a higher count?
A: There are three zebras in the foreground, represented by the larger and more prominently located 

zebras.

Q: Provide two rationales for how the zebras interact with their habitat depicted in the image.

A: 1. The zebras are seen grazing on the dry grass, utilizing it as a food source. 2. Their presence in 
the grassland allows them to maintain social interactions and observe their surroundings for predators.

conversations_v1

Interactive Evolution

Figure 22: Data case of interactive evolution.
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