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ABSTRACT

Hyperdimensional Computing (HDC), as a novel neurally-inspired computing
methodology, uses lightweight and high-dimensional operations to realize ma-
jor brain functionalities. Recent HDC works mainly focus on two aspects: brain-
like learning and cognitive computation. However, it lacks differentiation between
these functions and their requirements for HDC algorithms. We address this gap
by proposing an adaptable hyperdimensional kernel-based encoding method. We
explore how encoding settings impact HDC performance for both tasks, high-
lighting the distinction between learning patterns and retrieving information. We
provide detailed guidance on kernel design, optimizing data points for accurate
decoding or correlated learning. Experimental results with our proposed encoder
significantly boost image classification accuracy from 65% to 95% by consider-
ing pixel correlations and increase decoding accuracy from 85% to 100% by max-
imizing pixel vector separation. Factorization tasks are shown to require highly
exclusive representation to enable accurate convergence.

1 INTRODUCTION

The human brain remains the most sophisticated processing component that has ever existed, albeit
after more than decades of advancement in computer science. The ever-growing research in biolog-
ical vision, cognitive psychology, and neuroscience has given rise to many concepts that have led to
prolific advancement in artificial intelligent accomplishing cognitive tasks (Lindsay, 2020; Indiveri
& Horiuchi, 2011; Mitrokhin et al., 2020). Particularly, brain-inspired machine learning methods
have shown promising leads in realizing crucial brain functionalities thanks to the advancement in
theoretical neuroscience. Among these, a more recent and actively-studied direction is Hyperdimen-
sional Computing (HDC), a computing framework that mimics the brain at abstract and function-
ality level (Kanerva, 2009). HDC uses high-dimensional representations that are holographic, i.e.,
the information encoded is evenly distributed across all dimensions. More importantly, HDC en-
joys the advantages of structured and symbolic vector representations through a well-defined set
of algebraic operations in the high-dimensional space, i.e., Hyperspace. The vector representation
within the hyperspace is usually referred to as Hypervectors. Notable models in the HDC family are
Tensor Product Representations, Holographic Reduced Representations (Tay et al., 2019), Multiply-
Add-Permute (Kleyko et al., 2021), Binary Spatter Codes (Kleyko et al., 2016), and Sparse Binary
Distributed (Rachkovskiy et al., 2005).

Several recent efforts focus on mapping HDC to various learning and cognitive tasks. For exam-
ple, HDC is leveraged for several machine learning tasks, including classification (Najafabadi et al.,
2016), clustering (Imani et al., 2020), regression (Hernández-Cano et al., 2021), fault detection (Po-
duval et al., 2021a; 2022a), and face detection (Imani et al., 2022; Poduval et al., 2021b). Similarly,
HDC shows advances in reasoning and cognitive operations (Poduval et al., 2022b). With a suitable
encoder in each task that maps data into hyperspace, the learning and cognitive computations are
carried out using basic HDC mathematics almost linearly, thereby leading to optimal results.

Even though encoders are crucial for representing knowledge appropriately, researchers nowadays
can only empirically select the HDC encoding method for each task; because it is unclear how dif-
ferent HDC encoder designs should interact with input information and patterns. More specifically,
how should one select a suitable encoding for HDC? Does HDC encoding depend on the desired
task? Can a single encoding support all tasks based on HDC?

1



054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107

Under review as a conference paper at ICLR 2025

Exclusive Encoding (wide 𝜃)

Inclusive Encoding (narrow 𝜃)

ü Orthogonal patterns
ü Suitable for Attention
ü Low Memorization Capacity

ü Correlated Patterns (Learning) 
ü Learnable & Less Decodable
ü High Memorization Capacity

Memorization Capacity Decodability

𝒏 = 𝟓𝟎𝟎

𝒏 = 𝟓𝟎𝟎

No 
Margin

Large 
Margin

0 1

𝑹 = 𝒁𝟏 + 𝒁𝟐 +⋯+ 𝒁𝒏

Memorized Encoded

In
cl
us
iv
e

Ex
cl
us
iv
e

HDC Encoding 

Existing
Non-

Existing

𝑝 𝜃

𝑝 𝜃

a

21%

D=0.5K
W=0.3

100%

D=6K
W=0.05

a b c

Figure 1: Two directions in HDC encoding designs: the correlative one is suitable for learning and
the exclusive one is suitable for cognition.

We first observe that computation in hyperspace may require different representations depending
on the nature of the task, e.g., pattern extraction for learning or accurate information retrieval for
performing cognitive reasoning. For learning tasks, a typical example is an image classification or
object detection task, in which the model identifies the object and predicts its category. The model
focuses on extracting high-level features from images. Therefore, the encoded hypervectors are not
required to store unhelpful or redundant information for learning purposes. In contrast, cognitive
tasks focus more on reasoning, answering questions about relationships between objects, and making
traceable and justifiable decisions. These tasks often require preserving most information of original
data to ensure accurate information retrieval, in other words, decoding. In this work, we try to enable
HDC learning and cognitive computation using the same encoding flow, and the main contributions
of the paper are:

• We propose a universal hyperdimensional encoding method that can be easily adapted toward
high-quality learning or accurate information retrieval. On the contrary, in existing HDC encoder
designs, we observe a large number of empirically selected encoding algorithms that achieve good
results on various tasks. Yet, they are generally not compatible with each other. Our proposed HDC
encoder is more flexible for different applications and saves the design cost.

• We provide the first rigorous theoretic analysis of the fundamental requirement of two tasks of
very different natures: learning and cognition. We define a separation metric that represents how
encoded data points are separated or correlated in the hyperspace. Our analysis suggests that the
learning task requires data to be encoded in a correlated way while decoding in cognitive tasks
requires encoding different data points separately.

• We carry out extensive explorations on our universal encoder, in which we adjust several knobs
according to the derived separation metric. We verify our theoretic analysis by observing how the
quality of learning and decoding changes when the data is encoded with or without correlations.
When the vectors representing each pixel are made orthogonal by tuning down the scale w, the
decoding procedure produced near-accurate results. On the other hand, the learning procedure
produced accurate results only in a high w regime.

In our experiments, we find that the image classification accuracy significantly increases from 65%
to 95% (with separation changing from 0.3 to 1.2) when we take into consideration the correlation
between pixels. On the other hand, the decoding accuracy increases from 85% to 100% when we
maximize the separation of vectors representing the pixels (with corresponding separation changing
from 1.0 to 4.0). In practice, we find that the decoding task requires a higher separation of about 2
to 3 for accurate results because it is highly sensitive to noise while the learning task requires only
a low value of 0.8 to 1.2 for the best accuracy. For factorization of hypvervectors into hyperspace,
the hypervectors require a highly exclusive representation to recover the correct factors, and any
correlations can induce errors in the corresponding factors.
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Figure 2: Our universal encoding can easily adjust the exclusiveness of the encoding using the knobs
in the Gaussian kernel.

2 HYPERDIMENSIONAL COMPUTING: AN OVERVIEW

HDC uses large dimensional hypervectors to represent information within such a hyperspace us-
ing nearly orthogonal hypervectors (Kanerva, 1998). Information is combined through hypervec-
tors using well-defined vector space operations, e.g., Bundling (+) and Binding (∗). Bundling uses
element-wise addition to represent sets, and binding expresses conjunctive association with element-
wise multiplication. The hypervectors are holographic and (pseudo)random with i.i.d. components,
allowing a holistic representation so that information is spread across all of the components.

In recent years, HDC has been employed in a range of applications, such as classification (Kanerva,
2009), activity recognition (Kim et al., 2018), biomedical signal processing (Moin et al., 2021),
multimodal sensor fusion (Räsänen & Saarinen, 2015), security (Thapa et al., 2021; Zhang et al.,
2021) and distributed sensors (Kleyko et al., 2018). A key HDC advantage lies in the capability of
training in one or few shots, where object categories are learned from a few examples without many
iterations and has achieved SOTA compared to support vector machines (SVMs), gradient boosting,
and convolutional neural networks (CNNs) (Rahimi et al., 2018; Mitrokhin et al., 2019), as well as
lower execution energy on embedded processors (Montagna et al., 2018).

In these successful HDC applications, HDC encoding is essential to the quality of computing. The
encoding determines (1) the distance metric for encoded data points and (2) the level of correlation or
exclusiveness preserved in hyperspace. In this work, we introduce the HDC encoder which can tune
the level of inclusiveness in the encoding to hyperspace, and study the decodability and learning
capabilities of the resulting model. In Fig. 10, we categorize HDC applications into learning and
cognition, then we shed light on two corresponding directions in HDC encoding.

• Learning: aims to capture the general pattern of data. The appropriate encoding should abstract
common information by keeping the similarity of neighboring data points in hyperspace, and we
refer to this as the Correlative Encoding, since it should correlate hypervectors depending on the
underlying correlations in feature space, thus classifying data that are not linearly separable and
avoid overfitting with a smooth boundary. The correlative encoder also theoretically increases the
memorization and learning capacity of hypervectors.

• Cognition: aims to represent structural data using neural patterns, which accordingly enables
brain-like analysis and information extraction, requiring an exclusive representation of data in
hyperspace. We call this the Exclusive Encoding, ensuring accurate knowledge extraction such
that memorized information can be used as prior information for various cognitive computation
tasks. The encoded information needs to be accurately decoded back to the original space to
answer cognitive questions.

As shown in Fig. 10, learning and cognitive computation have different requirements for HDC en-
coders. For learning, the encoding is inclusive and correlative, preserving the similarity of nearby
data. In contrast, encoding is exclusive for cognitive computation, where data points are mapped to
orthogonal space and distinct.

3 UNIVERSAL NEURAL ENCODING

We now discuss the correlative encoder that is most commonly used to encode spatio-temporal data
and sequences in a correlative manner, with the example of image encoding. The encoder works by
introducing a kernel-generated HDC basis vector for each location in the image [Fig. 2(a)]. These
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Figure 3: (a) The 2D kernel approximated by HDC similarity with length scales wx = 2 and wy =
1, whose shape is wider in the x direction as compared to the y direction (b) The distribution of
similarity for images within the same class and across different classes.

position basis vectors are correlated with each other based on the distance between the location,
and the correlation decays with distance based on two parameters, wx and wy , which are the length
scales over which the kernel decays in the x and y direction, respectively, and are tunable parameters.
If wx and wy are significant, then the kernel (and thus, the HDC basis vectors) remains correlated
over a considerable distance in the image, making the resulting encoding more correlative and better
capture global features necessary for learning [Fig. 2(b)]. A smaller value of wx and wy makes the
basis vectors more exclusive since the position basis vectors are now independent and uncorrelated.
As a result, each data point will end up being uncorrelated in HDC space, allowing the decoding
of data from the hypervector. As a result, there is a natural tradeoff between the correlativeness and
decodability of the HD encoding vector, which is controlled primarily by wx and wy .

In this work, our goal is to analyze the correlative nature and the decodability of the HD encoding
process and characterize its dependendence on the scale of the kernel (wx and wy). First, we formally
define the universal hyperdimensional encoding process that prepares encoded data for learning and
cognition. Suppose that the input of the encoder is a 2D image f , with fX,Y representing the pixel
at position (X,Y ). We randomly generate two basis hypervectors B⃗x and B⃗y as B⃗x = eiθ⃗x/wx and
B⃗y = eiθ⃗y/wy , where θ ∈ {N (0, 1)}D is sampled from the D−dimensional normal distribution,
and wi are the length scales which determine the correlation of the position vectors. To represent a
certain position (X1, Y1) in the image, we define the corresponding hypervector BX1

x ∗BY1
y , where

∗ is the elementwise product between the two hypervectors. The resulting basis vectors are cor-

related through the Gaussian kernel, with δ(BX1
x , BX2

x )
D→∞
≈ k(X1−X2

wx
) (where k(r) = e−

r2

2

is the standard Gaussian kernel) and similarly δ(BY1
y , BY2

y )
D→∞
≈ k(Y1−Y2

wy
). The kernel’s exact

form is unimportant; If θ is sampled from a general distribution p(θ), the corresponding kernel is
k(x) =

∫
dθp(θ)eiθx(Bochner, 1946). The kernel ensures that the location hypervectors are corre-

lated between nearby pixels and thus helps maintain spatial information during the encoding. Finally,
the image f is encoded to its corresponding hypervector V⃗f as:

V⃗f =
∑
X,Y

fX,Y B
X
x ∗BY

y . (1)

In Fig. 3, we show the kernel function in 2D with wx = 2 and wy = 1. The kernel spreads further
in the x direction, being closer to 1 for |x| ≲ 1, since the length scale is twice in the x direction as
compared to the y direction. In Fig. 3(b), we show the similarity distribution using a small synthetic
image classification dataset, where the similarities between images of the same class has the average
value significantly larger than 0, signifying that they are closely related. On the other hand, for
images across different classes, the average similarity is generally lower than in the other case,
showing a clear separation between the two distributions.
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Figure 4: Distribution of the decoded values for different values of w. As w increases, the separations
between the two distributions decrease.

4 INFORMATION RETRIEVAL FOR COGNITION

In this section, we focus on a crucial step when leveraging HDC for cognitive tasks: accurately
retrieving information from hypervectors. In our example about image datasets, the information
retrieval process aims at decoding the original pixel values fX,Y from the corresponding hypervector
V⃗f . Our method is inspired by the prior work (Poduval et al., 2022b) that uses HDC algorithms for
knowledge extraction and information compression. The decoding is an iterative process, where the
estimates of fX,Y are used to approximate the noise and refine the estimates in the next cycle. In
practice, unless the kernel encoding is highly exclusive, the decoding process is highly error prone
for continuous features. Therefore, the features need to be quantized, with the spacing between the
quantized values in proportion to the noise. For simplicity purposes, we will quantize the pixel values
to binary values of 0 or 1, which will also enable us to understand the decoding noise analytically.
We stress that the binarization procedure does not restrict our experiments or understanding and is
done only for simplicity, and can be easily extended to a general quantization.

The decoding process is described as follows. First, we make an initial estimation of the feature
value, defined as f0

X,Y , and calculated as f0
X,Y = Binarize[δ(BX

x ∗BY
y , V⃗f )], where the binarization

function binarizes the value to 0 if it is less than mean of δ(BX
x ∗ BY

y , V⃗f ), and 1 otherwise. Using
this, we construct the first estimate of the encoded vector V⃗f0 as V⃗f0 =

∑
X,Y f0

X,Y B
X
x ∗BY

y . The
first estimate of the encoded hypervector can predict the noise in the encoding and then iteratively
cancel the noise. The corresponding recursive equation to refine the decoded values is given by
fn
X,Y = Binarize[δ(BX

x ∗BY
y , V⃗f − V⃗fn−1) + fn−1

X,Y ], which is repeated till convergence.

During information retrieval, the length scale w plays a crucial role in considering the correlations of
nearby pixels. A large w should be used only when correlations are exceptionally high in neighboring
pixels, otherwise, a small w should be used. To explore its effect on the information retrieval process,
we rewrite the initial estimate for pixel fX,Y as the following:

f0
X,Y = fX,Y +

∑
X′ ̸=X,Y ′ ̸=Y

fX′,Y ′δ(BX
x ∗BY

y , BX′

x ∗BY ′

y )︸ ︷︷ ︸
Noise ≈ N(µ,σ)

,

(2)

where fx,y is considered the retrieved information, and the rest of the terms resulting from the
kernel are considered as noise. However, in the presence of correlations, the ”noise” can bet-
ter recover the information. Assuming the worst case of uncorrelated neighouring pixels, the
noise is approximated by the Central Limit Theorem as a normal N(µ, σ) distribution with µ =

1
2

∑
X′ ̸=X,Y ′ ̸=Y k

(
X−X′

wx

)
k
(

Y−Y ′

wy

)
and σ2 = 1

4

∑
X′ ̸=X,Y ′ ̸=Y

[
k
(

X−X′

wx

)
k
(

Y−Y ′

wy

)]2
.

To better understand the meaning behind these equations, we use a tiny image with size 5× 5 as an
example. We consider the cases where the center pixel is either 0 or 1, and randomly generate the rest
of pixels. In Fig. 4, we plot the distribution of the center pixel f0

3,3 based on equation 2. We assume
wx = wy = w and vary it between 0.1 and 10. Our expectation is that the initial estimate f0

3,3 have
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Figure 5: (a) Separation s(w) for different values of dimension D in the case of decoding and (b)
s(p) Separation as a function of number of learning data points for the case of memorization.

a distribution which is well-separated between cases when f3,3 = 0 and f3,3 = 1. Fig. 4 shows that
the separation mainly depends on the length scale w. When w is very small, then the distribution
is well-separated because it is assumed that there is no correlation. However, the distributions get
much closer to each other when w becomes larger. To have minimum overlap, we need the sum
of the standard deviation to be much lower than the difference between their means. Based on this
intuition, we define a separation between two distributions as

s =
µ2 − µ1

σ1 + σ2
, (3)

with µi, σi properties of the signal and noise distribution during the decoding process for i = 2, 1
respectively. They inherently depend on the parameters of the encoding D and w, and for optimizing
our design we study the variation of separation as a function of the encoding parameters. With that
view, plot the separation s(w) as a function of w in Fig. 5(a) and observe that as w increases, the
separation s decreases. In practice, the calculation of the separation metric depends on the data set
of interest, and the distribution followed by the feature values. If some prior distribution can be
assumed about the features of the dataset, then the separation metric can be analytically calculated
to understand the optimum kernel width.

5 HDC MEMORIZATION AND PATTERN EXTRACTION FOR LEARNING

In this section, we introduce the Hyperdimensional learning algorithm and provide insights on how
to adjust the HDC encoder for learning tasks. In HDC classification, we can correctly identify a
class if the noise distribution is well separated from the signal distribution. A heuristic measure for
the separation is if the sum of the standard deviation of both distributions (which can be visualized
as the width of the distributions) is smaller than the difference of the corresponding means of the
distributions.

In order to analyze the capacity of class hypervectors in HDC classification tasks, we can make an
assumption on the prior distributions of the data points. As an example, we consider a image dataset
with two classes, with the corresponding class hypervectors being C⃗1 and C⃗2. The class hypervector
is constructed by bundling vectors of the same class as C⃗i =

∑
j∈Classi H⃗j . The dimensionality of

these hypervectors remains as D. To take into account the correlation, we consider the similarity
between hypervectors of class 1 to follow a distribution D1(µ1, σ1), and similarly a distribution
D2(µ2, σ2) for class 2. The similarity between the two classes is defined as D12(µ12, σ12). We use
Di(µi, σi) to refer to generic distributions characterized by the mean µi and standard deviation σi.
We also make an assumption that µ12 < µ1, µ2; this is because we expect the similarity between
two images belonging to the same class is higher than those belonging to different classes.

During the training, p training images are stored in class hypervectors, i.e., C⃗1 and C⃗2, according
to their labels. For example, if an encoded query Q⃗ belongs to class 1, the similarity to C⃗1 fol-
lows a normal distribution given by N(pµ1,

√
pσ1), because of the central limit theorem with large

sample number p. Recall that the class hypervector C⃗1 is constructed by bundling together p image

6
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Figure 6: The signal and noise distribution for (a) exclusive encoding suitable for cognition and (b)
correlated encoding for different values of p, suitable for learning.

hypervectors belonging to the training set. Similarly, the similarity of Q⃗ with C⃗2 follows the cross-
class normal distribution N(pµ12,

√
pµ12). Thus, we can measure the noise separation of these two

distributions as follows:

s =
pµ1 − pµ12√
pσ1 +

√
pσ12

=
√
p
µ1 − µ12

σ1 + σ12
. (4)

If the average points are located far away, the distributions have minimum overlap. In other words,
the distributions are well separated. This simple calculation shows that the separation value increases
with the number of training samples as s ∝ √

p. Thus, adding more samples enables us to better
memorize the data if the correlations are well-preserved. We plot the separation for the case of
learning in Fig. 5(b), which shows that in the case of random encoding, the separation decreases to
0 as the number of data points increases. However, in the case of correlated encoding, the separation
remains reasonably large. In Fig. 6(a), we show the signal and noise distribution for a toy-correlated
dataset with random encoding, and in (b) we show the signal and noise distribution with correlated
encoding for different values of p.

6 MEMORISING ASSOCIATIONS

HDC can represent associations in a robust and holographic manner through the process of binding.
If A⃗ and B⃗ are two nearly orthogonal bipolar vectors, then S⃗ = A⃗ ∗ B⃗ will be nearly orthogonal
to both A⃗ and B⃗ due to the inherent randomness, which can be used to represent structures like
key-value pairs(Poduval et al., 2022b), sequences (Zou et al., 2022; Poduval et al., 2021c), and data
with multiple properties(Frady et al., 2020). For example, suppose we want to memorize an ob-
ject, the location it was observed, the time it was observed, and its size in an exclusive manner,
we can represent each feature with a hypervector and bind them together. The objects can be sam-
pled from a codebook O = {O⃗1, .., O⃗n}. Each hypervector could represent an object like a ball,
cat, dog, apple, etc. The position, time and size components are, however, continuous valued. The
corresponding values can be encoded individually using the kernel hypervectors as described in the
previous sections. To encode the position, time and size (x, t, s), we assign randomly sampled base
vectors (BX , BT , BS) to each component, where B⃗i = eiθ⃗i/wi with θ⃗ ∈ {N (0, 1)}D. The encod-
ing of (x, t, s) is then (B⃗x

X , B⃗t
T , B⃗

s
S). Finally, the association between the object O and its features

(x, t, s) is memorised by the hypervector H⃗ = O⃗i ∗ B⃗x
X ∗ B⃗t

T ∗ B⃗s
S .

Given a hypervector H⃗, decomposing it into the factorization H⃗ = O⃗i ∗ B⃗x
X ∗ B⃗t

T ∗ B⃗s
S is a non-

trivial problem. The state of the art approach is the resonator network (Frady et al., 2020), which is
a recurrent network that iteratively calculates a guess for the hypervectors, and uses the guesses to
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Figure 7: The decoding accuracy as (a) function of D and w (b) function of wx and wy; the decoding
separation as (c) function of D and w (d) function of wx and wy

cancel the noise to make subsequent guesses more accurate. Suppose that the possible position, time
and size values are from a list {x1, .., xn}, {t1, .., tn} and {s1, .., sn} respectively. Then, having
calculated a set of factor guesses at the (n− 1)th iteration labelled by G⃗A,n−1 (for A = O,S,X, T ),
the subsequent iteration of the guess is calculated by

G⃗A,n = [M]A

(
H⃗ ∗Πi̸=A ∗ G⃗i,n−1

)
(5)

where A = X,S, T and O, and [M]A is the matrix that projects onto the subspace spanned by
the codebook of the objects, location, time and size for A = O,X, T and S respectively. The
process converges to the correct factorization for large D if the hypervectors are sufficiently random.
However, if the lengthscale wi of correlations is large, then the resonator network will converge to
random results.

7 EXPERIMENTAL RESULTS

7.1 EXPERIMENTAL SETUP

We perform experiments for detailed exploration of how various settings in encoding influence the
HDC performance for both learning and cognitive information retrieval. We select MNIST hand-
written digits as our main and run all experiments in the following sections using the PyTorch
framework on the Intel Core i7-12700K platform.

7.2 ENCODING: LEARNING VS. COGNITION

In this section, we discuss our expectations on how learning and decoding efficiency vary as a
function of wi. For a large value of wi, the similarity of the position vector does not change over
large distances. So the feature values are averaged out and would be better for learning. However,
making wi too large would make the learning a full average of the feature which would contain
too little information about the data to learn the differences efficiently. If we consider decoding,
on the other hand, we would like the location ID vectors to be nearly orthogonal. As a result, the
noise term in the decoding would be very low and would enable a perfect recovery of the data
points. The main question thus is, what is the optimal value of wi.To understand this, we can
study the probability distribution of when the feature values are either 1 or 0, alongside the joint
probability distributions of the feature locations. What is most important is how accurately we can
decode where the feature values are 1, since they contain the information about our features. So,

8



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

Under review as a conference paper at ICLR 2025

100

500

1k

1.5k

0.1 1.50.5 1.0 2.0
D

65%

95%

A
cc
ur
ac
y

𝒘 ൌ 𝒘𝒙 ൌ 𝒘𝒚

(a) (b)

(c) (d)

0.1

1.5

0.5

1.0

2.0

0.1 1.50.5 1.0 2.0
𝒘𝒙

𝒘𝒚

85%

95%

A
cc
ur
ac
y

100

500

1k

1.5k

0.1 1.50.5 1.0 2.0

D

0.3

1.2

Se
pa
ra
tio
n

𝒘 ൌ 𝒘𝒙 ൌ 𝒘𝒚

0.1

1.5

0.5

1.0

2.0

0.1 1.50.5 1.0 2.0
𝒘𝒙

𝒘𝒚

0.6

1.4

Se
pa
ra
tio
n

Learning

Figure 8: The learning accuracy as a (a) function of D and w (b) function of wx and wy; the learning
separation as a (c) function of D and w (d) function of wx and wy

we need to study how the locations of 1 are correlated over positions in the image. To do this,
we first consider two coordinates (x, y) and (X,Y ). We first construct the probability function
p1(x,X, Y ) = P(fx,Y = 1&fX,Y = 1) based on numerical data set. This is the probability that
both the conditions fx,Y = 1 and fX,Y = 1 hold true. This function measures the correlation
between two pixels that are separated horizontally at different x−location, but same vertical coordi-
nate. Similarly, we construct p2(y,X, Y ) = P(fX,y = 1&fX,Y = 1), which measures the vertical
correlations of the pixels. Together, these probability distributions show us how the features are cor-
related in a certain direction. Using this, we can calculate the average value of lx = ⟨|x −X|⟩ and
ly = ⟨|y − Y |⟩. Thus, using this we can heuristically estimate that wx = lx and wy = ly would be
the optimal choice for the scale of the kernels.

7.3 COGNITION: HDC DECODABILITY

We present the results of decoding the hypervectors back to feature space as a function of w and
dimension D in Fig. 7(a). We chose w1 = w2 = w. The accuracy ranges from 85% at the lowest to
100% for the highest accuracy. We see that at w = 1.5 there is a boundary, and for w > 0.75 the
decoding accuracy falls sharply. Moreover, for small dimensions, the accuracy decreases.We also
show the accuracy as a function of wx and wy , at a fixed dimension of D = 500 in Fig. 7(b). We
see that wy has a boundary of 1.0 after which the accuracy falls, and wx has a boundary at 1.5.
For small w, the decoding process would be very accurate since it can distinguish between nearby
feature values independently. When w increases, however, the decoding process cannot distinguish
between nearby encoded feature values, resulting in inaccuracies. This is reflected in Fig. 7(a) where
we see that there is a vertical line at w ∼ 1.5 through which the accuracy drastically reduces.

We also show the decoding separation in Fig. 7(c) and (d) for the corresponding accuracy plots.
When the separation metric is low, the accuracy is high. The correlation, however, loses meaning
when the separation is large and the accuracy is high because at these levels the overlap will vary
randomly for different data sets, which we observe at high accuracy (> 85%) where the separation
varies with no corresponding change in accuracy.

7.4 HDC LEARNABILITY

We present the result for the accuracy of learning of the classes from the quantized hypervectors. We
show the heatmap for the accuracy of classification as a function of w and dimension D in Fig. 8(a).
We chose w1 = w2 = w. For a large dimension where the learning model converges to the optimal
capacity, there is a maximum for the accuracy at w = 0.5 We also observe the accuracy as a function
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Figure 9: Solution to the resonator network with four factors, with each factor continuously encoded
using the random feature encoding.

of wx and wy in Fig. 8(b), at fixed dimension. We find that a large wx and wy are preferred for good
accuracy. However, the accuracy does not improve very fast by increasing wy , unlike the case of wx.

The trend for learning as a function of w is expected based on theoretical arguments. We focus on
D = 1.5k, which is large enough to avoid noise issues due to low dimensions. Here, for small w, the
encoding maps every data point to an orthogonal vector in the hyperspace and thus takes up a lot of
capacity. As a result, the correlations between the vectors in the same class will be quite low. In this
case, the learning will be inefficient and inaccurate. Conversely, with large w, the encoding maps
every data point to very correlated hypervectors in hyperspace. As a result, the learning process will
not be able to distinguish between the vectors of different classes, which results in low accuracy. We
also show the separation in Fig. 8(c) and (d) for the corresponding learning plots showing a good
correlation at low accuracy and intermediary accuracy regions.

7.5 HDC FACTORIZATION PROBLEM

Finally, we discuss the effect of correlation on the HDC factorization problem using the resonator
network, Sec. 6. The position, location and time values are continuously encoded, with the values
chosen from the set {1, 2, ..., 10}, while the objects are represented by random vectors. We set the
length scale wi = 10 initially for the three continuous factors (so that the vectors representing
various nearby values remain highly correlated), and then change the value to wi = 1 sequentially.

Fig. 9 shows the solution of the resonator network as the function of iteration. Each color represents
a specific index in the codebook for each factor, and the correct factorization is where all the factors
are yellow. For the first experiment, we set all wi = 1, resulting in the S, T,X factors being highly
correlative. Thus resonator network converges onto a random result for those factors since it cannot
distinguish between hypervectors representing different values. Next, we set wX = 1 so that the
hypervectors representing different positions are uncorrelated, while the hypervectors representing
time and size remain highly correlated. In this case, the object and position are correctly decoded,
while the time and size are randomly decoded. In the last two cases, we set wT = 1 and wS = 1,
respectively. The corresponding factors are also correctly decoded, highlighting the importance of
controlling the correlation in HDC factorization.

8 CONCLUSION

This paper proposes a universal hyperdimensional encoding method that can be easily adapted to
both learning and cognitive tasks. We provide an extensive exploration of how various settings in
encoding influence the performance of HDC in both tasks. We highlight the distinction between
learning high-level patterns and information retrieval from the angle of HDC operations. Our en-
coding can optimally separate or correlate encoded data points in high-dimensional space for down-
stream tasks.
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A HYPERDIMENSIONAL COMPUTING: AN OVERVIEW

The brain’s circuits are massive in numbers of neurons and synapses, suggesting that large circuits
are fundamental to the brain’s computing.

HDC Kanerva (2009) explores this idea by looking at computing with high-dimensional vector
representations, or hypervectors. As the fundamental units of HDC, hypervectors are constructed
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Figure 10: Two directions in HDC encoding designs: the correlative one is suitable for learning and
the exclusive one is suitable for cognition.

from raw signals using an encoding procedure. Within a hyperspace, many different, nearly orthog-
onal hypervectors exist with dimensionality in the thousands Kanerva (1998). This lets us com-
bine such hypervectors into a new hypervector using well-defined vector space operations, e.g.,
Bundling (+) and Binding (∗). Bundling uses element-wise addition to represent sets, and binding
expresses conjunctive association with element-wise multiplication. Hypervectors are holographic
and (pseudo)random with i.i.d. components. More specifically, they combine and spread information
across all its components in a full holistic representation so that no element is more responsible for
storing any piece of information than another.

In recent years, HDC has been employed in a range of applications, such as classification Kan-
erva (2009), activity recognition Kim et al. (2018), biomedical signal processing Moin et al. (2021),
multimodal sensor fusion Räsänen & Saarinen (2015), security Thapa et al. (2021); Zhang et al.
(2021) and distributed sensors Kleyko et al. (2018). A key HDC advantage lies in the capability
of training in one or few shots, where object categories are learned from a few examples without
many iterations. HDC has achieved comparable or higher accuracy compared to support vector ma-
chines (SVMs), gradient boosting, and convolutional neural networks (CNNs) Rahimi et al. (2018);
Mitrokhin et al. (2019), as well as lower execution energy on embedded processors compared to
SVMs and CNNs Montagna et al. (2018).

In these successful HDC applications, HDC encoding is essential to the quality of computing. With
a suitable encoding, information from inputs is well maintained to satisfy the needs of tasks. The
encoding determines the following factors: (1) the distance metric for encoded data points and (2)
the level of correlation or exclusiveness preserved after mapping to hyperspace. Despite the general
success in HDC encoding, there are no guidelines on setting these factors in practice. In this work,
we observe that a suitable HDC encoding design is application-specific. In Fig. 10, we categorize
HDC applications into learning and cognition, then we shed light on two corresponding directions
in HDC encoding.

• Learning: aims to capture the general pattern of data. It operates over encoded hypervectors,
where the information of original data is preserved. Therefore, the usefulness of information main-
tained in hypervectors determines the learning quality. For learning, the HDC encoding needs to
be inclusive and correlative. In other words, the encoding should abstract common information
by keeping the similarity of neighboring data points in hyperspace, and we refer to this as the
Correlative Encoding. This encoder correlates hypervectors under a certain distance metric, and
similar data points are coarsely clustered in hyperspace. This clustering effect helps classify data
that are not linearly separable and avoid overfitting with a smoother boundary. The inclusive en-
coder also theoretically increases the memorization and learning capacity of hypervectors (see
Section 5). Generally, HDC encoding for learning does not require the exact decoding of infor-
mation. Instead, it only needs a coarse differentiation between different patterns. Therefore, the
learned models are often much more compact than the original training dataset.

• Cognition: aims to represent structural data using neural patterns, which accordingly enables
brain-like analysis and information extraction. The primary task of encoding in cognitive tasks
is to represent data points exclusively instead of inclusively in hyperspace. We name this kind
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Figure 11: Example of the effect of dimensionality and width of the distribution on the decodability
of an image.

of encoding as the Exclusive Encoding. This ensures accurate knowledge extraction such that
memorized information can be used as prior information for various cognitive computation tasks.
For example, prior research shows that exact memorization enables brain-like reasoning Poduval
et al. (2022b) and perception Mitrokhin et al. (2019). To conclude, for cognitive operations, the
key is the invertibility of hypervectors. The encoded information needs to be accurately decoded
back to the original space to answer cognitive questions.

As shown in Fig. 10, learning and cognitive computation have different requirements for HDC en-
coders. For learning, the encoding is inclusive and correlative, preserving the similarity of nearby
data. In contrast, encoding is exclusive for cognitive computation, where data points are mapped
to orthogonal space and distinct. However, data decoding has completely different requirements as
compared to learning. The encoding used for cognitive operation requires preserving enough infor-
mation to ensure high decoding capability.

In Fig. 11, we present the image decoding results using our universal encoder with different tun-
ing. We evaluate our proposed encoder with this practical image of a dog, then we try to accurately
retrieve the original image from the encoded version. We do this however by separating the image
into a few sub-images and performing the encoding-decoding procedure. We scan through different
dimensionality and length scale settings, which determine the capacity and decodability of the en-
coded hypervector. Our results show that the decoding quality is significantly better when D = 6k
and w = 0.05, which is expected from our previous discussion. The larger the dimensionality a
hypervector uses, the larger the decoding capacity it has. On the other hand, a small length scale is
preferred if the capacity is large enough, such that it can maximize the separation. If the capacity is
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not enough, then the noise from the separated location vectors will be significant and result in a high
error noise.

B HDC WITH RANDOM VECTORS

In this section, we introduce the Hyperdimensional learning algorithm and provide insights on how
to adjust the HDC encoder for learning tasks. Let us assume p random data points in the hyperspace,
{H⃗1, H⃗2, · · · , H⃗p}. Due to the randomness in high-dimension, these hypervectors are nearly orthog-
onal, that is, the similarity δ⟨H⃗i, H⃗j⟩ ≈ 0, where 1 ≤ i ̸= j ≤ p. HDC bundling operation combines
these hypervectors into a single memory hypervector or model hypervector: M⃗ =

∑p
i=1 H⃗i. Its

capacity depends on two factors: (1) the dimensionality of hypervectors, and (2) the correlation be-
tween the encoded data points. The randomness is also reflected within the similarity metric, which
follows a Gaussian distribution with µ = 0 and a non-zero σ = 1√

2D
based on dimensionality D.

Increasing the dimensionality further orthogonalizes these hypervectors, in the sense that the distri-
bution is more squeezed with σ decreasing. As a result, when we check whether a new encoded query
Q⃗ belongs to the memory hypervector M⃗, we calculate the similarity δ(Q⃗,M⃗) =

∑p
i=1 δ(Q⃗, H⃗i).

This leads to a Gaussian distribution with mean values being either 0 or 1 depending on the query:
(1) Q⃗ appears in those p data points, which means that it will correctly match one component in the
memory hypervector (signal) and mismatch with the rest (noise). (2) Q⃗ is not part of p data points,
and the similarity value is essentially the sum of p random values sampled from the Normal distri-
bution. Therefore, the resulting similarity follows the Gaussian distribution with µ = 1 in the case
(1) and µ = 0 in the case (2), with σ =

√
p
2D for both cases.

C SEPARATION FOR LEARNING VS DECODING

The separation is similar to Eq. 6, which also measured the difference between the signal and noise
distribution.

s =
µ2 − µ1

σ1 + σ2
, (6)

However, the context between the two different separation values are very different. The former
separation metric defined the difference of the noise distribution and a specific component of the
feature vector. However, this definition of the separation metric calculates the separation between
the distribution of the similar class element with an element that belongs to the same class, and the
distribution of the similarity of the class element with a element of the different class.
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