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ABSTRACT

The scheme of adaptation via meta-learning is seen as an ingredient for solving
the problem of data shortage or distribution shift in real-world applications, but
it also brings the new risk of inappropriate updates of the model in the user en-
vironment, which increases the demand for explainability. Among the various
types of XAI methods, establishing a method of explanation based on past experi-
ence in meta-learning requires special consideration due to its bi-level structure of
training, which has been left unexplored. In this work, we propose influence func-
tions for explaining meta-learning that measure the sensitivities of training tasks
to adaptation and inference. We also argue that the approximation of the Hessian
using the Gauss-Newton matrix resolves computational barriers peculiar to meta-
learning. We demonstrate the adequacy of the method through experiments on
task distinction and task distribution distinction using image classification tasks
with MAML and Prototypical Network.

1 INTRODUCTION

Meta-learning is a widely studied class of methods that enables models to quickly adapt to unseen
tasks (Finn et al., 2017), addressing limitations in generalization due to data scarcity during training
phase (Song & Jeong, 2024; Li et al., 2018; Shu et al., 2021; Lu et al., 2021) or distribution shift
in the user environment (Mann et al., 2021; Mouli et al., 2024; Lin et al., 2020). Although meta-
learning methods guarantee faster adaptation than conventional methods, they do not account for
safe adaptations (Zhang et al., 2020). In fact, they may cause inappropriate model updates in user
environments, which raises safety concerns in downstream tasks (Khattar et al., 2024; Wen et al.,
2022; Yao et al., 2024). Consequently, This increases the need for explanation methods to enhance
transparency and ensure the safe operation of autonomous systems.

The most commonly proposed explanation methods in this decade focus on local explanation: They
treat the model parameters as given and explain the model’s local behavior around specific inference
data points. Although these methods can be applied to the models with their weights determined
via meta-learning and adaptation, they do not cover the needs raised by the peculiarities of meta-
learning (Figure 1a). Because they are based solely on the input data used at each inference, what
they can achieve at most is assessing and comparing the importance of the components in a single
data, and understanding those explanations requires knowledge about those components, which is
sometimes technical and of expert levels (Adebayo et al., 2022). This requirement is considered to
limit the application area where local explanations can resolve the above-mentioned safety concerns
of meta-learning.

One way without relying on the details of the inference data is to avoid seeing the lower level struc-
ture and instead analyze the relation to previously known data, i.e. training data. In meta-learning,
this expectation is supported by the fact that in some cases, where analyses based on training tasks
are essential for understanding the model’s behaviors (Goldblum et al., 2020b). This insight leads
us to consider highlighting how previously encountered tasks have influenced the model’s current
inference (Figure 1b). Notice that explanations based on past experiences have an advantage in uti-
lizing structures of the training dataset, which increases the conciseness of explanations. In the case
of Figure 3b, the second half of the explanation is possible owing to the nature that training data
can be supplemented with their attributes with various levels of abstraction, which can be added
by annotators, or taken from descriptions of the data acquisition process. Such conciseness enables
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users to draw analogies to familiar situations, enhancing their understanding of the new task. This is
essential as future real-world applications will likely involve training datasets from diverse domains,
making it difficult for non-expert users to understand explanations without abstracting the raw data.

Explanation based on past experiences has been studied for supervised learning (Koh & Liang,
2017; Jeyakumar et al., 2020; Yeh et al., 2019; Wolf et al., 2024). Particularly, Koh & Liang (2017)
proposed a method to evaluate the influence of training data points on the model’s predictions using
influence functions (Hampel, 1974). To achieve this, they introduced a perturbation parameter that
upweights the loss contribution of each training data. By calculating the derivative of the model’s
learned parameters with respect to this parameter, they were able to trace the influence of training
data on the model’s behavior. Influence functions are effective techniques (Zhang et al., 2022; Koh
et al., 2019; Han & Tsvetkov, 2020) widely utilized in standard supervised learning settings, offering
powerful tools for understanding model robustness (Cohen et al., 2020), measure the effectiveness
of data-models (Saunshi et al., 2022), and improving model interpretability (Chhabra et al., 2024).
Nevertheless, utilizing influence functions in meta-learning settings has not been explored.

(a) Without TLXML, it is common to explain the
model’s behavior via local explanations.

(b) TLXML calculates the influence of each previously
learned task on the model’s behavior in a given new
task, resulting in a more effective user explanation.

Figure 1: Key insights of TLXML.

In this paper, we introduce Task-Level eXpla-
nation of Meta-Learning (TLXML), a novel
method that leverages influence functions to
quantify the impact of previously learned tasks
(training tasks) in a meta-learning framework.
The primary objective of this work is to extend
the focus of Koh and Liang’s approach (Koh
& Liang, 2017) to meta-learning. We empir-
ically demonstrate that TLXML quantifies the
influence of the training tasks on the meta-
parameters, adapted network weights, and in-
ference, which can serve as a similarity mea-
sure between training and test tasks.

Contributions. We summarize our contribu-
tions as follows: 1) Task-Level Explanations
for Meta-Learning: We introduce TLXML for
assessing the influence of meta-training tasks
on adaptation and inference during meta-tests.
it provides concise, task-based explanations
that align with users’ abstraction levels, facilitating better interpretability of meta-learning pro-
cesses. 2) Computation optimization: we reveal that TLXML, for a network with p weights and
q meta-parameters, incurs an expensive computational cost of O(pq2) in its exact form, which does
not scale up to complex networks. We then introduce an approximation method for the Hessian
matrix of the training loss using Gauss-Newton matrix, which reduces the cost to O(pq).

2 RELATED WORK

Influence functions for machine learning. The primary focus of existing research is the use of
influence functions in standard supervised learning models initiated by Koh & Liang (2017). Influ-
ence functions have been successfully used for multiple purposes, such as explaining model behavior
with respect to training data in various tasks (Barshan et al., 2020; Koh & Liang, 2017; Han et al.,
2020), quantifying model uncertainty (Alaa & Van Der Schaar, 2020), crafting/detecting adversarial
training examples (Cohen et al., 2020).These approaches focus on data-level explanations, render-
ing them of limited practical value in meta-learning settings. TLXML leverages influence functions
for task-level explanations, offering more effective insights into how training tasks influence the
model’s behavior. Nevertheless, as noted in Alaa & Van Der Schaar (2020), computing the Hessian
matrix is expensive. To scale the methods of influence functions to more complex networks and
larger datasets. TLXML uses an approximation method for faster computation of the matrix.

Explainable AI (XAI) for meta-learning. It is natural to consider applying existing XAI methods
to meta-learning. The methods that are agnostic to the learning process should be applicable for
explaining inference in meta-learning. Although this area is still in its early stages, some research
examples already exist (Woźnica & Biecek, 2021; Sijben et al., 2024; Shao et al., 2023). The closest
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work to ours is by Woźnica & Biecek (2021) who quantified the importance of meta-features,
i.e., high-level characteristics of a dataset such as size, number of features and number of classes.
In meta-learning, the goal is to train models that can generalize across various tasks. We argue
that understanding the influence of training tasks play an important role in evaluating the model’s
adaptability, whereas meta-features offer limited insight for such evaluation.

Impact of training data. The robustness of machine learning models is another area where the
impact of training data on inference is frequently discussed (Khanna et al., 2019; Ribeiro et al.,
2016). This topic has also been explored in the context of meta-learning such as creating training-
time adversarial attacks via meta-learning (Zügner & Günnemann, 2019; Xu et al., 2021), training
robust meta-learning models by exposing models to adversarial attacks during the query step of
meta-learning (Goldblum et al., 2020a), and data augmentation for enhancing the performance of
meta-learning algorithms (Ni et al., 2021b). However, influence functions have not been utilized
for meta-learning in this field. Similar to Khanna et al. (2019); Barshan et al. (2020) in the case of
supervised learning, TLXML also leverages Fisher information metrics. This formulation provides
a valuable geometric viewpoint for analyzing the model’s parameter space.

3 PRELIMINARIES

Influence functions. Koh & Liang (2017) proposed influence functions for measuring the impact of
training data on the outcomes of supervised learning models, under the assumption that the trained
weights θ̂ minimize the empirical risk:

θ̂ = argmin
θ

L
(
Dtrain, fθ

)
= argmin

θ

1

n

n∑
i=1

l (zi, fθ)

where fθ is the model to be trained, Dtrain={zi}ni=1 is the training dataset consisting of n pairs of
an input xi and a label yi, i.e., zi=(xi, yi), and the total loss L is the sum of the losses l of each data
point. The influence functions are defined with a perturbation ϵ for the loss of each data point zj :

θ̂ϵ,j = argmin
θ

Lϵ,j

(
Dtrain, fθ

)
= argmin

θ

1

n

n∑
i=1

l (zi, fθ) + ϵl (zj , fθ) ,

which is considered as a shift of the probability that zj is sampled from the data distribution. The
influence of the data zj on the model parameter θ̂ is defined as its increase rate with respect to this
perturbation:

Iparam(j)
def
=

dθ̂ϵ,j
dϵ

∣∣∣∣∣
ϵ=0

= −H−1 ∂l (zj , fθ)

∂θ

∣∣∣∣
θ=θ̂

(1)

where the Hessian is given by H= ∂θ∂θL|θ=θ̂. The influence on a differentiable function of θ is
defined similarly, and calculated with the chain rule. For example, the influence on the loss of a test
data ztest, which is a measure of the model’s performance, is calculated to be

Iperf(ztest, j)
def
=

dl
(
ztest, fθ̂ϵ,zj

)
dϵ

∣∣∣∣∣∣
ϵ=0

=
dl (ztest, fθ)

dθ

∣∣∣∣
θ=θ̂

· Iparam(j).

See Appendix A.1 for the derivation of equation 1. An underlying assumption is that the Hessian
matrix is invertible, which is not always the case. Typically, in over-parameterized networks, the loss
function often has non-unique minima with flat directions around them. In this paper, we examine
how the definition of influence functions extends to cases with non-invertible Hessian matrix.

Supervised meta-learning. In this paper, we utilize TLXML for supervised meta-learning expla-
nations (see for a review Hospedales et al. (2021)). In a typical supervised meta-learning setup, a
task T is defined as a pair

(
DT ,LT ) where DT represents the dataset and LT is the associated

loss function for the supervised learning task. The occurrence of each task follows a distribution
T ∼p (T ). An adaptation algorithm A takes as input a task T and meta-parameters ω, and outputs
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the weights θ̂ of the model fθ. The learning objective of a meta-learner is stated as the optimization
of ω with respect to the test loss averaged over the task distribution:

ω̂ = argmin
ω

E
T ∼p(T )

[
LT (DT ,test, fθ̂T )

]
with θ̂T = A(T , ω)

A more practical formulation avoids explicitly using the notion of task distribution. Instead,
it uses sampled tasks as building blocks. Task samples are divided into a taskset for training
meta-parameters(source taskset) Dsrc={T src(i)}Mi=1 and a taskset for testing them(target taskset)
Dtrg={T trg(i)}M ′

i=1 and the learning objective is framed as empirical risk minimization:

ω̂ = argmin
ω

1

M

M∑
i=1

Lsrc(i)(Dsrc(i)test, fθ̂i) with θ̂i = A(Dsrc(i)train,Lsrc(i), ω) (2)

One performance metric in meta-testing is the test loss Ltrg(i)(Dtrg(i)test, fθ̂i) where
θ̂i=A(Dtrg(i)train,Ltrg(i), ω̂). In our experiments, we use and Prototypical Network (Snell et al.,
2017) (see Appendix B.3.2) as commonly used examples of meta-learning algorithms. For MAML,
the initial values θ0 of the network weights serve as the meta-parameters, and A represents a one-
step gradient descent update of the weights with a fixed learning rate α: θ̂i = A(D(i)train,Li, θ0) =
θ0 − α ∂θLi(D(i)train, fθ)

∣∣
θ=θ0

.

For Prototypical Network, the meta-parameters are the weights of a feature extractor fθ and the
adaptation algorithm A is independent of the loss function. It passes the weights θ without any
modification and simply calculates the feature centroid ck for each class k based on the subset
Sk ∈ D: θ = Aθ(D(i)train,Li, θ), and ck = Ak(D(i)train,Li, θ) = (1/|S(i)

k |)
∑

(x,y)∈S
(i)
k

fθ(x).
The loss function L is not used in the adaptation of the Prototypical Network; it is only used in the
outer loop. With d being a distance measure (e.g. Euclidean distance), the class prediction for the
data point x in the test set D(i)test is give by: Pθ(i|x) = exp d(fθ(x),ci)∑

k exp d(fθ(x),ck)
.

4 PROPOSED METHOD

4.1 TASK-LEVEL INFLUENCE FUNCTIONS

We now describe our method. TLXML measures the influence of training tasks on the adaptation and
inference processes in meta-learning. To measure the influence of a training task T j on the model’s
behaviors, we consider the task-level perturbation of the empirical risk defined in Equation 2:

ω̂j
ϵ = argmin

ω

1

M

M∑
i=1

Li(D(i)test, fθ̂i) + ϵLj(D(j)test, fθ̂j ) with θ̂i = A(D(i)train,Li, ω). (3)

The influence on ω̂ is measured as:

Imeta(j)
def
=

dω̂j
ϵ

dϵ

∣∣∣∣
ϵ=0

= − H−1 ∂Lj(D(j)test, fθ̂j )

∂ω

∣∣∣∣∣
ω=ω̂

(4)

where the Hessian matrix, H , is defined as follows:

H =
1

M

M∑
i=1

∂2Li(D(i)test, fθ̂i)

∂ω∂ω

∣∣∣∣∣
ω=ω̂

. (5)

See Appendix A.1 for the derivation of Equation 4. The model’s behavior is affected by the pertur-
bation through the adapted parameters θ̂ijϵ ≡ A(D(i)train,Li, ω̂j

ϵ ). Therefore, the influence of the
training task T j at the original parameter values θ̂i = A(D(i)train,Li, ω̂) is measured by:

Iadpt(i, j)
def
=

dθ̂ijϵ
dϵ

∣∣∣∣∣
ϵ=0

=
∂A
(
D(i)train,Li, ω

)
∂ω

∣∣∣∣∣
ω=ω̂

Imeta(j) (6)
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Consequently, the influence of the training task T j on the loss of a test task T i is measured by:

Iperf(i, j)
def
=

dLi
(
D(i)test, fθ̂ij

ϵ

)
dϵ

∣∣∣∣∣∣
ϵ=0

=
∂Li

(
D(i)test, fθ

)
∂θ

∣∣∣∣∣
θ=θ̂(i)

Iadpt(i, j) (7)

Note that training tasks are used only for evaluating Imeta. This means that we can obtain other
explanation data without requiring accessing the original raw data. By retaining only the calculated
Imeta from the meta-learning process, we can mitigate storage concerns, making this approach
suitable for devices with limited storage capacity.

Task grouping. In some cases, the abstraction of task-level explanation is not enough, and the
explanation based on the task groups is more appropriate. This happens when the tasks used in
the training are similar to each other for human intuition. For example, when an image recognition
model is trained with task augmentation(see Ni et al. (2021a) for terminologies of data augmentation
for meta-learning), e.g., flipping, rotating, or distorting the images in original tasks. In this case, the
influence of each deformed task is not of interest; rather, the influence of a group consisting of tasks
made from a single original task is of interest.

We extend the definition of influence functions to the task-group level by considering a common
perturbation ϵ in the losses of tasks within a task-group GJ={T j0 , T j1 , · · · }:

ω̂J
ϵ =argmin

ω

1

M

M∑
i=1

Li(D(i)test, fθ̂i) + ϵ
∑

T j∈GJ

Lj(D(j)test, fθ̂j ) with θ̂i=A(D(i)train,Li, ω),

(8)

which modifies the influence function in Equation 4 as:

Imeta(J)
def
=

dω̂J
ϵ

dϵ

∣∣∣∣
ϵ=0

=
∑

T j∈GJ

Imeta(j) (9)

Equation 6 and Equation 7 are only affected by replacing the task index j with the task-group index
J . See Appendix A.1 for the derivation of Equation 9.

4.2 HESSIAN APPROXIMATION METHOD VIA THE GAUSS-NEWTON MATRIX

TLXML faces computational barriers when applied to large models, particularly (as also noted
in Alaa & Van Der Schaar (2020)) due to the computational costs of handling the Hessian in Equa-
tion 5. Although the Hessian is defined as the second-order tensor of the meta parameters, third-
order tensors appear during its computation, resulting in a computational cost of at least O(pq2) for
a model with p weights and q meta-parameters. This is due to the bi-level structure of meta-learning
(see Appendix A.2 for details). Furthermore, as is common in matrix inversion issues, inverting the
Hessian incurs a computational cost of O(p3).

To address this limitation in the expressiveness of meta-parameters, we propose using the Gauss-
Newton matrix to approximate the Hessian matrix. For specific loss functions, e.g., mean squared
error and cross-entropy, the Hessian can be decomposed into a sum of outer products of two vectors
along with terms containing second-order derivatives. In this work, we only focus on the case of
cross-entropy with the softmax function, which leads to

H =
∂2

∂ω∂ω
L =

∑
njk

σk (yn) (δkj − σj (yn))
∂ynk
∂ω

∂ynj
∂ω

−
∑
njk

tnj (δjk − σk (yn))
∂2ynk
∂ω∂ω

(10)

where y is the output of the last layer, σ is the softmax function, t is the one-hot vector of the target
label, j, k are class indices, and n is the index specifying the combination of the input task and
its corresponding data. The first term of Equation 10 is known as the Gauss-Newton matrix or the
Fisher information metric. The coefficients of the second-order derivatives in the second term are the
differences between predictions and target labels, and their sum equals zero. Since the second-order
derivatives give rise to third-order tensors, we should discuss when these derivatives are uncorrelated
with the coefficients, enabling the Hessian to be approximated by the first term.

5
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Figure 2: Diagram of the projected influence function, which measures the influence of a training task on the
meta-parameters with the Hessian flat directions projected out.

Approximating the Hessian using the Gauss-Newton matrix is well-established in supervised learn-
ing (see for example Botev et al. (2017)). The difference in our case is the variables: in supervised
learning, L and y depend on the model’s weights θ, whereas in our case, they depend on the meta-
parameters ω. Putting some basic facts about cross-entropy (see A.3), we conclude that if there
exists a distribution P (X|ω∗) that is well approximated by the training taskset, and the training
result ω̂ is close to ω∗, Equation 10 is dominated by its first term:

∂2

∂ωµ∂ων
L

∣∣∣∣
ω=ω̂

∼
∑
njk

σk (yn) (δkj − σj (yn))
∂ynk
∂ωµ

∂ynj
∂ων

∣∣∣∣∣∣
θ=ω̂

=
∑
nj

(V)µ(nj)
(
VT
)
(nj)ν

(11)

where we introduce the factorized form of expression using the matrix V with the parameter index
µ as a row index and (nj) as a column index. In the case of a model with p meta-parameters, a
taskset with M tasks, n data point per task, and c target classes, the size of V is p × cnM . For
the approximated Hessian to be positive definite, p must be as small as cnM , which limits the
expressiveness of ω. even if this condition is met, positive definiteness is not guaranteed. Instead,
we extend the definition of influence functions to allow flat directions in the Hessian.

4.3 EXTENDING INFLUENCE FUNCTIONS WITH FLAT DIRECTIONS IN THE HESSIAN

Fig.2 depicts a generic case where flat directions of the Hessian appear in the parameter space.
When the number of parameters is sufficiently large, the points that satisfy the minimization con-
dition, ω̂ = argmin L(ω), form a hyper-surface, resulting in flat directions of the Hessian. The
same holds true for the perturbed loss Lϵ(ω) used for defining the influence functions. The position
along the flat directions resulting from minimization depends on the initial conditions and the learn-
ing algorithm. We do not explore this dependency in this paper. Instead, we employ a geometric
definition of influence functions. Specifically, we take the partial inverse H+ of H in the subspace
perpendicular to the flat directions, known as the pseudo-inverse matrix. With this approach, we
modify the definitions of influence functions as:

Imeta(j)
def
=H+H

dω̂j
ϵ

dϵ

∣∣∣∣
ϵ=0

= − H+ ∂Lj(D(j)test, fθ̂j )

∂ω

∣∣∣∣∣
ω=ω̂

. (12)

See Appendix A.1 for the derivation of the second equation. H+H represents the projection that
drops the flat directions. When the Hessian is approximated by the Fisher information metric, those
are viewed as the direction in which the data distribution remains unchanged. The influence function,
projected by H+H , expresses the sensitivity of ω̂ in the steepest direction of the distribution change.

Note that H+ can be computed without diagonalizing H = V V T . Instead, this can be achieved
by first finding an orthogonal matrix O that diagonalizes V TV , i.e., V TV=OΛOT . Then, V V T is

6
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implemented as a sequence of unnormalized projections in the direction of the column vectors of
V O = [v1, v2, · · · ], i.e., V V T =

∑
viv

T
i . The norms of the projections with non-vanishing vectors

are adjusted accordingly, i.e., vivTi → viv
T
i /|vi|4 for |vi| > 0. Note that this method is feasible

if the number of columns in V is small. Although the Gauss-Newton matrix approximation avoids
the O(pq2) computational cost, the size of V remains large, posing significant storage/memory cost.
1 Fortunately, the number of independent columns in V is expected to be small, as most columns
are dropped as zero vectors during orthogonalization. This number corresponds to the non-flat
directions, representint the constraints imposed by the loss minimization condition. Typically, this
is at most the number of training tasks. Exceptional cases arise when the model has weak adaptation
ability, yet some training tasks are perfectly fitted Li(D(i)test, ω̂) = 0. In such cases, the sum of
perfectly fitted data across tasks can increase the number of constraints on ω̂, thereby reducing the
number of flat directions. In all other cases, where task losses take non-zero values, the number of
the constraints on ω̂ is at most equal to the number of tasks.

5 EXPERIMENTS

The definition and approximation of influence functions in TLXML rely on certain assumptions:
equation 4 is defined with the meta-parameters ω̂ at the exact optimum point, and the approximation
in equation 11 is based on the assumption that the number of training samples is sufficiently large and
ω̂ fits well to the target distribution. The experiments in this section aim to investigate whether the
outputs of TLXML can be used to measure the influence of a training task on the meta-parameters
numerically estimated by stochastic gradient descent. We empirically investigate two fundamental
properties:

Property 1: If the network memorizes a training task, its influence on a test task with similar
characteristics should be higher than the influence of other training tasks. We investigate this to
validate the exact formulas in Equation 4, 6, and 7. For this validation, pairs of similar training and
test tasks are created by setting the test task as identical to one of the training tasks.

Property 2: If the network encodes information about the training task distributions, tasks sampled
from distributions similar to the test task should have a higher measured influence than tasks sampled
from other distributions. We examine this to validate the approximation methods in Equation 11 and
12, as encoding task distribution information requires a sufficiently large network.

Setup. We use MAML as a meta-learning algorithm. We conduct the experiments with 5-ways-
5-shots problem, taken from MiniImagenet (Vinyals et al., 2016) dataset. The implementation is
based on the meta-learning library lean2learn (Arnold et al., 2020) and PyTorch’s automatic dif-
ferentiation package. The meta-parameters are trained with Adam. The meta batch size is set to
32, meaning the meta-parameters are updated after accumulating the gradients with 32 randomly
selected tasks. We also conduct experiments with Prototypical Network and Omniglot dataset, with
results in Appendix B.

5.1 DISTINCTION OF TASKS

To validate Property 1, we train a two-layer fully-connected network with widths of 32 and 5 (1285
parameters) with 1000 meta-batches. We use 128 training tasks to facilitate training progress with
this small network. The model’s input is a 32-dimensional feature vector extracted from the images
by using Bag-of-Visual-Words (Csurka et al., 2004) with SIFT descriptor (Lowe, 1999; 2004) and
k-means clustering.

First, we use the training tasks as test tasks to assess whether the network can distinguish the training
task that is identical to each test task from other training tasks. Figure 3 shows the results, where
Figure 3a illustrates a successful case, while Figure 3b reveals that in some tests, the training tasks
that of the exact match are not ranked first, although they generally rank high in most cases. This
instability might be because of the non-convexity of the training loss. In our case, a large fraction of
the 1285 Hessian eigenvalues are near zero, and 92 eigenvalues are negative, violating the underlying

1For example, if the network has 100k parameters, the training taskset has 1000 tasks, and each task is
a 5-way-5-shot problem, then the number of matrix elements is p×cnM=105×(5×25×1000)∼1010, which
makes it challenging to use floating-point numbers of 16, 32, or 64-bit precision.
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Table 1: Effect of Hessian pruning. ”# eigenvalues” denotes the number of largest eigenvalues treated as non-
zero when computing the pseudo-inverse, with the rest set to zero (the 1st row is the original Hessian). The 2nd

row corresponds to the pruned Hessian, where all 92 negative eigenvalues are set to zero. The 2nd column shows
the self-ranks in the tests without degradation. The 2nd column lists self-ranks for tests without degradation, and
the remaining columns show correlation coefficients between the two degradation parameters and the self-ranks
or self-scores. Values are reported as means and standard deviations across 128 tasks.

# eigenvalues selfrank(avg±std) correlation with degradation(avg±std)
alpha/rank alpha/score ratio/rank ratio/score

1285 12.6±18.9 0.51±0.32 -0.41±0.29 0.36±0.32 -0.11±0.31
1193 0.0±0.0 0.69±0.21 -0.69±0.22 0.46±0.30 -0.15±0.34
512 0.0±0.0 0.71±0.12 -0.96±0.06 0.63±0.09 -0.89±0.13
256 0.0±0.0 0.71±0.11 -0.95±0.08 0.62±0.11 -0.88±0.14
128 0.0±0.0 0.72±0.10 -0.94±0.04 0.63±0.10 -0.86±0.15
64 0.0±0.0 0.71±0.12 -0.92±0.06 0.66±0.12 -0.77±0.20
32 0.0±0.2 0.72±0.16 -0.85±0.12 0.68±0.14 -0.68±0.22
16 2.0±3.2 0.67±0.22 -0.69±0.20 0.61±0.22 -0.46±0.27
8 8.6 ±9.1 0.55±0.26 -0.53±0.23 0.47±0.27 -0.29±0.31

assumption of Equation 4 (See AppendixB.2.1 for details). A potential solution is to treat small and
negative eigenvalues as zero and use the pseudo-inverse of Hessian (instead of the inverse), as in
Equation 12. The second column of Table 1 shows the effect of this solution, where the training
tasks of the exact match are consistently ranked first.

To evaluate the performance in the scoring of training tasks that are not identical but similar to the
test task, we degrade the test tasks by darkening some of the images in the task and examine whether
the ranks and scores of the originally identical training tasks get worse as the similarity decreases.
Figure 4 shows examples where the ranks and scores tend to get worse as the amount of darkness
or the proportion of dark images increases. These examples include a small amount of Hessian
pruning. We investigate the effects of pruning for these tests. The third to sixth columns of Table 1
show the correlation coefficients between the degradation parameters and the ranks and the scores
of the originally identical training tasks. We can see that pruning increases the correlation values.

5.2 DISTINCTION OF TASK DISTRIBUTIONS

To validate Property 2, we construct a training set of tasks sampled from different distributions by
mixing 128 tasks made up of noise images with 896 training tasks from MiniImagenet (in total 1024
tasks). We train a CNN with four convolutional layers and one fully connected layer (121,093 pa-
rameters). To see the effect of generalization, we apply task augmentation and weight decay during
training. For task augmentation, we rotate images in each training task. Specifically, for each train-
ing task, we randomly select 2, 4, 8, or 16 angles between −π/2 and +π/2 and we create new tasks

(a) Example of training task score distribution in
a single test. Highlighted is the training task iden-
tical to the test task.

(b) Distribution of the self-ranks across the 128
tests. We define the self-rank as the rank of the
training task identical to the test task.

Figure 3: Test with training tasks. As shown in (a), the task most similar to the test task is successfully separated
from the others by using TLXML.

8



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

Under review as a conference paper at ICLR 2025

by rotating all images with those angles. We take 128 test tasks from the MiniImagenet test taskset.
For each training condition, we evaluate the influences of the 1024 training tasks on the 128 test loss
values based on Equation 6, and 7 with the projected influence on the meta-parameters (Equation 12)
and the Gauss-Newton matrix approximation of the Hessian (Equation 10). For the cases where we
employ task augmentation, we use the technique to define group influence equation 9.

Figure 5 shows the results of the experiments. According to the figure, the distributions of the scores
for both the regular training tasks and the noise image tasks overlap, showing no clear distinction in
each test. However, when analyzing the statistics over the 128 tests, the order of mean scores shows
a noticeable difference between the two distributions. We define the mean values of the scores for
the regular and noise image tasks to be in proper order if the mean score of the regular tasks is
greater than that of the noise image tasks. Table 2 shows the number of tests exhibiting the proper
order and their p-values from binomial tests across various training settings. We observe a trend,
that is, when the model fits well to the training tasks, the scores of regular and noise tasks are in
the opposite of proper order. Also, as we enhance the model’s generalization via data augmentation
(image rotation or weight decay), the scores align in the proper order. This observation can be
interpreted as reflecting a specific characteristic of model behavior. During overfitting, only a few
training tasks that are similar to the test task provide useful information, while the majority of regular
training tasks become detrimental. Conversely, when generalization occurs, the model effectively
encodes information from the training task distributions, making tasks from distributions similar to
the test task generally beneficial. In contrast, the noise image tasks have a neutral impact on the
test performance, as they do not contribute a non-vanishing gradient on average. Given that the p-
values are statistically significant in both overfitting and generalization scenarios, we conclude that
TLXML can effectively analyze these phenomena. See Appendix B.3 for experimental details.

6 DISCUSSION AND CONCLUSION

This paper presented TLXML, a method for quantifying the impact of training tasks on the meta-
parameters, adapted network weights, and inference outcomes. Through experiments with a small
network and two meta-learners, we observed that TLXML effectively serves as a similarity measure
between training and test tasks. In Figure 6, this observation is qualitatively explored. The figure
shows image samples from similar (Figure 6b and Figure 6c) and dissimilar (Figure 6d) training
tasks to a test task (Figure 6a) that received high and low scores, respectively.

Additionally, we proposed a modification of the influence functions to address cases where the
Hessian has flat directions. We also explored how the computational cost of managing the Hessian
for large networks can be reduced by using the quadratic form with the Gauss-Newton matrix. In
our experiments with a middle-sized CNN, we observed that the approximated influence scores were
effective in distinguishing between training task distributions in several cases.

One limitation of our work is that the definitions of the influence functions rely on the assumption
of a local minimum of the loss function. Future work could aim to design influence functions that
account for early stopping techniques. Additionally, our discussion of the approximation method

(a) Example of the effect of increasing α. α=1
means all the images in the task are dark images.

(b) Example of the effect of increasing the ratio. ra-
tio=1 means all dark images are completely black.

Figure 4: Test with degraded training tasks. The parameters α and ratio specify the darkness of images, and
the proportion of the dark images, respectively. The red and blue lines represent ranks and scores, respectively.
Both examples were performed with the Hessian pruned to retain only the 1193 most significant eigenvalues.
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(a) rotation angle: 0 weight decay: 0 (b) rotation angle: 0 weight decay: 1e-3

Figure 5: Experiment with mixed training tasksets: examples of a score distribution. Lines show mean values
and the standard deviations of the scores of training tasks. Black and green lines represent regular and noise
image tasks, respectively, with 128 tests arranged horizontally by ascending test error.

(a) Test task (b) 1st training task (c) 2nd training task (d) 1024th training task

Figure 6: A test task (accuracy=0.76)(a) and three training tasks ranked 1st(b), 2nd(c), and 1024th(d) by TLXML.
According to this figure, in the test task, class 0 is similar to classes 1 and 2 from the first training task, while
class 4 is similar to class 3. Similarly, class 0 in the test task resembles class 3 of the 1024th training task.
Additionally, class 2 in the test task is similar to class 0 of both the first and second training tasks, and class 4
is again similar to class 3 of the first training task. Interestingly, class 1 in the test task is similar to classes 0, 1,
and 2 of the 1024th training task, suggesting that models trained on these classes may struggle to classify class
1 correctly, making the 1024th training task ineffective for accurate explanations.

focuses solely on classification tasks with cross-entropy loss in meta-learning. Nevertheless, we
expect that future work focusing on extending TLXML to other task types, e.g., regression and
reinforcement learning, should be straightforward, similar to its application in supervised learning.

Table 2: Experiments with a CNN trained with MAML on MiniImagenet dataset, combined with 128 noise
image tasks. The 128 test tasks were drawn from the pure MiniImagenet test taskset. The number of tests in
which the mean training task scores are in proper order is presented in the 6th column. The p values of the
binomial test are also listed. The standard deviation σ of the binomial distribution under the null hypothesis is
calculated as

√
128× 0.52 ∼ 5.66.

training parameter accuracy test in proper order
# rotation angles weight decay iteration test train count p-value

1(0 radian) 0 12000 0.43 1.0 10 (−9.5σ) 1.5× 10−24

2 0 40000 0.40 0.99 42 (−3.9σ) 1.3× 10−4

4 0 40000 0.39 0.95 57 (−1.2σ) 0.25
8 0 40000 0.48 0.86 90 (+4.6σ) 4.9× 10−6

16 0 40000 0.41 0.77 101 (+6.5σ) 3.0× 10−11

1(0 radian) 0.00001 16000 0.41 1.00 16 (−8.5σ) 6.4× 10−19

1(0 radian) 0.0001 20000 0.41 0.97 89 (+4.4σ) 1.2× 10−5

1(0 radian) 0.001 20000 0.45 0.95 100 (+6.4σ) 1.1× 10−10
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Sébastien M R Arnold, Praateek Mahajan, Debajyoti Datta, Ian Bunner, and Konstantinos Saitas
Zarkias. learn2learn: A library for Meta-Learning research. August 2020.

Elnaz Barshan, Marc-Etienne Brunet, and Gintare Karolina Dziugaite. RelatIF: Identifying ex-
planatory training samples via relative influence. In Silvia Chiappa and Roberto Calandra (eds.),
Proceedings of the Twenty Third International Conference on Artificial Intelligence and Statistics,
volume 108 of Proceedings of Machine Learning Research, pp. 1899–1909. PMLR, 2020.

Aleksandar Botev, Hippolyt Ritter, and David Barber. Practical gauss-newton optimisation for deep
learning. In International Conference on Machine Learning, pp. 557–565. PMLR, 2017.

Anshuman Chhabra, Peizhao Li, Prasant Mohapatra, and Hongfu Liu. ” what data benefits my clas-
sifier?” enhancing model performance and interpretability through influence-based data selection.
In The Twelfth International Conference on Learning Representations, 2024.

Gilad Cohen, Guillermo Sapiro, and Raja Giryes. Detecting adversarial samples using influence
functions and nearest neighbors. In Proceedings of the IEEE/CVF conference on computer vision
and pattern recognition, pp. 14453–14462, 2020.

Gabriella Csurka, Christopher R Dance, Lixin Fan, Jutta Willamowski, and Cédric Bray. Visual cat-
egorization with bags of keypoints. https://people.eecs.berkeley.edu/˜efros/
courses/AP06/Papers/csurka-eccv-04.pdf, 2004. Accessed: 2024-11-26.

Chelsea Finn, Pieter Abbeel, and Sergey Levine. Model-Agnostic Meta-Learning for fast adap-
tation of deep networks. In Doina Precup and Yee Whye Teh (eds.), Proceedings of the 34th
International Conference on Machine Learning, volume 70 of Proceedings of Machine Learning
Research, pp. 1126–1135. PMLR, 2017.

Micah Goldblum, Liam Fowl, and Tom Goldstein. Adversarially robust Few-Shot learning: A
Meta-Learning approach. Advances in Neural Information Processing Systems, pp. 17886–17895,
2020a.

Micah Goldblum, Steven Reich, Liam Fowl, Renkun Ni, Valeriia Cherepanova, and Tom Goldstein.
Unraveling meta-learning: Understanding feature representations for few-shot tasks. In Interna-
tional Conference on Machine Learning, pp. 3607–3616. PMLR, 2020b.

Frank R Hampel. The influence curve and its role in robust estimation. Journal of the american
statistical association, 69(346):383–393, 1974.

Xiaochuang Han and Yulia Tsvetkov. Fortifying toxic speech detectors against veiled toxicity.
In Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing
(EMNLP), pp. 7732–7739, 2020.

Xiaochuang Han, Byron C. Wallace, and Yulia Tsvetkov. Explaining black box predictions and
unveiling data artifacts through influence functions. In Dan Jurafsky, Joyce Chai, Natalie
Schluter, and Joel R. Tetreault (eds.), Proceedings of the 58th Annual Meeting of the Associa-
tion for Computational Linguistics, ACL 2020, Online, July 5-10, 2020, pp. 5553–5563. Asso-
ciation for Computational Linguistics, 2020. doi: 10.18653/V1/2020.ACL-MAIN.492. URL
https://doi.org/10.18653/v1/2020.acl-main.492.

Timothy M Hospedales, Antreas Antoniou, Paul Micaelli, and Amos J Storkey. Meta-Learning in
neural networks: A survey. IEEE Trans. Pattern Anal. Mach. Intell., 2021.

11

https://people.eecs.berkeley.edu/~efros/courses/AP06/Papers/csurka-eccv-04.pdf
https://people.eecs.berkeley.edu/~efros/courses/AP06/Papers/csurka-eccv-04.pdf
https://doi.org/10.18653/v1/2020.acl-main.492


594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2025

Jeya Vikranth Jeyakumar, Joseph Noor, Yu-Hsi Cheng, Luis Garcia, and Mani Srivastava. How can
i explain this to you? an empirical study of deep neural network explanation methods. Advances
in neural information processing systems, 33:4211–4222, 2020.

Rajiv Khanna, Been Kim, Joydeep Ghosh, and Sanmi Koyejo. Interpreting black box predictions
using fisher kernels. In Kamalika Chaudhuri and Masashi Sugiyama (eds.), Proceedings of the
Twenty-Second International Conference on Artificial Intelligence and Statistics, volume 89 of
Proceedings of Machine Learning Research, pp. 3382–3390. PMLR, 2019.

Vanshaj Khattar, Yuhao Ding, Bilgehan Sel, Javad Lavaei, and Ming Jin. A cmdp-within-online
framework for meta-safe reinforcement learning. arXiv preprint arXiv:2405.16601, 2024.

Pang Wei Koh and Percy Liang. Understanding black-box predictions via influence functions. Pro-
ceedings of the 34th International Conference on Machine Learning, 70:1885–1894, 2017.

Pang Wei W Koh, Kai-Siang Ang, Hubert Teo, and Percy S Liang. On the accuracy of influence
functions for measuring group effects. Advances in neural information processing systems, 32,
2019.

Da Li, Yongxin Yang, Yi-Zhe Song, and Timothy Hospedales. Learning to generalize: Meta-learning
for domain generalization. In Proceedings of the AAAI conference on artificial intelligence, vol-
ume 32, 2018.

Zichuan Lin, Garrett Thomas, Guangwen Yang, and Tengyu Ma. Model-based adversarial meta-
reinforcement learning. Advances in Neural Information Processing Systems, 33:10161–10173,
2020.

D G Lowe. Object recognition from local scale-invariant features. In Proceedings of the Seventh
IEEE International Conference on Computer Vision, volume 2, pp. 1150–1157 vol.2. IEEE, 1999.

D G Lowe. Distinctive image features from scale-invariant keypoints. International Journal of
Computer Vision, 2004.
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TECHNICAL APPENDICES

A METHOD DETAILS

A.1 IMPLICIT DIFFERENTIATION

The second equation in each of Equation 1, Equation 4, Equation 9, and Equation 12 is derived from
the following property.

Property 1: If a vector parameter θ̂ϵ is parametrized by a scalar parameter ϵ in such a way such the
local maximum or the local minimum condition of a second-order differentiable function L(θ, ϵ) is
satisfied for each value of ϵ, then the derivative of θ̂ϵ with respect to ϵ satisfies:

∂2L(θ, ϵ)

∂θ∂θ

∣∣∣∣
θ=θ̂ϵ

dθ̂ϵ
dϵ

= −∂L (θ, ϵ)

∂θ∂ϵ

∣∣∣∣
θ=θ̂ϵ

. (13)

The proof is done almost trivially by differentiating the local maximum or minimum condition:
∂L (θ, ϵ)

∂θ

∣∣∣∣
θ=θ̂ϵ

= 0 (14)

with respect to ϵ and apply the chain rule. Note that if the matrix ∂∂L in Equation 13 is invertible,
we can solve the equation to obtain the ϵ-derivative of θ̂ϵ. Note also that we do not assume θ̂ϵ to be
the unique solution of Equation 14 and Equation 13 is true for any parametrization of θ with ϵ that
satisfies Equation 14.

A.2 THIRD-ORDER TENSORS IN INFLUENCE FUNCTIONS

Here, we explain how the computational cost of O(pq2) arises in evaluating the influence function
in Equation 4. This is due to the third order tensors which appear in the intermediate process of
evaluating the Hessian:

H =
1

M

M∑
i=1

∂2Li(D(i)test, fθ̂i(ω))

∂ω∂ω
(15)

=
1

M

M∑
i=1

(∂θ̂i (ω)

∂ω

)T
∂2Li(D(i)test, fθ)

∂θ∂θ

∣∣∣∣
θ=θ̂i(ω)

∂θ̂i (ω)

∂ω
(16)

+
∂Li(D(i)test, fθ)

∂θ

∣∣∣∣
θ=θ̂i(ω)

∂2θ̂i (ω)

∂ω∂ω

]
where θ̂i = A(L(i)train,Li, ω). Because θ̂i and ω is a p-dimensional q-dimensional and vector, the
second-order derivative ∂∂θ̂i in the last term is the third-order tensor of pq2 elements. This tensor
also appears in the evaluation of the second-order derivative of the network output with respect to
ω. In the case of MAML, this tensor is in the form of a third-order derivative:

∂2θ̂i (θ0)

∂θ0∂θ0
=

∂2

∂θ0∂θ0
A(D(i)train,Li, θ0) = −α

∂3

∂θ0∂θ0∂θ0
Li
(
D(i)train, fθ0

)
.

A.3 RELATIONS AMONG KL-DIVERGENCE, CROSS-ENTROPY, AND FISHER INFORMATION
MATRIX

For the reader’s convenience, we present basic facts related to the approximation method argued in
section 4.2.

Variant expressions of Hessian The cross-entropy L between two probability distributions
P (X|ω∗), P (X|ω) parametrized by ω∗ and ω, is equivalent to the Kullback–Leibler (KL) diver-
gence up to a ω-independent term:

DKL (P (X|ω∗) , P (X|ω)) = L (P (X|ω∗) , P (X|ω)) +
∫

P (X|ω∗) logP (X|ω∗)dX.

1
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Therefore, the second-order derivatives of them with respect to ω are identical:

∂2

∂ω∂ω
DKL =

∂2

∂ω∂ω
L

Furthermore, considering the Taylor expansion of DKL with ∆ω=ω−ω∗

DKL (P (X|ω∗) , P (X|ω))

∼ −
∑
µ

[∫
∂µP (X|ω∗) dX

]
∆ωµ

+
1

2

∑
µν

[∫
−∂µ∂νP (X|ω∗) +

∂µP (X|ω∗) ∂νP (X|ω∗)
2

P (X|ω∗)
dX

]
∆ωµ∆ων

=
1

2

∑
µν

EX∼P (X|ω∗) [∂µ logP (X|ω∗) ∂ν logP (X|ω∗)]∆ωµ∆ων .

≡ 1

2

∑
µν

gµν (ω
∗)∆ωµ∆ων ,

we see that

∂2

∂ωµ∂ων
DKL

∣∣∣∣
ω=ω∗

=
∂2

∂ωµ∂ων
L

∣∣∣∣
ω=ω∗

= gµν (ω
∗) (17)

Approximations by empirical sums Let us consider the case that X = (x, c) is the pair of a
network input xn and a class label cn and P is the composition of soft-max function σ and the
network output yn ≡ fω(xn). Assuming that sampled data accurately approximate the distributions,
we obtain the expressions of the Fisher information metric in the form of an empirical sum:

gµν (ω
∗) = EX∼P (X|ω∗) [∂µ logP (X|ω∗) ∂ν logP (X|ω∗)]

= E(c,x)∼Pω∗ (c|x)P (x) [∂µ log (Pω (c|x)P (x)) ∂ν log (Pω (c|x)P (x))]
∣∣
ω=ω∗

= E(c,x)∼Pω∗ (c|x)P (x) [∂µ log (Pω (c|x)) ∂ν log (Pω (c|x))]
∣∣
ω=ω∗

∼
∑
ni

σi (yn) [∂µ log (σi (yn)) ∂ν log (σi (yn))]

∣∣∣∣∣
ω=ω∗

=
∑
nijk

σi (yn) (δik − σk (yn)) (δij − σj (yn))
∂ynk
∂ωµ

∂ynj
∂ων

∣∣∣∣∣∣
ω=ω∗

=
∑
nkj

σk (yn) (δkj − σj (yn))
∂ynk
∂ωµ

∂ynj
∂ων

∣∣∣∣∣∣
ω=ω∗

.
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To express the Hessian in a similar way, we denote the target vector of a sample xn as tni. Then:

∂2

∂ω∂ω
L = − ∂2

∂ω∂ω

∑
c

∫
Pω∗ (c|x)P (x) log [Pω (c|x)P (x)] dx

∼ − ∂2

∂ω∂ω

∑
ni

tni log [Pω (i|xn)P (xn)]

= − ∂2

∂ω∂ω

∑
ni

tni log σi(yn)

= − ∂

∂ω

∑
nik

tni [δik − σk(yn)]
∂ynk
∂ω

=
∑
nijk

tniσk(yn) (δkj − σj(yn))
∂ynk
∂ω

∂ynj
∂ω

−
∑
nik

tni [δik − σi(yn)]
∂2ynk
∂ω∂ω

=
∑
njk

σk(yn) (δkj − σj(yn))
∂ynk
∂ω

∂ynj
∂ω

−
∑
nik

tni [δik − σi(yn)]
∂2ynk
∂ω∂ω

= g(ω)−
∑
nik

tni [δik − σi(yn)]
∂2ynk
∂ω∂ω

. (18)

The second to the last equation proves Equation 10. Thus we see that if the distributions P (X|ω∗)
and P (X|ω) are accurately approximated by the training data samples and the model’s outputs,
respectively, the first term in Equation 10 becomes equivalent to the Fisher information metric eval-
uated at ω. By comparing Equation 17 and Equation 18, we see that if ω is near to ω∗, the second
term of Equation 18 drops and the Hessian is well approximated by the Fisher information metric.

B EXPERIMENTAL DETAILS

B.1 COMPUTE RESOURCES

The experiments in Section 5 are carried out in multiple computing environments. We present the
information on computation times in the case of an Intel Core i7-7567U CPU with a 3.50GHz clock
and an NVIDIA GeForce RTX 2070 GPU.

For conducting the experiments in Section 5.1 with the small network with 1285 parameters, training
the model with 1000 meta-bathes takes about ≈ 2 hours, computing Imeta with the 128 training
tasks without approximation takes about ≈ 20 minutes, and after that, computing the influence
scores Iperf for the 128 test tasks takes a few minutes.

For conducting the experiments in Section 5.2 with the CNN with 121,093 parameters, training the
model with 40000 meta-batches takes about ≈ 1 day, computing Imeta with the 1024 training tasks
with the proposed approximation method takes about ≈ 15 hours, and after that, computing the
influence scores Iperf for the 128 test tasks takes about ≈ 2 hours. If we employ data augmentation
in training, we need to perform the summation over the augmented tasks in the computation of
Imeta, and its computational time scales proportionally with the amount of augmentation.

B.2 DETAILS OF DISTINCTION OF TASKS (SECTION 5.1)

B.2.1 EFFECT OF PRUNING HESSIAN

In the experiments in Section 5.1 with MiniImagenet, we encountered negative eigenvalues of the
Hessian. We provide some details here. The plot in Figure 7 shows 1285 eigenvalues arranged from
the largest to the smallest. We can see that the non-zero eigenvalues are almost restricted to the first
several hundred elements. We can also see 92 negative eigenvalues in the tail.

We also conducted experiments with the Omniglot dataset. We train a two-layer fully connected
network with widths of 32 and 5 (1413 parameters) with 1000 meta-batches. We use 128 training
tasks to facilitate training progress with this small network. The model’s input is a 36-dimensional
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Table 3: Effect of pruning the Hessian(Omniglot dataset). ”# eigenvalues” means the number of the eigenvalues
we choose from the largest and treat as non-zero in taking the pseudo inverse. We set the rest of the eigenvalues
to zero. The first line is the case of the original Hessian, where we take the inverse without any additional
manipulation. Actually, 428 of them are negative, and the second line is the case that we prune them. The
second column presents the self-ranks in the tests without degradation. The rest of the columns present the
correlation coefficients between the two degradation parameters and self-ranks or self-scores. All the values
are given with the mean values and standard deviations across the 128 tests. There are cases in which increasing
α does not change the ranks of the original training tasks. The numbers of those cases are shown in the brackets,
and they are removed from the statistics because the correlation coefficients can not be defined for them.

# eigenvalues selfrank(avg±std) correlation with degradation(avg±std)
alpha/rank alpha/score ratio/rank ratio/score

1413 66.0 ±36.9 0.15 ±0.48(21) 0.06 ±0.50 0.02 ±0.34 0.03 ±0.23
985 7.8 ±10.0 0.48 ±0.12(2) -0.37 ±0.33 0.25 ±0.28 0.01 ±0.23
512 0.8 ±5.0 0.50 ±0.00(1) -0.50 ±0.00 0.35 ±0.26 -0.15 ±0.23
256 1.6 ±6.3 0.50 ±0.00(1) -0.50 ±0.00 0.34 ±0.27 -0.12 ±0.25
128 2.9 ±7.4 0.50 ±0.00(1) -0.50 ±0.00 0.36 ±0.27 -0.11 ±0.24
64 4.3 ±8.0 0.50 ±0.00(1) -0.50 ±0.00 0.36 ±0.26 -0.13 ±0.23
32 6.4 ±8.8 0.50 ±0.00(1) -0.49 ±0.09 0.33 ±0.26 -0.08 ±0.24
16 8.4 ±10.0 0.50 ±0.00(1) -0.50 ±0.00 0.32 ±0.30 -0.08 ±0.25
8 11.8 ±12.5 0.50 ±0.00(4) -0.50 ±0.00 0.29 ±0.29 -0.06 ±0.24

Figure 7: Eigenvalues of the Hessian before the pruning in 5.1

feature vector extracted from the image by applying 2-dimensional FFT and dropping the edges
to get the 6x6 images at the center. In this case, we encountered 428 negative eigenvalues of the
Hessian. The effects of pruning on the rank of test tasks chosen from the training task set are shown
in the first column of Table 3. Tests with the degradation of those test tasks were also conducted,
and the third to seventh columns of the table in Table 3 show the correlation coefficients between
the degradation parameters and the ranks and the scores of the originally identical training tasks.
Again, we see the values of correlation coefficients are increased by pruning to some extent, but
those correlations are weaker than in the cases of MiniImagenet (Table 1). A possible reason for
the weak correlation with is that the images of handwritten digits in Omniglot have small varieties
of darkness and the trained model is more agnostic about the darkness of the images. A possible
reason for the weak correlation with the ratio is that the tasks in Omniglot are easier to adapt to than
the tasks in MiniImagenet.

B.3 DETAILS OF DISTINCTION OF TASK DISTRIBUTIONS (SECTION 5.2)

B.3.1 MAML

Implementation Details As discussed in Section 4, approximating the Hessian using the quadratic
form of the Gauss-Newton matrix is insufficient to fully address the storage or memory cost issue.
Thus it is necessary to select a small number of independent vectors from the linear combinations
of columns of V in Equation 11. In the experiments of Section 5.2, 1024 independent vectors are
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Figure 8: Distribution of self-ranks in test with the training tasks with CNN. Here we define the self-rank as
the rank of the training task identical to the test task.

Table 4: Experiments with a CNN trained with MAML and MiniImagenet dataset combined with 128 noise
image tasks. 128 test tasks were taken from the test taskset of pure MiniImagenet. The numbers of tests where
mean and median training task scores are in proper order are listed in the last two columns. We say the mean
or median scores of normal and noise image tasks are in proper order if the former is larger than the latter. The
standard deviation σ of the binomial distribution of the hypothesis is

√
128× 0.52 ∼ 5.66.

training parameter accuracy # test with proper score order
# rotation angles weight decay iteration test train mean median

1(0 radian) 0 12000 0.43 1.00 10 (−9.5σ) 12 (−9.2σ)
2 0 40000 0.40 0.99 42 (−3.9σ) 25 (−6.9σ)
4 0 40000 0.39 0.95 57 (−1.2σ) 58 (−1.1σ)
6 0 40000 0.43 0.89 87 (+4.1σ) 81 (+3.0σ)
8 0 40000 0.48 0.86 90 (+4.6σ) 91 (+4.8σ)

10 0 40000 0.45 0.84 102 (+6.7σ) 97 (+5.8σ)
12 0 40000 0.49 0.84 83 (+3.4σ) 76 (+2.1σ)
14 0 40000 0.45 0.80 61 (−0.5σ) 53 (−1.9σ)
16 0 40000 0.41 0.77 101 (+6.5σ) 95 (+5.5σ)

1(0 radian) 0.00001 16000 0.41 1.00 16 (−8.5σ) 15 (−8.7σ)
1(0 radian) 0.0001 20000 0.44 0.97 89 (+4.4σ) 76 (+2.1σ)
1(0 radian) 0.0005 20000 0.46 0.97 88 (+4.2σ) 90 (+4.6σ)
1(0 radian) 0.001 20000 0.45 0.95 100 (+6.4σ) 91 (+4.8σ)
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Table 5: Experiments with a CNN trained with MAML and Omniglot dataset combined with 128 noise image
tasks. 128 test tasks were taken from the test taskset of pure Omniglot. See the caption of Table 4 for other
notations.

training parameter accuracy # test with proper score order
# tasks # normal tasks # noise tasks iteration test train mean median

136 8 128 17000 0.531 1.00 58 (−1.1σ) 61 (−0.53σ)
144 16 128 9000 0.571 1.00 57 (−1.2σ) 63 (−0.18σ)
160 32 128 10000 0.631 1.00 65 (+0.18σ) 66 (+0.35σ)
192 64 128 18000 0.657 1.00 66 (+0.35σ) 75 (+1.9σ)
256 128 128 12000 0.747 1.00 51 (−2.3σ) 54 (−1.8σ)
512 384 128 20000 0.868 1.00 71 (+1.2σ) 75 (+1.9σ)
1024 896 128 18000 0.939 1.00 84 (+3.5σ) 80 (+2.8σ)
2048 1920 128 15000 0.965 1.00 73 (+1.6σ) 73 (+1.6σ)

Table 6: Experiments with a CNN trained with MAML and Omniglot dataset combined with noise image tasks
at the mixing rate 7:1. 128 test tasks were taken from the test taskset of pure Omniglot. See the caption of
Table 4 for other notations.

training parameter accuracy # test with proper score order
# tasks # normal tasks # noise tasks iteration test train mean median

128 112 16 20000 0.749 1.000 61(-0.53σ) 53(-1.94σ)
256 224 32 20000 0.829 1.000 61(-0.53σ) 65(+0.18σ)
512 448 64 20000 0.894 1.000 76(+2.12σ) 76(+2.12σ)
1024 896 128 18000 0.939 1.000 84(+3.54σ) 80(+2.83σ)

collected. At each step in the summation of Equation 11 over the training tasks, the columns of
V are orthogonalized, the vectors with the largest 1024 norms are kept, and the other vectors are
dropped.

To evaluate if the buffer of vectors with the size 1024 has enough expressiveness, we trained the
same CNN with 1024 regular tasks of MiniImagenet, approximated the Hessian using the same
method, and conducted 128 tests with the tasks taken from the training taskset as in the case of 5.1.
Figure 8 shows that the training task identical to each of the test tasks is perfectly distinguished by
the influence score calculated using the aforementioned approximation.

MiniImagenet Table 4 shows the full list of the results of the experiments with mixed training task
distributions. In the last two columns, we present the numbers of the tests where the two distributions
are in proper order both in terms of mean values and median values. Again, we observe the tendency
that when the model fits well to the training tasks, the scores of regular and noise image tasks are
distributed in the opposite of proper order, and as we increase the generalization ability through data
augmentation with image rotation or weight decay, they align in proper order.

Omniglot For Omniglot dataset, we trained a CNN with four-layer convolutional layers and one
fully connected layer(111,261 parameters). Table 5 and 6 shows the results with the Ominglot
dataset mixed with noise image training task. Ominiglot tasks are known to be easier than MiniIma-
genet, therefore we can investigate the region of higher test accuracies. Note that no data augmenta-
tion nor use weight decay were necessary to achieve test accuracies above 0.9. Rather, we reduced
the number of training tasks to lower the level of generalization. We examined two methods for
reducing the number of training tasks: 1) reducing the number of normal tasks and 2) reducing the
number of both normal and noise tasks with a fixed mixing rate. The tables once again show the
tendency of the relative positions of the distribution of influence scores of the noise image tasks and
the normal tasks to change depending on the extent of generalization.

B.3.2 PROTOTYPICAL NETWORK

The experimental setup for Prototypical Network is parallel with the one for MAML. We trained
four-layer CNN backbones (for 113,088 parameters for MiniImagenet and 111.936 parameters for
Omniglot) for the 5-way-5-shot problem. Table 7, 8, 9, and 10 show the result of the experiment.
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Table 7: Experiments with a CNN as a Prototypical network trained with MiniImagenet dataset combined with
128 noise image tasks. 128 test tasks were taken from the test taskset of pure MiniImagenet. See the caption of
Table 4 for other notations.

training parameter accuracy # test with proper score order
# tasks # normal tasks # noise tasks iteration test train mean median

136 8 128 10000 0.357 1.000 91(+4.77σ) 86(+3.89σ)
144 16 128 10000 0.363 1.000 85(+3.71σ) 79(+2.65σ)
160 32 128 10000 0.333 1.000 66(+0.35σ) 60(-0.71σ)
192 64 128 10000 0.363 1.000 71(+1.24σ) 70(+1.06σ)
256 128 128 10000 0.393 0.999 24(-7.07σ) 30(-6.01σ)
512 384 128 10000 0.447 0.751 115(+9.02σ) 110(+8.13σ)
1024 896 128 10000 0.507 0.621 94(+5.30σ) 92(+4.95σ)
2024 1896 128 10000 0.535 0.599 88(+4.24σ) 77(+2.30σ)

Table 8: Experiment with a Prototypical network trained with MiniImagenet dataset and noise image tasks with
a fixed mixing rate. 128 test tasks were taken from the test taskset of pure MiniImagenet. See the caption of
Table 4 for other notations.

training parameter accuracy # test with proper score order
# tasks # normal tasks # noise tasks iteration test train mean median

128 112 16 10000 0.417 1.000 33(-5.48σ) 38(-4.60σ)
256 224 32 10000 0.434 0.916 122(+10.25σ) 98(+6.01σ)
512 448 64 10000 0.490 0.732 111(+8.31σ) 101(+6.54σ)
1024 896 128 10000 0.507 0.621 94(+5.30σ) 92(+4.95σ)

Table 9: Experiments with a CNN as a Prototypical network trained with Omniglot dataset combined with 128
noise image tasks. 128 test tasks were taken from the test taskset of pure Omniglot. See the caption of Table 4
for other notations.

training parameter accuracy # test with proper score order
# tasks # normal tasks # noise tasks iteration test train mean median

136 8 128 10000 0.679 1.000 81(+3.01σ) 70(+1.06σ)
144 16 128 10000 0.699 1.000 79(+2.65σ) 83(+3.36σ)
160 32 128 10000 0.719 1.000 64(+0.00σ) 68(+0.71σ)
192 64 128 10000 0.654 1.000 84(+3.54σ) 75(+1.94σ)
256 128 128 10000 0.697 1.000 86(+3.89σ) 85(+3.71σ)
512 384 128 10000 0.750 0.998 76(+2.12σ) 70(+1.06σ)
1024 896 128 10000 0.754 0.971 77(+2.30σ) 72(+1.41σ)
2024 1896 128 10000 0.841 0.960 59(-0.88σ) 55(-1.59σ)

Table 10: Experiments with a CNN as a Prototypical network trained with Omniglot dataset combined with
noise image tasks at the mixing rate 7:1. 128 test tasks were taken from the test taskset of pure Omniglot. See
the caption of Table 4 for other notations.

training parameter accuracy # test with proper score order
# tasks # normal tasks # noise tasks iteration test train mean median

128 112 16 10000 0.727 1.000 70(+1.06σ) 68(+0.71σ)
256 224 32 10000 0.717 1.000 68(+0.71σ) 68(+0.71σ)
512 448 64 10000 0.740 1.000 68(+0.71σ) 67(+0.53σ)
1024 896 128 10000 0.754 0.971 77(+2.30σ) 72(+1.41σ)
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Table 11: Experiments with a CNN trained with MAML and Omniglot dataset combined with 128 noise image
tasks. 128 test tasks were taken from the combined training taskset. See the caption of Table 4 for other
notations.

training parameter accuracy self-rank # test with proper score order
# tasks # normal # noise iteration train mean median

136 8 128 17000 1.00 0.00±0.00 10(-9.55σ) 59(-0.88σ)
144 16 128 9000 1.00 0.00±0.00 18(-8.13σ) 60(-0.71σ)
160 32 128 10000 1.00 0.00±0.00 27(-6.54σ) 69(+0.88σ)
192 64 128 18000 1.00 0.00±0.00 44(-3.54σ) 60(-0.71σ)
256 128 128 12000 1.00 0.00±0.00 60(-0.71σ) 61(-0.53σ)
512 384 128 20000 1.00 0.00±0.00 68(+0.71σ) 56(-1.41σ)

1024 896 128 18000 1.00 0.01±0.09 54(-1.77σ) 46(-3.18σ)
2048 1920 128 15000 1.00 10.73±72.39 66(+0.35σ) 68(+0.71σ)

Table 12: Experiments with a CNN trained with MAML and Omniglot dataset combined with noise image
tasks at the mixing rate 7:1. 128 test tasks were taken from the combined training taskset. See the caption of
Table 4 for other notations.

training parameter accuracy self-rank # test with proper score order
# tasks # normal # noise iteration train mean median

128 112 16 20000 1.00 0.00±0.00 106(+7.42σ) 59(-0.88σ)
256 224 32 20000 1.00 0.02±0.20 85(+3.71σ) 52(-2.12σ)
512 448 64 20000 1.00 0.00±0.00 77(+2.30σ) 55(-1.59σ)
1024 896 128 18000 1.00 0.01±0.09 54(-1.77σ) 46(-3.18σ)

The results of the test accuracies with Omniglot (Table 9 and 10) show that the decrease of the gener-
alization ability due to the number of training tasks is not as severe as with MAML. This is reflected
in the relative positions of the training task distributions, as measured by the means and medians of
influence scores, which remain relatively stable. In contrast, the results with MiniImagenet (Table
7 and 8) both show test accuracy decreases with the number of training tasks and the shift in the
relative positions occues in the regions with the number of normal tasks being around 120. Note
that in the case of the fixed number of noise tasks (Table 7), further decreasing of the tasks leads to
the change of the relative position again. This can be considered due to the shortage of statistics.
In those situations, a small number of normal training tasks with high scores can affect the mean
or median values significantly, and those statistical values are less adequate for characterizing the
positions of the task distributions.

B.4 TEST WITH TRAINING TASKS

To check if the CNNs used in the above experiments have Property 1 in Section 5, we tested them
with tasks taken from the training tasks. The results are shown in Table 11, 12, 13, 14, 15, and 16.

The columns of self-ranks in the tables indicate that the influence scores with the approximation
method also have the ability to distinguish the tasks identical to the test tasks both for MAML and

Table 13: Experiments with a CNN as a Prototypical network trained with MiniImagenet dataset combined
with 128 noise image tasks. 128 test tasks were taken from the combined training taskset. See the caption of
Table 4 for other notations.

training parameter accuracy self-rank # test with proper score order
# tasks # normal # noise iteration train mean median

136 8 128 10000 1.00 0.00±0.00 8(-9.90σ) 25(-6.89σ)
144 16 128 10000 1.00 0.00±0.00 16(-8.49σ) 28(-6.36σ)
160 32 128 10000 1.00 0.00±0.00 29(-6.19σ) 28(-6.36σ)
192 64 128 10000 1.00 0.00±0.00 42(-3.89σ) 22(-7.42σ)
256 128 128 10000 1.00 0.00±0.00 56(-1.41σ) 15(-8.66σ)
512 384 128 10000 0.75 0.00±0.00 69(+0.88σ) 55(-1.59σ)
1024 896 128 10000 0.62 0.00±0.00 87(+4.07σ) 72(+1.41σ)
2024 1896 128 10000 0.60 0.00±0.00 84(+3.54σ) 84(+3.54σ)
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Table 14: Experiments with a CNN as a Prototypical network trained with MiniImagenet dataset combined
with noise image tasks at the mixing rate 7:1. 128 test tasks were taken from the combined training taskset. See
the caption of Table 4 for other notations.

training parameter accuracy self-rank # test with proper score order
# tasks # normal # noise iteration train mean median

128 112 16 10000 1.00 0.00±0.00 103(+6.89σ) 25(-6.89σ)
256 224 32 10000 0.92 0.00±0.00 60(-0.71σ) 22(-7.42σ)
512 448 64 10000 0.73 0.00±0.00 80(+2.83σ) 68(+0.71σ)
1024 896 128 10000 0.62 0.00±0.00 87(+4.07σ) 72(+1.41σ)

Table 15: Experiments with a CNN as a Prototypical network trained with Omniglot dataset combined with
128 noise image tasks. 128 test tasks were taken from the combined training taskset. See the caption of Table
4 for other notations.

training parameter accuracy self-rank # test with proper score order
# tasks # normal # noise iteration train mean median

136 8 128 10000 1.00 0.00±0.00 12(-9.19σ) 43(-3.71σ)
144 16 128 10000 1.00 0.00±0.00 14(-8.84σ) 42(-3.89σ)
160 32 128 10000 1.00 0.04±0.26 27(-6.54σ) 35(-5.13σ)
192 64 128 10000 1.00 1.09±6.42 45(-3.36σ) 34(-5.30σ)
256 128 128 10000 1.00 3.67±16.55 57(-1.24σ) 81(+3.01σ)
512 384 128 10000 1.00 30.11±56.72 69(+0.88σ) 83(+3.36σ)
1024 896 128 10000 0.97 83.41±122.60 66(+0.35σ) 64(+0.00σ)
2024 1896 128 10000 0.96 120.10±241.10 54(-1.77σ) 63(-0.18σ)

Table 16: Experiments with a CNN as a Prototypical network trained with Omniglot dataset combined with
noise image tasks at the mixing rate 7:1. 128 test tasks were taken from the combined training taskset. See the
caption of Table 4 for other notations.

training parameter accuracy self-rank # test with proper score order
# tasks # normal # noise iteration train mean median

28 112 16 10000 1.00 1.70±9.24 109(+7.95σ) 73(+1.59σ)
256 224 32 10000 1.00 7.12±23.36 86(+3.89σ) 48(-2.83σ)
512 448 64 10000 1.00 36.98±69.89 55(-1.59σ) 54(-1.77σ)
1024 896 128 10000 0.97 83.41±122.60 66(+0.35σ) 64(+0.00σ)
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Prototypical Network. However, we should note that self-ranks deviate slightly from 0 in some
experiments with Prototypical Network and Omniglot dataset. A possible interpretation is that Om-
niglot dataset has pairs of closely similar tasks that the influence score fail to distinguish. This may
contribute to why tasks in the Omniglot dataset are easier to learn than those in MiniImagenet.

We should also mention the counts of the tests with the proper order of the normal task distributions
and the noise task distributions. In the cases of the combined tasksets with the fixed mixing ratio
(Table 12, 14, and 16 ). We observe that the mean scores of normal tasks tend to increase relative
to those of noise tasks when the number of training tasks is reduced, although this tendency is
less pronounced in the median scores. The tendency of the mean values is considered due to their
susceptibility to a small number of high scores. The relatively weak tendency of the median values
can be viewed as the result of their smaller susceptibility to those high scores.

In the cases of the combined tasksets with the fixed number of noise tasks (Table 11, 13, and 15 ),
we observe the tendencies opposite to the above. In those cases, the mean scores of normal tasks
tend to decrease when the number of training tasks is reduced. Similarly, the median scores show
less tendency. The reason is that the test tasks also contain the same portion of noise tasks. When
the number of training tasks is reduces, most of the test tasks are noise tasks. For those noise test
tasks, the mean scores of noise tasks become large, which means the mean scores of normal tasks
become small.

B.5 VALIDITY OF THE HESSIAN APPROXIMATION

From the above results, we see that influence scores calculated with GN matrix approximation have
enough expressibility for finding training tasks identical to test tasks and some statistical values
over different tests can also be used to distinguish the task distributions. As reference information
for observing the extent to which those results are under the influence of the approximation, we
trained a 2-layer fully connected network of the same structure as in Section B.2.1 with MAML and
Omniglot and calculated the correlation coefficients of influence scores obtained with and without
the approximation. As training settings, we took 5 cases of different numbers of training tasks, and
for each of them, as conditions for inverting the Hessians, we took 5 cases of different numbers of
the exact Hessian eigenvalues treated as non-zero, and 5 cases of different vector buffer sizes for
the approximated Hessians. In Table 17, 18, 19,20, and 21, we list the mean ± std values resulting
from calculating correlation coefficients between the influence scores of the training tasks and taking
statistics over 128 tests for each setting.

From the tables, we observe that most of the diagonal elements have the largest values in the rows
and in the columns where they reside. This is because the number of inverted eigenvalues in the
exact method and the size of the vector buffer in the approximation method both determine how
many directions are treated as non-flat, establishing a correspondence between the two.

We note that columns of larger inverted eigenvalues and rows of larger vector buffers exhibit weaker
correlations. This is likely due to instability in inversion caused by small eigenvalues. Additionally,
the network used here is much smaller than the CNN used in the previous subsections. We can
expect that larger networks fit better to the training data and therefore, the approximated influence
scores have more correlations with the exact ones. However, we cannot verify this experimentally
due to the computational barriers and the memory cost.
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Table 17: 64 training tasks, accuracy: 0.85

GN Matrix # inverted eigenvalues in exact Hessian
vector buffer 64 128 256 512 1024

64 0.45±0.26 0.32±0.35 0.30±0.38 0.18±0.44 0.03±0.41
128 0.34±0.30 0.36±0.37 0.37±0.39 0.23±0.51 0.03±0.46
256 0.21±0.34 0.27±0.39 0.30±0.41 0.26±0.50 0.04±0.42
512 0.19±0.34 0.25±0.40 0.30±0.41 0.28±0.48 0.06±0.38

1024 0.19±0.34 0.25±0.39 0.30±0.39 0.27±0.46 0.07±0.36

Table 18: 128 training tasks, accuracy: 0.84
GN Matrix # inverted eigenvalues in exact Hessian

vector buffer 64 128 256 512 1024
64 0.48±0.14 0.36±0.14 0.23±0.11 0.13±0.11 0.01±0.09
128 0.34±0.11 0.42±0.11 0.32±0.12 0.19±0.11 0.03±0.12
256 0.19±0.11 0.27±0.11 0.38±0.10 0.28±0.11 0.03±0.13
512 0.08±0.10 0.13±0.12 0.22±0.10 0.29±0.10 0.07±0.16

1024 0.06±0.13 0.08±0.12 0.13±0.11 0.20±0.11 0.07±0.15

Table 19: 256 training tasks, accuracy: 0.87
GN Matrix # inverted eigenvalues in exact Hessian

vector buffer 64 128 256 512 1024
64 0.44±0.11 0.35±0.10 0.24±0.10 0.15±0.10 0.02±0.11
128 0.34±0.10 0.42±0.09 0.32±0.10 0.20±0.09 0.03±0.10
256 0.23±0.09 0.31±0.08 0.38±0.08 0.28±0.09 0.04±0.10
512 0.14±0.09 0.18±0.09 0.25±0.08 0.31±0.08 0.06±0.09

1024 0.09±0.08 0.11±0.09 0.15±0.08 0.21±0.09 0.10±0.09

Table 20: 512 training tasks, accuracy: 0.88
GN Matrix # inverted eigenvalues in exact Hessian

vector buffer 64 128 256 512 1024
64 0.39±0.10 0.32±0.10 0.23±0.09 0.16±0.07 0.02±0.07
128 0.31±0.07 0.38±0.07 0.30±0.08 0.21±0.07 0.03±0.07
256 0.22±0.07 0.29±0.06 0.36±0.07 0.29±0.06 0.04±0.08
512 0.15±0.07 0.20±0.06 0.27±0.07 0.33±0.05 0.06±0.07

1024 0.10±0.06 0.13±0.06 0.19±0.07 0.25±0.06 0.08±0.06

Table 21: 1024 training tasks, accuracy: 0.89
GN Matrix # inverted eigenvalues in exact Hessian

vector buffer 64 128 256 512 1024
64 0.36±0.10 0.29±0.09 0.22±0.08 0.15±0.07 0.02±0.05
128 0.31±0.07 0.36±0.07 0.30±0.08 0.22±0.06 0.04±0.05
256 0.23±0.06 0.31±0.06 0.36±0.06 0.29±0.05 0.06±0.05
512 0.16±0.05 0.22±0.05 0.29±0.05 0.33±0.05 0.08±0.05

1024 0.12±0.05 0.16±0.05 0.21±0.05 0.27±0.04 0.11±0.05
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