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Abstract
Text simplification is the task of rewriting a001
text so that it is readable and easily understood.002
In this paper, we propose a simple yet novel003
unsupervised sentence simplification system004
that harnesses parsing structures together with005
sentence embeddings to produce linguistically006
effective simplifications. This means our model007
is capable of introducing substantial modifica-008
tions to simplify a sentence while maintaining009
its original semantics and adequate fluency. We010
establish the unsupervised state-of-the-art at011
39.13 SARI on TurkCorpus set and perform012
competitively against supervised baselines on013
various quality metrics. Furthermore, we014
demonstrate our framework’s extensibility to015
other languages via a proof-of-concept on Viet-016
namese data. Code for reproduction is anony-017
mously published at https://anonymous.018
4open.science/r/USDP-744B.019

1 Introduction020

Text simplification (TS) contributes to promoting021

social inclusion by making information more acces-022

sible to people with reading comprehension prob-023

lems such as second-language learners, non-experts024

or those suffering from cognitive impairment (Sid-025

dharthan, 2014; Stajner, 2021). Simplification can026

take many forms. It may involve splitting and/or027

reordering parts of the text to produce simpler syn-028

tactic structures. Lexical transformation can also029

be performed through the substitution of easier and030

more familiar vocabularies. While deleting redun-031

dant details produces an output shorter in length,032

the output can also become longer with extra infor-033

mation added to provide explanations for difficult034

concepts, i.e., elaboration. Regardless of the op-035

erations, the simple variants must preserve the key036

meaning of the original texts.037

Previous studies criticize existing systems for be-038

ing opaque, suboptimal and semantically compro-039

mising (Garbacea et al., 2021; Maddela et al., 2021;040

Stajner, 2021). Table 1 illustrates how the meaning041

Original sentence Simple variant
In Ethiopia, HIV dis-
closure is low

In Ethiopia , HIV is
low

Mustafa Shahbaz , 26
, was shopping for
books about science

Mustafa Shahbaz, 26
years old , was a group
of books about science

Healthy diet linked to
lower risk of chronic
lung disease

Healthy diet linked to
lung disease

Table 1: Examples of logic errors produced by ACCESS
(Martin et al., 2020) and DMLMTL (Guo et al., 2018),
taken from (Garbacea et al., 2021).

is easily sacrificed with respect to minor changes 042

to the sentence structure. Generally, TS works 043

must be mindful of the trade-off of Simplicity vs. 044

Fluency and Adequacy (semantics similarity). Al- 045

though some works explicitly incorporate all three 046

properties in the training objectives (Laban et al., 047

2021; Zhang and Lapata, 2017; Kumar et al., 2020), 048

their evaluations do not clearly explain whether or 049

not simplicity is induced as the cost of fluency and 050

adequacy. By exploiting deep dependency parsing, 051

we contribute a novel unsupervised strategy called 052

Family Sampling that strictly enforces grammati- 053

cally fluent simplification while ensuring the most 054

important ideas are retained. We shed light on how 055

our model achieves the balance of these three prop- 056

erties through both automatic metrics and human 057

judgement, which at the same time substantiates 058

our superiority over unsupervised counterparts. 059

Whereas most models are restricted to the lan- 060

guage of the data they are trained on, we demon- 061

strate that our framework readily extends to other 062

languages by adapting it to simplify Vietnamese 063

texts. We also address interpretability by providing 064

linguistically-motivated empirical evidence con- 065

firming the intuition behind our framework. 066
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2 Related Work067

Supervised TS. Earlier works inherit techniques068

from statistical machine translation (Brown et al.,069

1990) to translate a text of the complex language070

to the simple language. The translation model is071

learned through aligned words or phrases in normal-072

simplified text pairs, referred to as phrase-based073

simplification (Coster and Kauchak, 2011; Koehn074

et al., 2007; Narayan and Gardent, 2014; Wubben075

et al., 2012). Alternatively, in syntax-based simpli-076

fication (Zhu et al., 2010), the alignment units are077

syntactic components. The first neural sequence-078

to-sequence text simplification system is proposed079

in (Nisioi et al., 2017). Utilizing the same archi-080

tecture, other works (Guo et al., 2018; Zhang and081

Lapata, 2017) further employ reinforcement learn-082

ing with a reward function that is a weighted sum083

of three component rewards: simplicity, relevance084

and fluency. Audience Centric Sentence Simplifica-085

tion ACCESS is a recent supervised state-of-the-art086

approach (Martin et al., 2020) that conditions the087

simplified outputs on different attributes of text088

complexity. These models rely on parallel corpora089

to implicitly learn hybrid transformation patterns.090

Despite impressive results, the scarcity of high-091

quality and large-scale datasets heavily impedes092

progress in supervised TS (Alva-Manchego et al.,093

2020). The attention has thus been shifted towards094

semi-supervised and unsupervised approaches.095

Semi-Supervised TS. Instead of using aligned096

data, Zhao et al. (2020) introduce a noising mech-097

anism to generate parallel examples from any En-098

glish dataset, then train denoising autoencoders to099

reconstruct the original sentences. Under a frame-100

work called back-translation, Martin et al. (2021)101

use multilingual translation systems to produce var-102

ious simpler paraphrases from monolingual corpora103

(e.g., English to French, then French to English),104

thus eliminating the need for labeled data. In the105

same spirit, Mallinson et al. (2020) recently adopt106

a cross-lingual strategy to simplify low-resource107

languages (e.g., German) from high-resources lan-108

guages (e.g., English). Instead of having translation109

done in the data pre-processing step, they develop a110

system that performs simplification and translation111

at the same time.112

Unsupervised TS. The first unsupervised neu-113

ral model for text simplification is proposed by114

Surya et al. (2019). The model is trained to mini-115

mize adversarial losses on two separate sets of com-116

plex and simple sentences extracted from a parallel117

Wikipedia corpus. DisSim (Niklaus et al., 2019) 118

is another effort focusing on splitting and deletion 119

by applying 35 hand-crafted grammar rules over a 120

constituency parse tree. Recent works tend to favor 121

edit and decoding-based approaches. This line of 122

work is advantageous since not only can the system 123

generate hybrid outputs without relying on aligned 124

datasets, but it can also allow for quality control ex- 125

plicitly via a scoring function balancing simplicity, 126

fluency and semantics preservation. The algorithm 127

of Kumar et al. (2020) iteratively edits a given com- 128

plex sentence to make it simpler using four opera- 129

tions: removal, extraction, reordering and substitu- 130

tion, while (Kariuk and Karamshuk, 2020) imple- 131

ment beam search with simplicity-aware penalties 132

for sentence simplification. In the same setting 133

as (Zhang and Lapata, 2017), KiS (Laban et al., 134

2021) revisits reinforcement learning and tackles 135

simplification for paragraphs without supervision. 136

However, the method involves end-to-end training 137

on multiple Transformer-based models, which is 138

computationally expensive and challenging to ex- 139

tend to new settings. 140

Contributions. In contrast to the above, we 141

propose a light-weight solution for sentence TS 142

making full use of pre-training, i.e., neither fine- 143

tuning nor end-to-end training is required, thereby 144

making it highly reproducible and robust to out- 145

of-distribution examples. Specifically, we im- 146

prove on the existing decoding procedure through 147

a linguistics-based unsupervised framework. We 148

perform structural and lexical simplification se- 149

quentially, rather than simultaneously like previous 150

works since it would support interpretation and al- 151

low for controllability. This sequential approach 152

is also adopted in (Maddela et al., 2021), which 153

leverages DisSim together with a self-designed 154

paraphrasing system. We first develop a stand- 155

alone decoding framework for structural simpli- 156

fication, then adopt back-translation for lexical 157

simplification and paraphrasing. After studying 158

prior works, we find that splitting and elabora- 159

tion are difficult to implement without labeled data 160

or heavily injected grammar rules, whereas our 161

goal is to maximize the capacity of TS system in 162

the absence of external knowledge. An interesting 163

discovery is that back-translation in phase 2 is a 164

convenient technique, in that it can also perform 165

reordering (as part of the rewriting process), if 166

the operation is necessary to produce a familiar 167

structure. Thus, in the first phase, we choose to 168
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focus on deletion - the operation that easily leads169

to poor adequacy if not carefully done. Although170

we only tackle sentence simplification, in Section171

7, we provide directions on how our framework can172

be flexibly adapted for various purposes, including173

paragraph-level simplification.174

3 Method175

We propose a two-phase pipeline that tackles syn-176

tactic and lexical simplification one by one. The177

first phase consists of an independent left-to-right178

decoder operating in a much more efficient search179

space induced by dependency relations among180

words in a sentence. Though this phase is mainly181

about deletion, during the process, the system can182

also perform chunking, i.e., breaking a sentence183

into meaningful phrases. In the second phase, we184

back-translate the generated English outputs from185

phase 1 to generate effective paraphrases and lexi-186

cal simplifications.187

3.1 Structural Simplification188

3.1.1 Search Objective189

Given an input sentence c := (c1, c2, ..., cn),190

we aim to generate a shorter sentence s :=191

(s1, s2, ..., sm) expressing the same meaning as c.192

Whereas the previous works perform deletions by193

imposing length constraints, we go beyond length194

reduction and strictly define which parts of a sen-195

tence to keep and which to remove. The goal is196

to eliminate redundant details – those if removed197

do not significantly alter the meaning of the entire198

sentence. We quantify the importance of a word199

by measuring local changes in semantic similarity200

scores when omitting it from the original sentence.201

This motivates our search objective function as fol-202

lows203

f(s) = fsim(c, s) + αfflu(s) + fdepth(s) (1)204

where α is the relative weight on Fluency score.205

The reason why the weights of score functions fsim206

and fdepth are the same is explained under Section207

4.2. The decoding objective is a linear combina-208

tion of individual scoring functions with each score209

normalized within the range [0, 1]. Details of each210

function are described below.211

Semantic Similarity fsim(c, s). Using cosine
distance as a proxy for semantic relevance has been
widely adopted across TS works. We calculate co-
sine similarity between sentence embeddings of c
and generated hypothesis s1:t at each time step t.

We utilize the pre-trained sentence-BERT model
(SBERT) (Reimers and Gurevych, 2020a), which is
best known for its superiority in producing seman-
tically meaningful sentence embeddings, whereas
other unsupervised works use weighted average of
word embeddings (Kumar et al., 2020; Schumann
et al., 2020; Zhao et al., 2020) or LSTM-encoded
hidden representations (Zhang and Lapata, 2017).

fsim(c, s1:t) = cos(ec, es1:t)

The intuition is, if a candidate word i is more im- 212

portant than another word j, add i to the sentence 213

will increase the similarity score more than when 214

adding j. It is observed that SBERT sentence em- 215

beddings capture this behavior, and exactly how it 216

works is explained in Section 6. 217

Fluency fflu(s). Our fluency scorer quantifies
the grammatical accuracy of a sequence based on
a constituent-based 4-gram language model, given
as

fflu(s1:t) =
1

|s1:t|

t∑
u=1

log p(posu | pos1:u−1)

where post indicates the part-of-speech of token 218

st The language model is pre-trained on a massive 219

unlabeled corpus. Because English constituents are 220

bounded, constituent-based language model is a 221

reusable light-weight solution compared to regular 222

vocabulary-based language models. 223

Tree Depth Constraint fdepth(s). Dependency 224

tree depth is a popular measure of syntactic com- 225

plexity in various literature in linguistics (Genzel 226

and Charniak, 2003; Sampson, 1997; Xu and Re- 227

itter, 2016). A deeper tree contains more depen- 228

dencies indicating complex structures e.g., usage 229

of subordinate clauses. ACCESS (Martin et al., 230

2020) has recently provided empirical evidence 231

showing that controlling maximum depth of de- 232

pendency tree yields the most effective syntactical 233

simplifications. Thus, fdepth further scores can- 234

didate sentences by the inverse maximum tree 235

depth reached at the generated token. This con- 236

straint prevents the decoder from going too deep, 237

thereby producing a structurally simpler output. 238

3.1.2 Search Space 239

Deletion is a form of extractive summarization by 240

nature, motivating us to adopt the word-extraction 241

method proposed by (Schumann et al., 2020). They 242

suggest candidates be selected from tokens in the 243

input sentence, instead of the corpus vocabulary. 244
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Specifically at each step, a new candidate is sam-245

pled from words in the input sentence that are not246

in the current summary. We argue that this is not247

necessary and propose a more efficient approach.248

Each token exists in a directed relation with its249

parent (or head), which determines the grammat-250

ical function of that token. The head-dependent251

relation is also an approximation for the semantic252

relationship between them (Jurafsky and Martin,253

2014). At each step, we thus only consider tokens254

that are the children of the previously generated255

token, resulting in a smaller search space. We addi-256

tionally arrange the words in the same order as the257

input before scoring hypotheses since word order258

plays a critical role both grammatically and seman-259

tically. This approach allows us to achieve optimal260

solution while using a small beam size. We refer261

to this novel strategy as Family Sampling.262

3.1.3 Search Algorithm263

Figure 1 provides a running example for our al-264

gorithm. We integrate our novel family sampling265

strategy with a regular beam search algorithm that266

keeps top k hypotheses with highest scores. To267

begin with, we condition the sequence on the main268

subject of the sentence, i.e. the subject of the ROOT269

verb. This does not affect the rest of the sentence,270

but contributes to simplification by directly intro-271

ducing the main verb and subject. For each search272

step, a candidate token st is sampled from the fam-273

ily of child nodes of token st−1, excluding those274

having been previously generated. We score each275

candidate according to (1) and select k hypothe-276

ses with the highest scores for the next generation277

step. Our search terminates when the output sen-278

tence reaches a predefined length λ and satisfies279

the minimum similarity threshold τ . We wish to280

find the shortest most similar sub-sequence, and281

the intuition is to preserve as much semantics as282

possible by keeping tokens that add the most se-283

mantic value to the sequence. As mentioned in284

(Schumann et al., 2020), given input length n, tar-285

get output length m and corpus vocabulary size V ,286

auto-regressive or edit-based generation has search287

space of V m, while ours is restricted to Cm
n . Re-288

garding time complexity, our algorithm is bounded289

by O(d × k × max_ch(st−1)) with parsing tree290

depth d, beam size k and max_ch(st−1)) being291

the maximum number of children of a token st−1292

where ch(st−1) ≤ n and293

Chunking. A branch in the tree corresponds to a294

meaningful chunk in the sentence. A <SEP> token295

is added to induce a chunk whenever a sampling set 296

is empty. Humans naturally perform simplification 297

in this manner by chunking a complex sentence 298

into understandably simpler structures. Our results 299

show that most of these chunks tend to be prepo- 300

sitional and adjective phrases. After a <SEP>, we 301

reverse the tree and restart family sampling with 302

the token nearest to ROOT. 303

3.2 Back Translation 304

Phase 2 consists of two reliable off-the-shelf 305

machine translation systems English-X and X- 306

English where X can be any other language. We 307

simply translate the structurally simpler sentences 308

in English to X , then have the outputs back- 309

translated to English. This technique is applied 310

in style transfer tasks (Prabhumoye et al., 2018; 311

Zhang et al., 2018) to disentangle the content and 312

stylistic characteristics of the text. Thus, we rely 313

on back-translation to strip the complex style off a 314

text while keep meaning unchanged. Not only does 315

it enhance the quality of our simplifications via 316

paraphrasing and lexical substitution, but we also 317

find it particularly useful to correct subpotimality 318

in the decoder’s output. Another advantage of this 319

technique is that one can further collect various 320

paraphrases by exploiting multiple languages. 321

4 Experiments 322

4.1 Data 323

We evaluate our English model on TurkCorpus (Xu 324

et al., 2016) and PWKP (Zhang and Lapata, 2017). 325

TurkCorpus is a standard dataset for evaluating 326

sentence simplification works, originally extracted 327

from WikiLarge corpus compiled from (Zhang and 328

Lapata, 2017). It contains 2000 sentences for val- 329

idation and 359 for testing, each has 8 simplifica- 330

tion references collected through crowd-sourcing. 331

PWKP is the test set of WikiSmall - another dataset 332

constructed from main-simple Wikipedia articles. 333

PWKP provides 100 test sentences with 1-to-1 334

aligned reference. Newsela (Xu et al., 2015) is an- 335

other commonly used dataset in text simplification 336

works, which is unfortunately unavailable due to re- 337

stricted access rights. Without training, we directly 338

run our model and evaluate the outputs on TurkCor- 339

pus and PWKP test sets, and to prove the robustness 340

of our system, we further use CNN/Daily Mail, a 341

different dataset (See et al., 2017) for training the 342

fluency model, leaving both evaluation corpora un- 343

touched. For the Vietnamese model, we train the 344
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Figure 1: At each search step, a candidate token is sampled from the direct children of previously generated token.
Score each candidate according to the objective function and select k hypotheses with highest scores for the next
generation step. The decoder terminates once there is a sequence reaching length λ with at least similarity τ .

fluency model on the public Vietnamese news cor-345

pus CP_Vietnamese-UNC of 41947 sentences, then346

generate simplifications of 200 sentences extracted347

from Vietnamese law corpus CP_Vietnamese-VLC348

in an unsupervised manner. Both datasets are open349

sourced by Underthesea NLP 1.350

4.2 System Details351

We utilize SpaCy2 and Berkeley Neural Parser352

(Kitaev and Klein, 2018) for constituent and353

dependency parsing. Since SpaCy does not support354

Vietnamese, we parse Vietnamese texts through Vn-355

CoreNLP3 (Vu et al., 2018). VnCoreNLP is built356

upon Vietnamese Treebank (Nguyen et al., 2009),357

which contains 10,200 constituent trees formatted358

similarly to Penn Treebank (Marcus et al., 1993).359

We obtain sentence embeddings from SBERT360

model paraphrase-mpnet-base-v2361

(Reimers and Gurevych, 2020b) for362

English, and the multilingual version363

distiluse-base-multilingual-cased364

-v2 for Vietnamese (Reimers and Gurevych,365

2020a). Our fluency model is a 4-gram language366

model with Kneser-Ney smoothing implemented367

via NLTK4 package. Before that, we randomly368

sample 1 million sentences from CNN/Daily Mail369

set and parse them into sequences of constituents.370

For example, the sentence Their eyes are small is371

transformed into PRON NOUN AUX ADJ.372

The back-translation procedure employs free373

Google Translate service5 - a robust neural trans-374

1github.com/undertheseanlp/resources
2spacy.io
3github.com/vncorenlp/VnCoreNLP
4nltk.org
5translate.google.com

lation system that support two-way translation 375

English-German and German-English. Though 376

the system can be run with any available target lan- 377

guages, German is selected for our English model 378

because it is a well-resourced language. For the 379

Vietnamese model, we simply use English as the 380

target language. While our search algorithm can au- 381

tomatically guarantee language idiomaticity, gram- 382

matical accuracy is an issue since the model tends 383

to prefer content words to function words to max- 384

imize semantic similarity. Thus, we strictly force 385

Fluency to be twice as important, i.e., α = 2, 386

while set equal weights to Similarity and Depth 387

constraint. Our base model is evaluated at λ = 0.5 388

and τ = 0.95, reported as USDP-Base. In or- 389

der to validate our effectiveness more compara- 390

bly, we produce additional variants approximat- 391

ing τ to same level of competing unsupervised 392

methods, respectively at τ = 0.90 for TurkCor- 393

pus (USDP-Matcha) and τ = 0.75 for PWKP 394

(USDP-Matchb). Across all experiments, beam 395

size is fixed at 5, and in order to understand the 396

effect of back-translation, we also evaluate the qual- 397

ity of simplifications before and after phase 2. 398

4.3 Competing Models 399

We benchmark our system against existing su- 400

pervised and unsupervised English sentence sim- 401

plification models. Supervised systems include 402

PBMT-R (Wubben et al., 2012), SBMT-SARI 403

(Xu et al., 2016), Dress / Dress-Ls (Zhang 404

and Lapata, 2017) and recent state-of-the-art 405

ACCESS (Martin et al., 2020). We also 406

consider semi-supervised BTTS / BTRLTS / 407

BTTS100 (Zhao et al., 2020) and unsuper- 408
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vised counterparts UNTS / UNTS10K (Surya409

et al., 2019) and RM+EX / RM+EX+LS /410

RM+EX+RO / RM+EX+LS+RO (Kumar et al.,411

2020).412

5 Results413

5.1 Automatic Evaluation414

We use the EASSE package (Alva-Manchego et al.,415

2019; Martin et al., 2018) to compute standard-416

ized simplification metrics and perform evaluation417

on publicly accessible outputs of competing sys-418

tems. These include Compression ratio (CR), Ex-419

act copies (CP), Split ratio (%SP), Additions pro-420

portion (%A) and Deletions proportion (%D), all421

of which are evaluated against the source sentences.422

Details on these automatic metrics can be found in423

Appendix A. We exclude BLUE and FKGL since424

BLEU is previously reported to be a poor estimate425

of simplicity and FKGL only applies to text of426

at least 200 words (Alva-Manchego et al., 2020;427

Wubben et al., 2012; Xu et al., 2016). We add428

to the current simplification evaluation suite the429

measures of semantic similarity and fluency. Sim-430

ilarity score is again based on cosine similarity431

between sentence embedding vectors (SIM), and432

we adopt a “third-party” language model for scor-433

ing fluency (FL). This is to assure fair comparison434

among systems since ours has a different fluency435

scoring scheme. We use pseudo-log-likelihood436

scores (PPLs) proposed in (Salazar et al., 2020),437

which is shown to promote linguistic fluency rather438

than pure likelihood in conventional log probabil-439

ities. We also evaluate the reference sentences on440

these quality metrics, and benchmark the system441

outputs against them through average SARI and442

component Add, Keep, Del scores (Xu et al., 2016).443

This however is done only on TurkCorpus set since444

PWKP only provides 1 reference. Table 2, 3 and 4445

present results of automatic evaluation respectively446

on TurkCorpus, PWKP and CP_Vietnamese-VLC,447

both before and after back-translation (BT).448

5.1.1 TurkCorpus449

We establish the unsupervised state-of-the-art450

SARI on TurkCorpus with +1.65 point improve-451

ment over the closest baseline and only behind two452

supervised methods: ACCESS and SBMT-SARI.453

In addition to the competitive performance on Com-454

pression ratio and Split ratio, we outperform the455

current semi-supervised and unsupervised across456

all other quality metrics. Our simplifications have457

the highest fluency at -2.47 and similarity score at 458

0.95 while achieving remarkably high percentages 459

of additions at 16% and deletions of 21-25% at the 460

same level of some supervised methods. Our raw 461

outputs from phase 1 alone gains fairly high propor- 462

tions of deletions as lowering τ . For other methods, 463

this number generally takes both deletions and sub- 464

stitutions into account, but in this phase, it reflects 465

our model’s effectiveness in performing deletions 466

since substitutions are not implemented until phase 467

2. Figures 4 and 5 in Appendix C visualize how 468

well our base model balances simplicity with ad- 469

equacy and fluency compared to other methods. 470

Samples of system outputs are additionally pro- 471

vided in Appendix D. 472

5.1.2 PWKP 473

As Kumar et al. (2020) do not experiment 474

on PWKP, we run their codes to evaluate 475

RM+EX+LS+RO model on PWKP set for compari- 476

son. Overall, our model and RM+EX+LS+RO pro- 477

duce more diverse simplifications than the super- 478

vised systems, measured by significantly higher 479

proportion of additions and deletions. Interestingly, 480

the quality of unsupervised outputs is also closer to 481

that of reference outputs, in which RM+EX+LS+RO 482

achieves consistently better performance. This is 483

probably because the model is accompanied by a 484

pre-trained Word2Vec on WikiLarge data, which 485

has a relatively similar distribution to PWKP as 486

both are Wikipedia-based. Meanwhile, none of 487

our variants see any similar examples of any kind 488

beforehand. Given such a high level of modifica- 489

tion, we again have the highest similarity score at 490

0.96, and when we try to match the similarity level 491

as in USDP-Matchb, we achieve more compres- 492

sion at 54% and deletions at 56% while preserv- 493

ing slightly higher semantics than RM+EX+LS+RO. 494

The fluency scores of outputs from all automated 495

systems remain far behind human simplifications. 496

5.1.3 CP_Vietnamese-VLC 497

As a proof-of-concept for our approach in an- 498

other language, we only conduct evaluation on 499

USDP-Base. We do not report PPLs since 500

that model has only been shown to work on En- 501

glish data. We instead report LevSIM, normal- 502

ized character-level Levenshtein similarity (Leven- 503

shtein, 1966), which demonstrates that the output 504

structures do not deviate significantly from the orig- 505

inal. Results in Table 4 are consistent with what we 506

have achieved on English corpora, proving the po- 507
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TurkCorpus CR↓ CP↓ %SP↑ %A↑ %D↑ FL↑ SIM↑ SARI↑ Add↑ Keep↑ Del↑
Reference 0.95 1.07 0.16 0.14 0.18 -2.63 0.95 - - - -
Supervised
Dress 0.75 0.22 0.99 0.04 0.27 -2.66 0.91 36.84 2.5 65.65 42.36
Dress-Ls 0.77 0.26 0.99 0.04 0.26 -2.63 0.92 36.97 2.35 67.23 41.33
PBMT-R 0.95 0.11 1.03 0.10 0.11 -2.59 0.96 38.04 5.04 73.77 35.32
ACCESS 0.94 0.04 1.20 0.16 0.16 -2.52 0.95 41.38 6.58 72.79 44.78
SBMT-SARI 0.94 0.10 1.02 0.16 0.13 -2.65 0.96 39.56 5.46 72.44 40.76
Semi-Supervised
BTTS100 0.92 0.45 1.02 0.03 0.10 -2.46 0.97 34.48 1.51 74.44 27.48
BTTS 0.92 0.20 1.17 0.08 0.14 -2.66 0.96 36.38 1.9 71.03 36.22
BTRLTS 0.92 0.19 1.16 0.08 0.15 -2.70 0.96 36.49 2.14 70.31 37.03
Unsupervised
UNTS 0.85 0.21 1.00 0.06 0.17 -2.70 0.89 36.29 0.83 69.44 38.61
UNTS_10K 0.88 0.19 1.01 0.07 0.14 -3.10 0.92 37.15 1.12 71.34 38.99
RM+EX 0.83 0.44 1.00 0.01 0.15 -2.58 0.94 35.88 0.84 73.14 33.65
RM+EX+LS 0.82 0.16 1.00 0.06 0.21 -2.91 0.90 37.48 1.59 68.20 42.65
RM+EX+RO 0.86 0.36 1.01 0.02 0.14 -2.61 0.94 36.07 0.99 72.36 34.86
RM+EX+LS+RO 0.85 0.13 1.01 0.08 0.20 -2.92 0.90 37.27 1.68 67.00 43.12
Our system
USDP-Base
With BT 0.92 0.04 1.01 0.16 0.21 -2.47 0.95 39.13 6.77 64.44 46.19
Without BT 0.95 0.15 1.00 0.07 0.09 -2.88 0.98 34.13 0.87 71.34 30.18

USDP-Matcha

With BT 0.88 0.04 1.01 0.15 0.25 -2.55 0.94 38.33 6.28 62.13 46.58
Without BT 0.89 0.13 1.00 0.07 0.15 -3.05 0.96 34.44 0.94 68.57 33.82

Table 2: Results on TurkCorpus. ↑ Higher is better. ↓ Lower is better.

PWKP CR↓ CP↓ %SP↑ %A↑ %D↑ FL↑ SIM↑
Reference 0.81 0.03 1.31 0.17 0.32 -1.39 0.91
Supervised
Dress 0.62 0.11 1.01 0.02 0.39 -2.18 0.87
Dress-Ls 0.63 0.13 1.01 0.01 0.37 -2.10 0.88
PBMT-R 0.96 0.14 1.01 0.06 0.07 -2.05 0.97
Unsupervised
RM+EX+LS+RO 0.61 0.01 1.21 0.17 0.52 -2.68 0.81
Our system
USDP-Base
With BT 0.87 0.03 1.00 0.16 0.28 -2.05 0.96
Without BT 0.88 0.08 1.00 0.06 0.15 -2.64 0.95

USDP-Matchb

With BT 0.54 0.00 1.00 0.11 0.56 -2.38 0.84
Without BT 0.53 0.03 1.00 0.03 0.49 -3.36 0.85

Table 3: Results on PWKP. ↑ Higher is better. ↓ Lower
is better.

tential to apply the framework to other languages.508

5.2 Human Evaluation509

Human judgement is critical to assess text genera-510

tion. We randomly select 50 sentences from Turk-511

Corpus test set, and have 5 volunteers (2 native512

and 3 non-native speakers with adequate English513

proficiency) examine the simplified outputs from514

ACCESS (supervised state-of-the-art), RM+EX+LS515

(closest and best performing unsupervised variant)516

and our method USDP-Base. In a similar setup517

to the previous studies (Kumar et al., 2020; Mad-518

dela et al., 2021; Zhao et al., 2020), the volunteers519

are asked to provide ratings for each simplification520

version on 3 dimensions: Simplicity, Adequacy 521

and Fluency. We also have 50 Vietnamese sim- 522

plifications from CP_Vietnamese-VLC outputs as- 523

sessed by 4 native Vietnamese speakers on the same 524

quality dimensions. We simply report the average 525

ratings in Table 5, substantiating that we surpass 526

both ACCESS and RM+EX+LS on all dimensions, 527

and our simplified sentences in Vietnamese are per- 528

ceived to have adequate quality. 529

5.3 Controllability 530

Table 6 displays output results on different values 531

of τ and λ. Adjusting similarity threshold τ has 532

more impact on the output quality than length ratio 533

λ. This is simply because our algorithm must sat- 534

isfy a pre-defined τ before termination, regardless 535

of length constraints. This shows that lowering sim- 536

ilarity threshold encourages the model to produce 537

more deletions and compression, which however 538

does not occur at the cost of semantics preservation. 539

Even when τ is set to 0.70, the output sentences 540

still have very high similarity scores. Little content 541

is lost since we not only reduce length but also seek 542

to maximize semantics preservation by extracting 543

important tokens only, most of which turn out to be 544

content words. This behavior is discussed in detail 545

in the next section. 546
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CP_Vietnamese-VLC CR↓ CP↓ %SP↑ %A↑ %D↑ LevSIM↑ SIM↑
With BT 0.89 0.00 1.06 0.11 0.20 0.86 0.91
Without BT 0.91 0.00 0.99 0.06 0.12 0.91 0.94

Table 4: Results of USDP-Base on CP_Vietnamese-VLC

Model Fluent Adequate Simple
English
USDP-Base 4.32 3.93 3.22
ACCESS 4.16 3.46 3.18
RM+EX+LS 3.59 3.12 2.86
Vietnamese
USDP-Base 3.33 3.48 3.04

Table 5: Human Evaluation Results on TurkCorpus (En-
glish) and CP_Vietnamese-VLC (Vietnamese) datasets.

Value CR↓ %D↑ SARI↑ SIM↑
Effect of λ at τ = 0.95

0.25 0.95 0.08 33.60 0.98
0.50 0.95 0.08 33.60 0.98
0.75 0.96 0.07 33.47 0.98
1.00 0.99 0.04 32.86 0.98

Effect of τ at λ = 0.5

0.70 0.81 0.22 33.63 0.92
0.80 0.84 0.19 33.77 0.94
0.90 0.91 0.12 33.80 0.97
0.95 0.95 0.08 33.60 0.98

Table 6: Effects of threshold values on simplification
quality of 100 sentences from TurkCorpus. Both are
evaluated on USDP-Base.

6 Discussion547

In the first phase, we ensure each added token548

brings about significant improvement in seman-549

tics. A syntactic investigation was conducted to550

understand this behavior better, illustrated in Fig-551

ure 6 in Appendix C. Figure 6a first examines the552

correlation between the tokens’ part-of-speech and553

changes in similarity on average. After randomly554

sampling 1 million English sentences from all the555

data, for each sentence, we consecutively remove556

every token and track how much the SBERT em-557

bedding similarity score is reduced, then add the558

token back in before evaluating a new one. Con-559

tent words including NOUN, PRON, VERB, ADJ560

and ADV, which are deemed semantically more im-561

portant, each causes more than 6% reduction in562

semantic value when omitted. Meanwhile, func-563

tion words such as CONJ or DET only reduces564

similarity scores by less than 4% each. This im-565

plies that a child token serving as an adposition,566

for instance, is less likely to be selected in the sam-567

pling set compared to when it is a noun or adjective,568

especially in the family with more members than569

the chosen beam size. Hence, using the family sam- 570

pling algorithm, the decoder is likely to eliminate 571

the entire branch corresponding to prepositional 572

or adverbial phrases in the dependency tree, as re- 573

ported in Appendix D. We also examine the effect 574

of tree depth and sentence length (word count) on 575

similarity changes, which is discussed in (Schu- 576

mann et al., 2020) as a problem of position bias. 577

We find that this is not a major issue to our work. 578

Although a large portion of important content is 579

allocated towards the top of the parsing tree as well 580

as the beginning of the sentence (Figure 6b), the 581

distributions of content words and function words 582

are almost uniform across the tree (Figure 6c). We 583

therefore rule out position bias and instead attribute 584

this to human nature of writing. 585

With respect to the second phase, the role of 586

back-translation is to introduce meaningful diver- 587

sity, and we observe that back-translation does 588

more paraphrasing than simple lexical substitution. 589

Therefore, sometimes the output sentences must be 590

longer to be re-written in a simpler way, resulting 591

in slightly less compression (i.e., relatively high 592

Compression ratio). 593

7 Conclusion and Future Work 594

We implement the novel family sampling strategy 595

on top of the regular beam-search-based decod- 596

ing for sentence simplification. Our work directly 597

tackles the data scarcity issue by proposing an unsu- 598

pervised framework that generates hybrid outputs 599

in a light-weight architecture. 600

Our mechanism can be adapted to paragraph- 601

level simplification by measuring semantic changes 602

to the paragraph given the removal of any sentence. 603

In this case, the importance of a sentence should 604

also factor in the co-referent relation with other 605

sentences as proposed in (Liu et al., 2021). Since 606

we already have phrasal chunks, we can addition- 607

ally investigate where reordering or deleting any of 608

them would result in a simpler tree structure with- 609

out significant semantic reduction. Furthermore, 610

our proof-of-concept of Vietnamese simplification 611

demonstrates it has scope for improvement, and 612

that the framework can also be applied to other 613

languages with similar dependency structures. 614
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A Details of Automatic Metrics873

This section explains the computation of automatic874

evaluation metrics provided by EASSE (Alva-875

Manchego et al., 2019):876

• Compression ratio (CR): average ratio of877

number of characters in the output to that in878

the original.879

• Exact Copies (CP): proportion of outputs ex-880

actly same to the original word-wise.881

• Split ratio (%SP): average ratio of number of882

sentences in the output to that in the original.883

• Additions proportion (%A): average pro-884

portion of words in the output but not in the885

original.886

• Deletions proportion (%D): average propor- 887

tion of words removed from the original. 888

• SARI: for each operation ope ∈
{add, del, keep}, n−gram and its order
between the output and all references, we
calculate precision pope(n), recall rope(n)
and F1 score fope(n) by

fope(n) =
2× pope(n)× rope(n)

pope(n) + rope(n)

Averaging over the n−gram orders (k), the
overall operation F1 score is

Fope =
1

k

∑
fope(n)

n = 4 is a popular choice. 889

B Details of Human Evaluation 890

A human evaluation sheet consists of instructions 891

followed by 50 blocks of texts. Each block con- 892

tains 1 original sentence and 3 simpler variants 893

corresponding to the simplified output from each 894

system. The order of the variants within each block 895

is also randomized, and we do not annotate which 896

output belongs to which system (i.e., blind evalu- 897

ation). The participants are required to use a five- 898

point Likert scale to rate their degree of agreement 899

to the following statements 900

• Simplicity: The output is simpler than the 901

original sentence. 902

• Adequacy: The meaning expressed in the 903

original sentence is preserved in the output. 904

• Fluency: The output sentence is grammatical 905

and well formed. 906
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Figure 2: English Human Evaluation Interface

Figure 3: Vietnamese Human Evaluation Interface
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C System Effectiveness

Figure 4: Visualization of systems’ capacity to balance Adequacy with Simplicity on TurkCorpus

Figure 5: Visualization of systems’ capacity to balance Fluency with Simplicity on TurkCorpus

Figure 6: Figure (a) shows the effect of grammatical functionality (part-of-speech) of words on reduction in
similarity scores. (b) illustrates the correlation between location of words and reduction in similarity scores i.e., the
allocation of important words in the sentence. (c) displays the uniform distribution of part-of-speeches across the
sentence.
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D Qualitative Evaluation

Example of deleting prepositional/adjective phrases
Original sentence Jeddah is the principal gateway to Mecca, Islam’s holiest city, which able-bodied Muslims

are required to visit at least once in their lifetime.
System outputs
RM+EX+LS Jeddah is the principal gateway to Mecca, Islam’s Holiest city, which Able-Bodied Muslims

are required to visit at least once in their lifetime.
USDP-Base

With BT Jeddah is the main gateway to Mecca, the holiest city in Islam that Muslim people had to
visit during their lifetime.

Without BT Jeddah is the principal gateway to Mecca , Islam ’s holiest city , which able - bodied
Muslims required - visit in their lifetime.

Example of summarization
Original sentence At four-and-a-half years old he was left to fend for himself on the streets of northern Italy

for the next four years, living in various orphanages and roving through towns with
groups of other homeless children.

System outputs
RM+ES+LS At Four-And-A-Half years old he was left to fend for himself on the walls of northern Italy

for the next four years.
USDP-Base

With BT At the age of four and a half, he had to support himself on the streets of northern Italy for
the next four years, wandering through the cities living in various orphanages.

Without BT At four - and - a - half years old he was left - to fend for himself on the streets of northern
Italy for the next four years , living in various orphanages - roving through towns..

Example of chunking
Original sentence In late 2004, Suleman made headlines by cutting Howard Stern’s radio show from four

Citadel stations, citing Stern’s frequent discussions regarding his upcoming move to Sirius
Satellite Radio.

System outputs
RM+ES+LS In late 2004, Suleman made headlines by cutting Howard Stern’S radio show from four

Citadel trains, reporting Stern’S serious questions.
USDP-Base

With BT In late 2004, Suleman made headlines - by cutting Howard Stern’s radio show from four
Citadel stations - citing Stern’s discussions - regarding the upcoming move.

Without BT In late 2004, Suleman made headlines - by cutting Howard Stern’s radio show from four
Citadel stations - citing Stern’s discussions - regarding upcoming move.

Example of simplistic paraphrasing
Original sentence Fearing that Drek will destroy the galaxy, Clank asks Ratchet to help him find the famous

superhero Captain Qwark, in an effort to stop Drek.
System outputs
RM+ES+LS Fearing that Drek will bring the universe, Clank asks Ratchet to help him find the famous

Superhero captain Qwark, in an attempt to get Drek.
USDP-Base

With BT Fearing Drek might destroy the galaxy, Clank asks Ratchet to find the superhero in order
to stop Drek.

Without BT Fearing that Drek will destroy the galaxy , Clank asks Ratchet - help find the superhero -
in effort stop Drek.

Table 7: Qualitative results on TurkCorpus.
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