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Abstract001

Recently, large reasoning models have achieved002
impressive performance on various tasks by em-003
ploying human-like deep thinking. However,004
the lengthy thinking process substantially in-005
creases inference overhead, making efficiency a006
critical bottleneck. In this work, we first demon-007
strate that NoThinking, which prompts the rea-008
soning model to skip thinking and directly gen-009
erate the final solution, is a better choice for010
relatively simple tasks in terms of both perfor-011
mance and efficiency. Motivated by this, we012
propose AdaptThink, a novel RL algorithm to013
teach reasoning models to choose the optimal014
thinking mode adaptively based on problem015
difficulty. Specifically, AdaptThink features016
two core components: (1) a constrained opti-017
mization objective that encourages the model to018
choose NoThinking while maintaining the over-019
all performance; (2) an importance sampling020
strategy that balances Thinking and NoThinking021
samples during on-policy training, thereby en-022
abling cold start and allowing the model to ex-023
plore and exploit both thinking modes through-024
out the training process. Our experiments indi-025
cate that AdaptThink significantly reduces the026
inference costs while further enhancing perfor-027
mance. Notably, on three math datasets, Adapt-028
Think reduces the average response length of029
DeepSeek-R1-Distill-Qwen-1.5B by 53% and030
improves its accuracy by 2.4%, highlighting the031
promise of adaptive thinking-mode selection032
for optimizing the balance between reasoning033
quality and efficiency.034

1 Introduction035

Recent advancements in large reasoning models,036

such as OpenAI o1(OpenAI, 2024) and DeepSeek-037

R1 (DeepSeek-AI, 2025), have demonstrated re-038

markable capabilities in tackling complex tasks.039

Given a problem, these models first engage in a040

long chain of thought—also referred to as Think-041

ing—where they iteratively explore different ap-042

proaches, accompanied by reflection, backtrack-043
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Figure 1: AdaptThink enables models to adaptively se-
lect between Thinking or NoThinking mode based on
problem difficulty, thereby improving reasoning effi-
ciency while further improving overall performance.

ing, and self-verification. Subsequently, they pro- 044

duce a final solution that contains only the correct 045

steps and the answer to present to the user. While 046

the long-thinking process markedly enhances the 047

model’s reasoning capacities, it also substantially 048

increases inference overhead and latency (Qu et al., 049

2025; Sui et al., 2025). In particular, for some sim- 050

ple queries where users expect fast, near-instant 051

responses, these models often generate excessive 052

thinking with unnecessarily detailed steps or re- 053

dundant attempts, resulting in a suboptimal user 054

experience (Chen et al., 2024; Shen et al., 2025). 055

Existing efforts to improve reasoning efficiency 056

primarily focus on reducing the length of model re- 057

sponses, either through incorporating length-based 058

rewards in reinforcement learning (RL) (Arora 059

and Zanette, 2025; Team et al., 2025), finetun- 060

ing with preference pairs that penalizes longer 061

responses (Chen et al., 2024; Shen et al., 2025; 062

Luo et al., 2025a), or by merging reasoning and 063

non-reasoning models (Wu et al., 2025). Never- 064

theless, these methods still apply thinking to all 065

instances, regardless of whether thinking itself is 066

necessary for every problem. In this work, we 067

draw inspiration from the recently introduced No- 068

Thinking approach (Ma et al., 2025), which al- 069

lows reasoning models to skip the thinking process 070

and directly generate the final solution by prompt- 071

ing with a pseudo-thinking process. Specifically, 072
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we further simplify the approach by prompting073

the model with an empty thinking segment (i.e.,074

“<think></think>”). Our pilot study in Section 3075

indicates that NoThinking achieves comparable or076

even better performance than Thinking on relatively077

simple problems (up to high-school competition078

level), while significantly reducing token usage;079

the benefits of Thinking only become pronounced080

when the problem is difficult enough.081

In light of this observation, we are curious: Can082

the reasoning model learn to select Thinking or No-083

Thinking mode adaptively based on the difficulty of084

the input problem, thereby achieving more efficient085

reasoning without sacrificing or even improving086

performance? To this end, we propose AdaptThink,087

a novel RL algorithm to teach reasoning models088

when to think. Specifically, AdaptThink features089

two core components: (1) a constrained optimiza-090

tion objective that encourages the model to choose091

NoThinking while ensuring overall performance092

does not degrade; (2) an importance sampling strat-093

egy that balances Thinking and NoThinking sam-094

ples during on-policy training, thereby overcoming095

the challenge of cold start and allowing the model096

to explore and exploit both thinking modes through-097

out the whole training process.098

Our experiments demonstrate that AdaptThink099

effectively enables reasoning models to adaptively100

select the optimal thinking mode based on problem101

difficulty, leading to substantial reductions in in-102

ference cost compared to prior approaches, while103

consistently enhancing model accuracy. For in-104

stance, on GSM8K, MATH500, and AIME2024,105

AdaptThink reduces the average response length106

of DeepSeek-R1-Distill-Qwen-1.5B by 50.9%,107

63.5%, and 44.7%, and improving its accuracy by108

4.1%, 1.4%, and 1.6%, respectively. The remark-109

able results substantiate the potential of difficulty-110

adaptive thinking-mode selection as a promising111

paradigm for advancing the trade-off between rea-112

soning performance and efficiency.113

In summary, our key contributions are as fol-114

lows: (1) We simplify the NoThinking approach115

and demonstrate its advantages over Thinking for116

simpler tasks in terms of both performance and ef-117

ficiency; (2) We propose AdaptThink, a novel RL118

algorithm that empowers reasoning models to adap-119

tively select the optimal thinking mode adaptively120

based on problem difficulty, thereby substantially121

reducing inference costs and further improving per-122

formance; (3) We conduct extensive experiments123

to validate the efficacy of AdaptThink.124

2 Related Work 125

Large Reasoning Models. Recent frontier large 126

reasoning models (LRMs), such as OpenAI 127

o1 (OpenAI, 2024), DeepSeek-R1 (DeepSeek-AI, 128

2025), and QwQ (Qwen Team, 2025), have devel- 129

oped the ability to employ human-like deep think- 130

ing in problem solving by generating a long chain 131

of thought before arriving at a final solution. Such 132

advanced ability is typically acquired through large- 133

scale RL with verified rewards or fine-tuning on dis- 134

tilled reasoning traces. Despite promising perfor- 135

mance, the lengthy thinking process introduces sub- 136

stantial inference costs and latency. Consequently, 137

a variety of approaches have been proposed for 138

more efficient reasoning. 139

Efficient Reasoning for LRMs. Most existing 140

methods to improve the efficiency of LRMs fo- 141

cus on reducing the token usage in model re- 142

sponses. Some methods incorporate length-based 143

rewards into RL to incentivize more concise re- 144

sponses (Arora and Zanette, 2025; Team et al., 145

2025) or enable precise control over response 146

length (Aggarwal and Welleck, 2025). Other ap- 147

proaches finetune models with length-related pref- 148

erence pairs, which are obtained from best-of-N 149

sampling (Luo et al., 2025a; Shen et al., 2025) or 150

through postprocessing (Chen et al., 2024). Addi- 151

tionally, several works pursue training-free meth- 152

ods to decrease response length, employing tech- 153

niques such as model merging (Team et al., 2025; 154

Wu et al., 2025) or prompting (Han et al., 2024; 155

Muennighoff et al., 2025; Fu et al., 2025; Xu et al., 156

2025). Nevertheless, these methods still utilize 157

long thinking for all problems, while the recent 158

NoThinking approach (Ma et al., 2025) allows rea- 159

soning models to bypass long thinking and directly 160

output the final solution via prompting, achieving 161

performance comparable to Thinking in low-token- 162

budget settings. In this work, we further demon- 163

strate that even with a sufficient token budget, No- 164

Thinking can outperform Thinking on simple prob- 165

lems while using significantly fewer tokens. This 166

observation motivates us to propose AdaptThink 167

to teach reasoning models to adaptively select the 168

optimal thinking mode based on problem difficulty, 169

which is a new direction for efficient reasoning. 170

3 Motivation 171

3.1 Preliminary 172

Consider a reasoning model parameterized by 173

θ and denoted by πθ. Given a prompt x = 174
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Figure 2: Comparison of DeepSeek-R1-Distill-Qwen-7B using Thinking and NoThinking mode across different
difficulty levels of MATH500 dataset.

[x1, . . . , xn, <think>], where [x1, . . . , xn] repre-175

sents the problem and <think> is the special token176

to start the thinking process, the model generates a177

response y=[y1, . . . , yl, </think>, yl+2, . . . , ym].178

Here, [y1, . . . , yl] corresponds to the thinking,179

which is a long chain of thought consisting of con-180

stant exploration, reflection, and self-verification.181

The token </think> marks the end of thinking.182

The remaining sequence, [yl+2, . . . , ym], denotes183

the final solution, which only includes the correct184

steps to solve the problem and the final answer.185

From the perspective of probability theory, the re-186

sponse y is a sample drawn from the conditional187

probability distribution πθ(·|x). Since y is gen-188

erated in an auto-regressive way, the conditional189

probability πθ(y|x) can be decomposed as:190

πθ(y|x) =
m∏
t=1

πθ(yt|x, y<t) (1)191

3.2 NoThinking is Better for Simple Problems192

Current reasoning models, such as OpenAI o1 and193

DeepSeek-R1, apply long thinking across all prob-194

lems (denoted as Thinking mode). Though en-195

hancing models’ reasoning capabilities, the lengthy196

thinking process often leads to unnecessary compu-197

tation overhead, especially for some simple prob-198

lems that can also be solved by non-reasoning mod-199

els (e.g., GPT-4o and Qwen-2.5-Instruct) without200

thinking. Recently, Ma et al. (2025) proposed No-201

Thinking method, which enables reasoning mod-202

els to bypass long thinking and directly generate203

the final solution by prompting with a fake think-204

ing process “Okay, I think I have finished think-205

ing.</think>”, and found it is still effective in206

low-token-budget settings. In this work, we further207

simplify NoThinking by providing the models with208

an empty thinking (i.e., enforcing the first gener-209

ated token y1 = </think>). Then, we conduct a210

pilot study to compare Thinking and NoThinking211

from the perspective of problem difficulty, with a212

sufficient token budget (16K).213

Specifically, we utilize MATH500 (Lightman 214

et al., 2024) dataset for the pilot study since its have 215

categorized problems into five difficulty levels. For 216

each problem, we employ DeepSeek-R1-Distill- 217

Qwen-7B to generate 16 responses using Thinking 218

and NoThinking, respectively. Then we analyze the 219

accuracy, response length, and instance-level pass 220

rate across the five difficulty levels. As illustrated in 221

Figure 2, although the model is trained using long- 222

thinking data, NoThinking still achieves accuracy 223

comparable to Thinking on relatively simple prob- 224

lems (Level 1 to 3), and even slightly outperforms 225

Thinking on the easiest Level-1 problems. Mean- 226

while, the average length of NoThinking responses 227

is significantly shorter than Thinking ones. Addi- 228

tionally, compared to Nothinking, Thinking only 229

improves the instance-level pass rate for less than 230

half of the problems from Level 1 to 4. Overall, 231

these findings indicates that Thinking only brings 232

notable benefits for challenging problems, whereas 233

NoThinking can be a better choice for simpler ques- 234

tions in terms of both accuracy and efficiency. This 235

motivates us to explore efficient reasoning from 236

a new perspective: teaching the reasoning model 237

to adaptively select Thinking or NoThinking mode 238

based on problem difficulty, thereby reducing in- 239

ference costs while maintaining or even improving 240

the overall performance. To this end, we propose 241

AdaptThink, a novel RL algorithm that teaches rea- 242

soning models when to think. 243

4 AdaptThink 244

Our AdaptThink algorithm consists of two impor- 245

tant components: (1) a constrained optimization 246

objective that incentivizes the model to select No- 247

Thinking mode, while ensuring the overall perfor- 248

mance does not decrease; (2) an importance sam- 249

pling strategy that balances Thinking and NoThink- 250

ing samples during on-policy training, thereby en- 251

abling cold start and also allowing the model to 252

explore and exploit both thinking modes through- 253
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out the entire training process. We will introduce254

these two components in detail as follows.255

4.1 Constrained Optimization Objective256

Considering that NoThinking mode offers a sig-257

nificant advantage over Thinking in reasoning ef-258

ficiency, an ideal selection policy should prefer to259

choose NoThinking as long as the overall perfor-260

mance is not diminished. In other words, we should261

maximize the probability of generating NoThink-262

ing responses while ensuring the model’s accuracy263

does not decline.264

Formally, consider a reasoning model πθ and a265

dataset D. Let πθref denote the reference model,266

which is the initial πθ and remains unchanged dur-267

ing training. Let R(x, y, y∗) be the reward function268

(i.e., accuracy in math solving), where x, y, and269

ŷ denote the prompt, model response, and golden270

answer, respectively. The function returns 1 if y is271

both correct and properly formatted; otherwise, it272

returns 0. For simplicity, we omit ŷ and denote the273

function as R(x, y). Let 1(y1=</think>) be the274

indicator function, which returns 1 if the first token275

of y is </think> (i.e., y is a NoThinking response),276

otherwise returns 0. Then our optimization objec-277

tive can be formulated as:278

max Ex∼D,y∼πθ(·|x)1(y1=</think>)279

s.t. Ex∼D,y∼πθ(·|x)R(x, y) ≥280

Ex∼D,y′∼πθref (·|x)
R(x, y′). (2)281

To solve this constrained optimization problem,282

we incorporate the constraint into the objective as283

a penalty term, with a penalty weight λ ≥ 0:284

max Ex∼D,y∼πθ(·|x),y′∼πθref (·|x)
1(y1=</think>)285

+ λ
(
R(x, y)−R(x, y′)

)
. (3)286

By dividing the both side by λ, letting δ = 1
λ , and287

reorganizing the terms about πθref , we have:288

max Ex∼D,y∼πθ(·|x)1(y1=</think>) · δ289

+R(x, y)− Ey′∼πθref (·|x)
R(x, y′). (4)290

In practice, Ey′∼πθref (·|x)
R(x, y′) can be approxi-291

mated by pre-sampling before training. Specifi-292

cally, we sample K responses from πθref(·|x) for293

each x, and calculate their mean reward:294

R̄ref(x) =
1

K

K∑
i=1

R(x, y′i), y′i ∼ πθref(·|x). (5)295

Then the optimization objective becomes: 296

max Ex∼D,y∼πθ(·|x)1(y1=</think>) · δ 297

+R(x, y)− R̄ref(x). (6) 298

Since 1(y1 = </think>) and R(x, y) are not dif- 299

ferentiable, we employ policy gradient method 300

to solve this optimization. Specifically, let πθold 301

be a distribution equal to πθ without gradient up- 302

date, and define the advantage function: A(x, y) = 303

1(y1=</think>)·δ+R(x, y)−R̄ref(x). Then the 304

objective can be converted into a PPO-style (Schul- 305

man et al., 2017) loss without KL penalty: 306

L(θ) =−Ex∼D,y∼πθold (·|x)
[
min

( πθ(y|x)
πθold (y|x)

A(x, y), 307

clip( πθ(y|x)
πθold (y|x)

, 1−ϵ, 1+ϵ)A(x, y)
)]
. (7) 308

Here, clip(·) denotes the clipping function, which 309

improves the stability of training. 310

4.2 Importance Sampling 311

At each step of optimizing L(θ) using on-policy 312

training, we sample a batch Db from the dataset 313

D, and then sample K responses {yi}Ki=1 from 314

πθold(·|x) for each x ∈ Db to estimate L(θ). How- 315

ever, since the initial πθ naturally apply Thinking 316

across all problems, it is impossible to get Nothink- 317

ing samples from πθold from the training starts (i.e., 318

πθold(y1=</think>|x)≈0). As a result, the model 319

can only learn from Thinking samples and will 320

never generate NoThinking responses. 321

To solve this cold-start challenge, we employ the 322

technique of importance sampling. Specifically, we 323

define a new distribution πIS(·|x): 324

πIS(yt=a|x, y<t)=


0.5, if t=1, a=</think>;

0.5, if t=1, a=wstart;

πθold(yt=a|x, y<t), if t>1.
(8) 325

Here, wstart is a common word to start long thinking, 326

such as “Alright”. During training, we sample re- 327

sponses {yi}Ki=1 from πIS(·|x) instead of πθold(·|x), 328

so that half of the samples in a batch are in Think- 329

ing mode and the other half are NoThinking. This 330

allows the model to learn from both modes from 331

the beginning of training, and finally adaptively be 332

able to select the appropriate mode. Accordingly, 333

our final loss function of AdaptThink becomes: 334

LAT(θ) = −Ex∼D,y∼πIS(·|x)
[
min

( πθ(y|x)
πIS(y|x)A(x, y), 335

clip( πθ(y|x)
πIS(y|x) , 1−ϵ, 1+ϵ)A(x, y)

)]
. (9) 336
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Algorithm 1 AdaptThink
Input: policy model πθ; dataset D; hyperparameters K, δ, ϵ
Initialize: reference model πθref ← πθ

1: Sample K responses {y′i}Ki=1 ∼ πθref(·|x) and calculate R̄ref(x) for each x ∈ D (Equation 5)
2: for step = 1, . . . ,M do
3: Update the old policy model πθold ← πθ and importance sampling distribution πIS (Equation 8)
4: Sample a batch Db from D
5: Sample K responses {yi}Ki=1 ∼ πIS(·|x) for each x ∈ Db and estimate LAT(θ) (Equation 9. Half of yi are Thinking

responses and the other half are NoThinking responses.)
6: Update the policy model πθ by minimizing LAT(θ)
7: end for

Output: πθ

In addition to enabling cold start, importance sam-337

pling also preserves the opportunities for explo-338

ration and exploitation across both Thinking and339

NoThinking modes during the entire training pro-340

cess. This prevents πθ from collapsing into one341

thinking mode forever and completely ignoring the342

other, even if the latter mode may demonstrate a343

greater advantage in the future. Finally, we sum-344

marize our AdaptThink algorithm in Algorithm 1.345

4.3 A New Perspective to Understand the Loss346

In this subsection, we provide another perspective347

to understand our loss function LAT(θ) by com-348

paring the advantage A(x, y) of Thinking and No-349

Thinking samples from πIS(·|x). Given a prompt350

x, we denote the average pass rate of Thinking and351

NoThinking samples as R̄think(x) and R̄nothink(x),352

respectively. Then their average advantages are:353

Āthink(x) = R̄think(x)− R̄ref(x),354

Ānothink(x) = δ + R̄nothink(x)− R̄ref(x). (10)355

Note that the probability of choosing NoThink-356

ing (i.e., πθ(y1=</think>|x)) and Thinking (i.e.,357

πθ(y1=w∗|x)) are competitive. Therefore, when358

optimizing LAT(θ), πθ(y1=</think>|x) will im-359

prove only if Ānothink(x) > 0 and Ānothink(x) >360

Āthink(x), which give us:361

R̄nothink(x) + δ > R̄ref(x),362

R̄nothink(x) + δ > R̄think(x). (11)363

In other words, only when the problem is simple364

enough such that the accuracy gap between No-365

Thinking and Thinking, as well as the reference366

model, is smaller than δ, LAT(θ) will favor No-367

Thinking and encourage πθ to directly generate368

the final solution. For more challenging problems369

where NoThinking lags far behind the other two,370

LAT(θ) will prioritize performance and guide πθ371

to engage in Thinking more frequently. There-372

fore, LAT(θ) aligns well with our expectation for373

difficulty-adaptive thinking in Section 3.2.374

5 Experiments 375

5.1 Setup 376

Models. We select DeepSeek-R1-Distill-Qwen- 377

1.5B and DeepSeek-R1-Distill-Qwen-7B, two pop- 378

ular reasoning models that demonstrate impressive 379

performance on math problem solving, as the initial 380

policy models. 381

Dataset and Metrics. The training dataset we 382

use is DeepScaleR (Luo et al., 2025b) dataset, 383

which consists of 40K math problems drawn from 384

AIME 1983-2023, AMC, Omni-Math (Gao et al., 385

2024), and STILL (Min et al., 2024). For evalua- 386

tion, we use three math datasets with increasing dif- 387

ficulty: GSM8K (Cobbe et al., 2021) test set (1319 388

grade school math problems), MATH500 (Light- 389

man et al., 2024) (500 high-school competition 390

math problems), and AIME 2024 (30 Olympiad- 391

level math problems). For evaluation metrics, we 392

consider both accuracy and response length. We 393

also report the average accuracy variation and the 394

average length reduction rate across all the test 395

datasets. Considering the limited size of AIME 396

2024, we repeatedly sample 16 responses for each 397

case and report the average results. For all models, 398

we set the evaluation context size to 16K, and set 399

the temperature to 0.6 as suggested in DeepSeek’s 400

model cards. 401

Implementation Details. We build our code 402

based on VeRL (Sheng et al., 2024) framework. 403

The training context size, batch size, and the learn- 404

ing rate are set to 16K, 128, and 2e-6, respectively. 405

The hyperparameters K, δ, and ϵ in AdaptThink 406

are set to 16, 0.05, and 0.2, respectively. The com- 407

parison of using different δ is shown in Section 5.4. 408

We train the models for 1 epoch, which is 314 steps 409

in total. For the 1.5B model, we use one 8×H800 410

node and cost about 32 hours. For the 7B model, 411

we use four 8×H800 nodes and cost about 28 hours. 412

Finally, we select the checkpoints on 300 and 150 413
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GSM8K MATH 500 AIME 2024 Average
Method

Acc Length RatioNT Acc Length RatioNT Acc Length RatioNT ∆Acc ∆Length

DeepSeek-R1-Distill-Qwen-1.5B

OriginalThinking 79.0 978 0.0% 80.6 4887 0.0% 29.4 12073 0.0% - -
OriginalNoThinking 69.8 280 100.0% 67.2 658 100.0% 14.0 2190 100.0% -12.7 -79.9%
DPOShortest 78.3 804 0.0% 82.4 3708 0.0% 30.7 10794 0.0% +0.8 -17.5%
OverThink 77.2 709 0.0% 81.2 4131 0.0% 28.3 11269 0.0% -0.8 -16.5%
DAST 77.2 586 0.0% 83.0 2428 0.0% 26.9 7745 0.0% -0.6 -42.1%
O1-Pruner 74.8 458 0.0% 82.2 3212 0.0% 28.9 10361 0.0% -1.0 -33.9%
TLMRE 80.7 863 0.0% 85.0 3007 0.0% 29.2 8982 0.0% +2.0 -25.3%
ModelMerging 79.7 603 0.0% 63 2723 0.0% 18.1 10337 0.0% -9.4 -32.3%
RFTMixThinking 76 1077 8.8% 72.4 4341 33.4% 25.2 11157 21.0% -5.1 -2.9%
AdaptThink 83.1 480 86.9% 82.0 1782 76.8% 31.0 6679 40.4% +2.4 -53.0%

DeepSeek-R1-Distill-Qwen-7B

OriginalThinking 87.9 682 0.0% 90.2 3674 0.0% 53.5 10306 0.0% - -
OriginalNoThinking 85.1 283 100.0% 80.6 697 100.0% 24.2 1929 100.0% -13.9 -73.6%
DPOShortest 85.7 402 0.0% 91.6 2499 0.0% 52.5 8699 0.0% -0.6 -29.5%
OverThink 86.3 426 0.0% 89.4 2435 0.0% 53.1 8744 0.0% -0.9 -28.8%
DAST 86.7 459 0.0% 89.6 2162 0.0% 45.6 7578 0.0% -3.2 -33.4%
O1-Pruner 87.6 428 0.0% 86.6 2534 0.0% 49.2 9719 0.0% -2.7 -24.7%
TLMRE 88.9 756 0.0% 91.8 2899 0.0% 54.0 8633 0.0% +1.0 -8.8%
ModelMerging 88.4 531 0.0% 72.6 2280 0.0% 36.9 8624 0.0% -11.2 -25.5%
RFTMixThinking 86.2 365 66.5% 84.8 2411 64.8% 49.4 9969 10.0% -3.7 -28.0%
AdaptThink 91.0 309 99.6% 92.0 1875 76.6% 55.6 8599 6.3% +2.3 -40.1%

Table 1: Accuracy (Acc), response length (Length), and the ratio of NoThinking responses (RatioNT) of different
methods on three math benchmarks. The best and second results are bolded and underlined, respectively.
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Figure 3: Left: The ratio that AdaptThink-7B choose Thinking or NoThinking across different MATH levels.
Right: Comparison of accuracy between AdaptThink-7B and DeepSeek-R1-Distill-Qwen-7B using Thinking and
NoThinking across different MATH levels.

steps for the 1.5B and 7B models, respectively,414

where the models’ accuracy and response lengths415

achieve a good balance.416

5.2 Baselines417

We compare AdaptThink with the following repre-418

sentative methods for efficient reasoning:419

• DPOShortest constructs preference data by sam-420

pling multiple responses for each problem in the421

training dataset and pairing the shortest correct422

response and the longest responses, then uses423

DPO (Rafailov et al., 2023) to finetune the model.424

• OverThink (Chen et al., 2024) first constructs425

preference data by taking the original long-426

thinking response for each training problem as427

the negative example and retaining the first two428

attempts that arrive at the correct answer in the429

thinking as the positive example, and then uses430

SimPO (Meng et al., 2024) to alleviate models’ 431

overthinking behaviors. 432

• DAST (Shen et al., 2025) first constructs pref- 433

erence data by ranking pre-sampled responses 434

with a length-based reward function, and then 435

employs SimPO to finetune the model. 436

• O1-Pruner (Luo et al., 2025a) first estimates 437

the reference model’s performance through pre- 438

sampling and then uses off-policy RL-style fine- 439

tuning to encourage the model to generate shorter 440

reasoning processes under accuracy constraints. 441

• TLMRE (Arora and Zanette, 2025) incorporates 442

a length-based penalty in on-policy RL to incen- 443

tivize the model to produce shorter responses. 444

• ModelMerging (Wu et al., 2025) reduces the 445

response length of a reasoning model by weight- 446

edly averaging its weights with a non-reasoning 447

model (i.e., Qwen-2.5-Math-1.5B/7B). 448
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Method
GSM8K MATH500 AIME 2024 Average

Acc Length RatioNT Acc Length RatioNT Acc Length RatioNT ∆Acc ∆Length

DeepSeek-R1-Distill-Qwen-1.5B

OriginalThinking 79.0 978 0.0% 80.6 4887 0.0% 29.4 12073 0.0% - -
OriginalNoThinking 69.8 280 100.0% 67.2 658 100.0% 14.0 2190 100.0% -12.7 -79.9%

AdaptThink-1.5B

δ=0 84.6 718 70.4% 86 2511 50.0% 34.8 9279 0.2% +5.5 -32.8%
δ=0.01 82.4 638 55.6% 82.4 2473 67.0% 32.5 9165 19.8% +2.8 -36.1%
δ=0.02 83.1 628 75.7% 83.4 2337 62.6% 31.3 8696 21.3% +2.9 -38.6%
δ=0.05 83.1 480 86.9% 82 1782 76.8% 31 6679 40.4% +2.4 -53.0%
δ=0.075 83.2 580 71.8% 80.2 1621 84.2% 29.2 6087 64.2% +1.2 -52.4%
δ=0.1 82.5 358 91.7% 78.2 1272 90.4% 26.7 5301 83.5% -0.5 -64.5%

Table 2: Performance of AdaptThink-1.5B using different δ value.

• RFTMixThinking (Reject Fine-tuning) first sam-449

ples multiple responses for each training prob-450

lem x using both Thinking and NoThinking,451

then selects (1) correct NoThinking responses452

if the instance-level pass rate R̄nothink(x) ≥453

R̄think(x) and (2) correct Thinking responses if454

R̄nothink(x)< R̄think(x), and uses these selected455

responses to finetune the model.456

For fair comparison, we re-implement all these457

baselines using DeepScaleR dataset.458

5.3 Main Results459

Table 1 presents the evaluation results of differ-460

ent methods on GSM8K, MATH500, and AIME461

2024. Compared to the original 1.5B and 7B462

models, AdaptThink reduces the average response463

length by 53.0% and 40.1%, respectively, while464

also improves the average accuracy by 2.4% and465

2.3%, demonstrating that AdaptThink enables sig-466

nificantly more efficient reasoning without compro-467

mising and even enhancing model performance.468

Moreover, AdaptThink outperforms most base-469

lines—all of which optimize response length within470

the Thinking mode—in terms of both accuracy and471

length reduction. It also achieves the best average472

results, highlighting the effictiveness of adaptive473

thinking-mode selection as a novel paradigm for474

achieving efficient reasoning.475

For the methods that involve both Thinking and476

NoThinking modes, we additionally report the ra-477

tio of responses generated in NoThinking mode478

(i.e., RatioNT in Table 1). As shown in the table,479

AdaptThink produces more NoThinking responses480

for easier test sets (i.e., GSM8K and MATH500)481

while employing Thinking mode more frequently482

for challenging test sets (i.e., AIME 2024). See483

Appendix A for detailed cases. A similar trend is484

also observed within the five difficulty levels of485

MATH500 (Figure 3 and 5), where AdaptThink 486

predominantly selects the NoThinking mode for 487

the easiest Level-1 problems, and progressively in- 488

creases the use of Thinking as the difficulty level 489

rises. Meanwhile, compared to the original models 490

using only Thinking or NoThinking mode, Adapt- 491

Think consistently achieves higher accuracy across 492

most difficulty levels. These findings suggest that 493

AdaptThink has successfully taught the model to 494

adaptively choose an appropriate thinking mode 495

based on problem difficulty, achieving a better bal- 496

ance between efficiency and performance. 497

5.4 More Analyses 498

Effect of δ. To show the effect of δ in our advan- 499

tage function A(x, y), we implement AdaptThink 500

with different δ values on the 1.5B model and sum- 501

marize the evaluation results in Table 2. As δ in- 502

creases, the proportion of NoThinking responses 503

progressively rises, resulting in a corresponding 504

reduction in the average response length. However, 505

the gain in accuracy also gradually decreases at the 506

same time. This indicates that δ serves as a control 507

parameter for the trade-off between reasoning effi- 508

ciency and accuracy improvement. Notably, even 509

when δ=0, the model chooses NoThinking for over 510

50% of problems in GSM8K and MATH500, im- 511

plying that NoThinking may possess an inherent ad- 512

vantage over Thinking when addressing relatively 513

straightforward problems. Furthermore, for most δ 514

values, AdaptThink consistently achieves notable 515

reduction in response length and also improves ac- 516

curacy, which underscores its robustness. 517

Effect of importance sampling. To demonstrate 518

the effect of importance sampling, we compare 519

AdaptThink with naive GRPO that samples di- 520

rectly from πθold(·|x) during training. As shown 521

in Figure 4, because πθold(·|x) is initially unable 522
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Figure 4: Comparison of average accuracy, average response length, and the ratio of NoThinking responses on the
three math test sets between AdaptThink and naive GPRO at different training steps.

Method RatioIT Length

DeepSeek-R1-Distill-Qwen-1.5B

Final Solutions from OriginalThinking 9.5% 1799
OriginalNoThinking 8.2% 665
AdaptThink 7.9% 826

DeepSeek-R1-Distill-Qwen-7B

Final Solutions from OriginalThinking 0.7% 321
OriginalNoThinking 0.9% 341
AdaptThink 4.2% 426

Table 3: For the test cases where AdaptThink chooses
NoThinking, we compare the implicit thinking ratio
(RatioIT) and average length of three scenarios.

to produce NoThinking samples, GRPO can only523

learn from Thinking samples and focus on im-524

proving accuracy throughout the training process.525

The response length of GRPO decreases only to526

around 4,600 (by eliminating overlong responses527

that would be truncated and receive no reward),528

after which it gradually increases. In contrast, our529

importance sampling strategy enables AdaptThink530

to learn from both Thinking and NoThinking sam-531

ples at each training step. As the model gradually532

learn to generate more NoThinking responses for533

simple problems, the response length eventually534

decreases to below 3,000 tokens.535

Implicit thinking ratio. A potential concern for536

AdaptThink is that RL may activate thinking fea-537

tures (e.g., reflection) within NoThinking mode538

(similar to DeepSeek-R1-Zero) and produce many539

implicit thinking responses. To allay this con-540

cern, we examine the test cases where AdaptThink541

chooses the NoThinking mode. For these cases, we542

collect (1) NoThinking responses from AdaptThink,543

(2) NoThinking responses from the original reason-544

ing model, and (3) the final solution part of Think-545

ing responses from the original model. We compare546

the ratio of implicit thinking responses (denoted by547

RatioIT) across these three scenarios by detecting548

whether some representative keywords for think-549

ing (e.g, “Wait” and “Alternatively”) appear in the550

solutions. We also compare the average length of551

Method
MMLU

Acc Length RatioNT ∆Acc ∆Length

DeepSeek-R1-Distill-Qwen-1.5B

OriginalThinking 35.7 1724 0.00% - -
OriginalNoThinking 20.6 208 100.00% -15.1 -87.9%
AdaptThink 42.2 1055 16.43% +6.5 -38.8%

DeepSeek-R1-Distill-Qwen-7B

OriginalThinking 63.4 1257 0.00% - -
OriginalNoThinking 51.2 128 100.00% -12.2 -89.8%
AdaptThink 63.6 856 16.41% +0.2 -31.9%

Table 4: The performance of AdaptThink on the out-of-
distribute test set MMLU.

these solutions. As presented in Table 3, Adapt- 552

Think only slightly increases the implicit thinking 553

ratio and response length for the 7B model. To 554

entirely eliminate such behavior, one possible ap- 555

proach is to assign zero reward to implicit thinking 556

samples during RL training. 557

Generalizability to OOD scenario. To assess 558

the ability of AdaptThink to generalize in out-of- 559

distribution scenarios, we conduct an evaluation 560

on MMLU, which contains 14K multi-choice ques- 561

tions and covers 57 diverse domains, distinct from 562

our training data in question format and subjects. 563

As shown in Table 4, AdaptThink reduces aver- 564

age response length by more than 30% by produc- 565

ing NoThinking responses for about 16% of the 566

problems (see Figure 8 for cases), while achieving 567

higher accuracy than the original models. 568

6 Conclusion 569

In this work, we first demonstrate the advantages of 570

NoThinking over Thinking in both performance and 571

efficiency for relatively simple tasks. Motivated by 572

this, we propose AdaptThink, a novel RL algorithm 573

to enable reasoning models to adaptively select the 574

optimal thinking mode based on problem difficulty. 575

Experiments show that AdaptThink significantly 576

reduces inference costs and further improves model 577

performance, highlighting the promise of adaptive 578

thinking-mode selection for advancing the trade-off 579

between reasoning quality and efficiency. 580
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7 Limitation581

We discuss several limitations of our work in582

this section: (1) Due to limited computational re-583

sources, we only conduct our experiments on 1.5B584

and 7B models. Nevertheless, these experiments585

still demonstrate the efficacy of AdaptThink across586

different model sizes. (2) Similar to most previous587

open-sourced works, we only train our models us-588

ing mathematical datasets because they are easy to589

obtain and can offer accurate, verifiable rewards.590

Though our evaluation on MMLU shows Adapt-591

Think models can well generalize to OOD scenar-592

ios, we believe they can achieve better results if593

more training datasets with verifiable rewards for594

general domains are available.595

8 Ethical Considerations596

All the models and datasets used in this work are597

publicly published with permissible licenses.598
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Figure 5: Left: The ratio that AdaptiveThink-1.5B choose Thinking or NoThinking across different MATH levels.
Right: Comparison of accuracy between AdaptiveThink-1.5B and the DeepSeek-R1-Distill-Qwen-1.5B using
Thinking and NoThinking across different MATH levels.

A Case Study 735

We show several cases of AdaptThink in Figure 6, 7, 8, and 9 to illustrate its ability of adaptive thinking- 736

mode selection. As demonstrated in Figure 6, 7, and 8, when faced with relatively simple problems, 737

DeepSeek-R1-Distill-Qwen-7B costs a large number of tokens in thinking, which often contains many 738

unnecessary steps and redundant attempts. In contrast, our AdaptThink-7B model adaptively chooses 739

NoThinking mode and directly produces a concise final solution, even if the input problem differs from our 740

training data in both the question format and the subject. On the hard hand, the case in Figure 9 indicates 741

that, when the input problem is difficult, AdaptThink-7B is also able to automatically employ Thinking to 742

ensure its accuracy. 743
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g Question (GSM8K): Two cars are driving on a highway. The first car is traveling at an average
speed of 60 miles per hour when the second car passes it at an average speed of 70 miles per hour. If
both cars continue on the highway at the same speed, how many miles will separate them after 2 hours?

3 DeepSeek-R1-Distill-Qwen-7B:
<think>Okay, so I have this problem here about two cars on a highway. Let me try to understand
it step by step. The first car is going at an average speed of 60 miles per hour. Then, the second
car passes the first car, and it’s going at 70 miles per hour. The question is asking, if both cars keep
going at the same speed, how many miles apart will they be after 2 hours. Hmm, okay. So, let me
visualize this. There’s a highway, and both cars are moving in the same direction. The first car
is ahead, going 60mph, and the second car catches up to it, going 70mph. So, the second car is
faster, right? It’s going 10mph faster than the first car. Wait, so the second car is approaching the
first car at a rate of 10 miles per hour. That makes sense because 70 minus 60 is 10. So, the gap
between them is closing at 10 mph. But the question is asking, after 2 hours, how far apart will they
be. Hmm, wait a second. If the second car is catching up, the distance between them is decreasing.
But the question says, how many miles will separate them after 2 hours. So, is it possible that the
second car overtakes the first car before 2 hours, and then the distance becomes positive again?
Or maybe they’re both moving in the same direction, so the second car is just gaining on the first
car, but after 2 hours, the distance between them is how much? Wait, [...](omit 2679 tokens) so, I
think I’m confident that the answer is 20 miles.</think> Final Answer: The number of miles that
will separate them after 2 hours is 20 . The first car is traveling at an average speed of 60 miles
per hour. The second car passes it at an average speed of 70 miles per hour. Both cars continue on
the highway at the same speed. We need to determine how many miles will separate them after
2 hours. 1. The relative speed between the second car and the first car is the difference in their
speeds: 70mph − 60mph = 10mph. 2. The separation between the two cars after time t hours is
given by the relative speed multiplied by time: Separation = 10mph × t hours. 3. After 2 hours, the
separation will be: Separation = 10mph × 2 hours = 20miles. Thus, the number of miles that will
separate them after 2 hours is 20 . (3303 tokens)

3 AdaptThink-7B (ours):
<think></think>To determine how many miles will separate the two cars after 2 hours, let’s break
down the problem step by step. 1. Understand the Speeds: The first car is traveling at 60 miles
per hour (mph). The second car is traveling at 70 mph. 2. Determine the Relative Speed: Since
both cars are moving in the same direction, the relative speed between them is the difference in their
speeds. Relative speed = Speed of second car − Speed of first car = 70 mph− 60 mph = 10 mph.
3. Calculate the Distance Separated After 2 Hours: Distance = Speed × Time. Here, the relative
speed is 10 mph, and the time is 2 hours. So, Distance = 10 mph× 2 hours = 20 miles. Therefore,
after 2 hours, the two cars will be 20 miles apart. (222 tokens)

Figure 6: For a simple math problem from GSM8K, DeepSeek-R1-Distill-Qwen-7B costs about 3000 tokens in
thinking, which contains many unnecessary steps and redundant attempts. In contrast, our AdaptThink-7B adaptively
chooses NoThinking mode and directly produces a concise final solution.
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g Question (MATH500): In how many ways can 8 people sit around a round table if 3 of the people
– Pierre, Rosa, and Thomas – all want to sit together? (Two seatings are considered the same if one is
a rotation of the other.)

3 DeepSeek-R1-Distill-Qwen-7B:
<think>Alright, so I have this problem where I need to figure out how many ways 8 people can sit
around a round table, but there’s a condition: Pierre, Rosa, and Thomas all want to sit together. Hmm,
okay. Let me think about this step by step. First, I remember that when arranging people around a
round table, the number of arrangements is different from arranging them in a straight line because
rotations of the same arrangement are considered identical. For a round table with n people, the
number of distinct seating arrangements is (n− 1)! instead of n!. That’s because fixing one person’s
position accounts for the rotations, and then arranging the others relative to that fixed position. But in
this case, there’s a condition: Pierre, Rosa, and Thomas must all sit together. So, how does that affect
the calculation? I think the way to handle this is to treat the group of Pierre, Rosa, and Thomas as
a single entity or "block." If we consider them as one block, then we’re effectively arranging this
block along with the other 5 people. So, that makes a total of 6 "blocks" to arrange around the table.
Wait, hold on. If we have 8 people and we’re grouping 3 of them together, how many people are
left? Let me subtract: 8− 3 = 5. So, yes, we have 5 individuals plus the block, totaling 6 units to
arrange around the table. Now, since it’s a round table, the number of ways to arrange these 6 units is
(6− 1)! = 5! = 120. That’s because, again, fixing one position accounts for the rotational symmetry.
But wait, [...](omit 9138 tokens) Therefore, I think the answer is 720. </think> Final Answer: The
number of ways is 720 . To determine the number of ways 8 people can sit around a round table with
the condition that Pierre, Rosa, and Thomas must sit together, we can treat them as a single block.
This reduces the problem to arranging 6 entities (the block and the other 5 people) around a circular
table. Treat the group as a single block: This gives us 6 entities (the block and 5 individuals). Arrange
these 6 entities around a circular table: The number of distinct arrangements of 6 entities around a
circular table is (6− 1)! = 5!. Arrange the people within the block: The 3 people in the block can be
arranged among themselves in 3! ways. Thus, the total number of arrangements is the product of
these two results: (6− 1)!× 3! = 5!× 3! = 120× 6 = 720 Therefore, the number of ways 8 peo-
ple can sit around a round table with Pierre, Rosa, and Thomas sitting together is 720 . (9812 tokens)

3 AdaptThink-7B (ours):
<think></think>To determine the number of ways 8 people can sit around a round table with the
condition that Pierre, Rosa, and Thomas must all sit together, we can treat the group of three as a
single entity or "block." Here’s the step-by-step solution: 1. Treat Pierre, Rosa, and Thomas as a
single block: This reduces the problem to arranging 6 entities around a round table: the block and
the other 5 individuals. 2. Arrange the 6 entities around the table: For circular arrangements,
the number of ways to arrange n entities is (n − 1)!. So, for 6 entities, it’s (6 − 1)! = 5! = 120
ways. 3. Arrange Pierre, Rosa, and Thomas within their block: The three people can be arranged
among themselves in 3! = 6 ways. 4. Multiply the two results together: The total number of
arrangements is the product of the arrangements of the blocks and the internal arrangements of the
group: 5!× 3! = 120× 6 = 720. So, the number of ways 8 people can sit around a round table with
Pierre, Rosa, and Thomas all sitting together is 720 . (297 tokens)

Figure 7: For a relatively simple math problem from MATH500, DeepSeek-R1-Distill-Qwen-7B costs about 9000
tokens in thinking. In contrast, our AdaptThink-7B adaptively chooses NoThinking mode and directly produces a
concise final solution, using only 297 tokens.
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g Question (MMLU): A proposed mechanism for a reaction is as follows: NO2 + F2 → NO2F + F
(Slow step). F + NO2 → NO2F (Fast step). What is the order of the overall reaction? A) Zero
order. B) First order. C) Second order. D) Third order. Output the correct option (one of ABCD) in
"\boxed{}", such as "\boxed{A}".

3 DeepSeek-R1-Distill-Qwen-7B:
<think>Okay, so I have this chemistry problem here about reaction mechanisms and determining the
overall order of the reaction. Hmm, let me try to figure this out step by step. The problem says the
proposed mechanism is: 1. NO2 + F2 → NO2F + F (slow step) 2. F + NO2 → NO2F (fast step)
And the question is asking for the order of the overall reaction. The options are A. Zero order, B.
First order, C. Second order, D. Third order. Alright, I remember that the overall order of a reaction
is determined by the sum of the orders of each reactant in the rate law. But wait, the rate law isn’t
always given. In this case, the mechanism is provided, so I need to use that to figure out the rate law.
First, in a reaction mechanism, the slow step is the rate-determining step, right? That means the rate
law is based on that step. So I should focus on the first step: NO2 + F2 → NO2F + F. Looking
at the slow step, the reactants are NO2 and F2. So the rate law would be rate = k[NO2][F2]

m,
where m is the order with respect to F2. But wait, in the slow step, F2 is a reactant, but in the
second step, there’s an F that’s produced. Hmm, I think that in the overall reaction, the intermediates
(like F in this case) should be canceled out to get the rate law in terms of the initial reactants.
Hold on, [...](omit 3887 tokens) Therefore, the answer is C. Second order. Final Answer C
</think> The proposed mechanism for the reaction is as follows: 1. NO2 + F2 → NO2F + F
(slow step) 2. F + NO2 → NO2F (fast step) The overall reaction is determined by com-
bining the two steps: NO2 + F2 + F + NO2 → NO2F + F + NO2F. Simplifying, we get:
2NO2 + F2 → 2NO2F. The rate law is determined by the slow step, which is the rate-determining
step. The rate law for the slow step is: rate = k[NO2][F2]. Since F is an intermediate, we use the
steady-state approximation to express [F] in terms of [NO2] and [F2]. From the fast step, we find:
k1[NO2][F2] = k2[F][NO2]. Solving for [F]: [F] = k1

k2
[F2]. Substituting this back into the rate law

confirms that the rate is still first order in [NO2] and first order in [F2]. Therefore, the overall order
of the reaction is: 1+1 = 2. Thus, the order of the overall reaction is second order. C (4709 tokens)

3 AdaptThink-7B (ours):
<think></think>To determine the order of the overall reaction, we analyze the given mechanism:
1. Slow Step (Rate-Determining Step): NO2 + F2 → NO2F + F The rate law for this step is:
Rate = k[NO2][F2].. 2. Fast Step: F + NO2 → NO2F. Since this step is fast, it does not affect the
overall rate law. The overall rate law is determined by the slow step. Combining the rate laws from
the slow step, the overall reaction order is the sum of the exponents in the rate law: the order with
respect to NO2 is 1, and the order with respect to F2 is 1. Thus, the overall reaction order is 1+1 = 2.
The correct answer is C . (263 tokens)

Figure 8: Even for out-of-distribution problems from MMLU, AdaptThink-7B is still able to generate NoThinking
response if the problem is relatively simple.
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g Question (AIME 2024): Find the largest possible real part of (75 + 117i)z + 96+144i
z where z is

a complex number with |z| = 4.

3 DeepSeek-R1-Distill-Qwen-7B:
<think>Alright, so I have this problem here: I need to find the largest possible real part of the
expression (75 + 117i)z + 96+144i

z where z is a complex number with |z| = 4. Hmm, okay, let
me try to figure this out step by step. First, I remember that for complex numbers, the real part
of an expression is the sum of the real parts of each term. So, I can probably break this down
into two parts: the real part of (75 + 117i)z and the real part of 96+144i

z . Then, [...](omit 3099
tokens) I think that solidifies the answer. I don’t see any mistakes in the reasoning. Final Answer
540 </think> Given the problem of finding the largest possible real part of the expression
(75 + 117i)z + 96+144i

z where z is a complex number with |z| = 4, we start by expressing z as
z = 4eiθ. This allows us to rewrite the expression in terms of θ. First, we substitute z = 4eiθ

and 1
z = 1

4e
−iθ into the expression: (75 + 117i) · 4eiθ + (96 + 144i) · 1

4e
−iθ. This simplifies to

(300 + 468i)eiθ + (24 + 36i)e−iθ. Expanding each term using Euler’s formula eiθ = cos θ + i sin θ
and e−iθ = cos θ − i sin θ, we separate the real and imaginary parts. After combining the real parts,
we get 324 cos θ − 432 sin θ. To find the maximum value of this expression, we recognize it as a
linear combination of sine and cosine, which can be written in the form A cos θ + B sin θ. The
maximum value of such an expression is given by the amplitude R =

√
A2 +B2. Calculating R:

R =
√

3242 + (−432)2 =
√
104976 + 186624 =

√
291600 = 540. Thus, the largest possible real

part of the given expression is 540 . (3771 tokens)

3 AdaptThink-7B (ours):
<think>Okay, so I have this problem here: I need to find the largest possible real part of the expression
(75 + 117i)z + 96+144i

z , where z is a complex number with |z| = 4. Hmm, okay. Let me try to
figure this out step by step. First, I know that z is a complex number with magnitude 4. That
means [...](omit 3003 tokens) Therefore, the largest possible real part is 540 . </think> Given
the expression (75 + 117i)z + 96+144i

z where z is a complex number with |z| = 4, we need to find
the largest possible real part. First, we express z as 4eiθ where θ is the argument of z. Then, we
rewrite the expression in terms of θ: E = (75 + 117i)4eiθ + 96+144i

4 e−iθ. Simplifying the constants,
we get: (75 + 117i)4 = 300 + 468i and 96+144i

4 = 24 + 36i. Thus, the expression becomes:
E = (300+ 468i)eiθ +(24+ 36i)e−iθ. Using Euler’s formula, we expand and separate into real and
imaginary parts: (300 + 468i)(cos θ + i sin θ) = (300 cos θ − 468 sin θ) + i(300 sin θ + 468 cos θ)
and (24 + 36i)(cos θ − i sin θ) = (24 cos θ + 36 sin θ) + i(−24 sin θ + 36 cos θ). Adding the real
parts together: 300 cos θ − 468 sin θ + 24 cos θ + 36 sin θ = 324 cos θ − 432 sin θ. The expression
324 cos θ − 432 sin θ can be written as R cos(θ + ϕ) where R =

√
3242 + (−432)2. Calculating R:

3242 = 104976, 4322 = 186624, R =
√
104976 + 186624 =

√
291600 = 540. Thus, the largest

possible real part is 540 . (3743 tokens)

Figure 9: For a chanlleging problems from AIME 2024, AdaptThink-7B is able to employs Thinking to solve it,
instead of directly generates the final solution.

15


	Introduction
	Related Work
	Motivation
	Preliminary
	NoThinking is Better for Simple Problems

	AdaptThink
	Constrained Optimization Objective
	Importance Sampling
	A New Perspective to Understand the Loss

	Experiments
	Setup
	Baselines
	Main Results
	More Analyses

	Conclusion
	Limitation
	Ethical Considerations
	Case Study

