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Abstract

Existing opinion mining (OM) is limited to
applications on commercial reviews, with
aspect and sentiment of the opinions in a
coarse-grained form. In this paper, we
further explore the definition of OM by
extending the concepts of aspect and
sentiment, and propose an opinion
summarization method based on Multi-
granularity Clustering and BERT (Jacob et
al., 2018), i.e., MCB for emergent online
discussion record in keeping with the
further definition. A supporting Chinese
corpus, ZH45 comprising 45 groups of
discussion, and assorted metrics are also
proposed. Experiments based on ZH45
and the metrics demonstrate that MCB
produces succinct and insightful opinion
summaries.

1 Introduction

Opinion mining (OM), usually interchangeable
with the term sentiment analysis, is a typical task in
the field of natural language processing.

In terms of the opinions obtained, the studies of
OM can be divided into two types. The one is
aspect-based sentiment analysis (ABSA), which
aims at generating opinions in the form of triples
like (aspect, opinion, sentiment polarity); the other
is opinion summarization (OS) aggregating the
opinions in textual form. The advantage of ABSA
is the structured output, which is conducive to post-
processing, while OS is more informative and
readable. OM plays a fantastic role in the big data
era. With the mainstream opinions obtained, people
can straightforwardly grasp overall cognition, then
make decisions about the object of concern without
browsing every piece of information.

Despite the considerable advantages, the full
development of OM is still far due to two
limitations: (1) The premature technical system. In
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existing researches, aspects of the studied entity are
always predictable and concrete attributes (e.g., the
hygiene and service for hotel, the wine, flavor, and
price for restaurant, etc.). Similarly, the sentiments
or opinions are limited to simple description, which

; can be interpreted as adjectives, or even sentiment

polarities. The definition attenuates the difficulty
but also the versatility of OM. (2) The supporting
evaluation system and corpora have yet to be
complemented. The assessment of OS has to mirror
that of automatic summarization, adopting metrics
such as BLEU (Kishore et al., 2002) and ROUGE

; (Lin, 2004). The rigorous supervised metrics are

not suitable for semi-supervised or unsupervised
summarizers, as they tend to underestimate the
opinion summaries. Furthermore, the annotation of
reference summary is burdensome. Existing

; quality corpora are all commodity review sets (Chu

and Liu, 2019; BraZinskas et al., 2020), preventing
OM from penetrating into public opinion
monitoring, current affair summary, and big data
sentiment analysis.

On a separate note, under the gaze of COVID-
19, the face-to-face contact has to be restricted.
Consequently, social media like webinars, message
boards, micro blogs, etc. have been increasingly
spotlighted and used (Jiang et al., 2021), and online
discussion record (hereinafter referred to as
discussion) has been mushrooming all over the
social network. The contents of discussion cover
quite a board realm, implying substantial exploring
value. However, compared to dialogue, news, and
commercial comment, discussion possesses
excessive  volume, relax structure, and
miscellaneous expressions, which really impede
the progress of its processing.

Given the task framework and the online
discussion record above, we propose to further
explore the definition of OM by extending the
aspect and sentiment from concrete, knowable
concepts to abstractive, implicit concepts.



s> Subsequently, we introduce an OS method based
g3 on Multi-granularity Clustering and BERT (MCB)
s« for summing up the mainstreams of complicated
o5 textual data resembling discussion in an
s unsupervised, extractive  fashion.  Through
s7 disassembling the text into sentences and terms,
ss MCB bypasses the unstructured problem. At
a0 different levels of granularity, MCB employs
suitable clustering algorithms in line with the data
characteristics and phased needs (e.g.,
dimensionality or volume reduction, split-flow, and
aggregation). In sentence level, we leverage fine-
tuned BERT models to inject external knowledge
into the framework and advance the exploitation of
deep semantics. With the aid of BERT, we add
o7 subjectivity analysis and TransfoRank analysis to
ss MCB.

For the sake of assessment, the paper introduces
a Chinese corpus, ZH45 comprising 45 groups of
discussion from zhihu. Zhihu is a large-scale
Chinese forum, where objects discussed range
from social phenomena to emotional issues.
Additionally, a system for evaluation of
105 unsupervised opinion summarizers is proffered. It
incorporates the automatic metrics and artificial
scoring, evaluating the summarizers from aspects
and opinions incrementally. On the basis of our
corpus and metrics, experiments including ablation
studies and a case study are conducted to verify the
practicality and superiority of MCB.

In a nutshell, our contributions include: (1) we
comb through the flux of OM, and put up with a
deepened conception of the task in the light of
emergent data sources, the discussion; (2) we
116 propose MCB, an OM method based on multi-
17 granularity clustering and the SOTA language
115 model, BERT for the further task as a baseline, and
119 prove its effectiveness with abundant experiments;
120 (3) we proffer a Chinese corpus consisting of 45
121 discussions, and an evaluation system for more
122 unsupervised opinion summarizers to refer in the
123 future.
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2. 2 Exploration of the concept of OM

s 2.1 Development of Opinion Mining

126 The idea of OM was raised in 2003 as “processing
127 a set of search results for a given item, generating
128 a list of product attributes (quality, features, etc.)

120 and aggregating opinions about each of them (poor, 150

130 mixed, good)” (Dave et al., 2003), followed by a
131 technique of classifying the product review

132 sentences according to the sentiment polarity they
133 contain.

From then on, OM was applied to various
155 commercial review sets and short-text social
136 platforms. Statistical analysis on item attributes
137 gained from customers’ comments helped the
1s developers to orient themselves in product
130 improvement and information delivery (Claudia
140 and Rachel, 2013; Chen et al., 2014; Sebastiano et
al.,, 2015). As OM evolved, the dimension of
> emotion had increased. Conrad and Schilder (2007)
added subjectivity analysis to polarity analysis
s when mining opinions from legal blogs. De
125 Choudhury and Counts (2013) used keywords from
16 positive and negative texts as emotion summaries.
147 In the period, some researchers also tried to extract
15 the informative and insightful sentences from the
19 texts to form the opinion summary for certain
150 surveys (Ku et al., 2006; Meng et al., 2012).
151 Ganesan et al. (2010) were the first to state the
152 connection  between OM and  automatic
153 summarization straightforwardly.

In 2016, SemEval first published the formal
155 definition of ABSA (Pontiki et al., 2016), impelling
156 it to be a relatively complete technical system. The
157 studies mining opinions in tuple form can be
158 categorized under ABSA (Wang et al., 2016, 2017;
150 Tang et al., 2016; Xu et al., 2018; He et al., 2018),
10 whatever algorithms or models were employed.
161 Recently, Xu et al. (2019) post-trained BERT and
162 reached SOTA on multiple ABSA tasks, and Miao
163 et al. (2020) followed the methods of sequence
164 tagging and classification, but significantly
165 reduced the labeled data to achieve SOTA.
166 Researches in OS has also been boosted. For the
167 commercial reviews, researchers have made efforts
168 to create review-like summaries with the most
160 popular opinions extracted (Suhara et al., 2020;
170 Angelidis et al, 2021; Amplayo et al., 2021), or
171 generated by the language models (Kumar et al.,
172 2021). But what for the opinion summary of social
173 media? It is worthwhile devoting more effort to this.

134

141
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~
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154

172 2.2 Further Opinion Mining

175 This paper aims at bringing the task definition of
176 OM a step further, especially the source data and
177 the concepts of the term aspect and sentiment.
With respect to the data, the crux of discussion
179 processing is explicated as follow:

Multi opinions towards single object. Usually,
1e1 the thrust of a discussion is not unique. It is
1e2 inappropriate to preserve the salient contents as in

178
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Figure 1: An overview of the OS method based on Multi-grained Clustering and BERT (MCB) in the paper.
(a) In preprocessing stage, the fine-tuned BERT models function as filters. (b) In aspect extracting stage, we
cluster twice to obtain the extended aspects. (c) In sentiment generalizing stage, affinity propagation and

TransfoRank analysis are conducted simultaneously.

183 other summarization tasks, for some second
12 mainstreams would be omitted.

15 Excessive volume. Faced with the extensive
186 text, the methods have to cut it down to a
157 manageable size, or be invulnerable to data
s overload problem.

180 Relax structure. An individual essay, paragraph
190 OF even sentence can become a comment in a
101 discussion, making it difficult to start from the
192 natural comment level as usual.

103 Miscellaneous expressions. Myriad ironies and
104 degressions are blended in a discussion,
105 hoodwinking the summarizers from figuring out
106 true mainstreams. In addition, similar semantics
107 may hide behind distinct expressions, which leads
108 to the sparse problem.

100 Existing OM methods may well have difficulties
200 coping with complicated texts, as they extract
201 aspect and sentiment in the form of ferms. A single
202 term can hardly represent an aspect of a whole
203 complex, or fully convey an attitude towards
201 something.

20 The further OM should be able to break the
206 limitations. Inspired by “opinion mining analyzes
207 people’s  opinions, appraisals, attitudes, and
208 emotions toward entities, individuals, issues,
200 events, topics, and their attributes” (Liu, 2011), we
210 suggest selecting such individuals, issues, events,
211 and fopics as research target, and generalizing

1

©

212 macroscopic angles instead of tangible attributes as
213 the aspect. For the same reason, sentiment is
212 extended to cognitive concept, embracing insights,
215 inferences, appraisals, attitudes, and emotions. The
216 Tepresentation of extended aspect or sentiment can
217 be defined as a cluster of semantically coherent
218 terms (Zhang et al., 2018), or representative vectors
210in  the semantic space. Subsequently, the
220 Tepresentations are collected to form tuples, or help
221 work out summaries.

»» 3 Methodology

223 3.1 Preprocessing

224 At the beginning of our method, we trim the relax
225 structure by splitting the given discussion into
226 sentences. Through limiting the length of each
227 sentence and selecting the separators, we try to
22 ensure that every sentence contains one opinion at
220 most, which is different from a linguistic sentence.
o Then the subjectivity analysis is implemented by
1 a BERT model. The model is simply fine-tuned on
232 7500 sentences manually labeled with subjectivity
233 (€. g. 1 for subjective, and 0 for objective). Like
2aa general classification tasks, with the hidden state
235 hg of the [CLS] token, the subjectivity is calculated
236 aAS!

2

W

2

W

237 yi = softmax(Wihy + b") 1)

3



Apart from alleviating the burden brought by the
cumbersome texts, we also insist that sentences
220 with  stronger subjectivity are qualified for
candidate opinions. The subjective sentences are
collected into a set denoted as S = {sy, s, ..., Sy }-

Another pre-trained ERNIE model (Xiao et al.,
222 2021) is employed for tokenization and part-of-
speech (PoS) tagging. Here we mimic the practice
of topic modeling, reserving the tokens with
specific part-of-speech tags to eschew non-sense
223 words. A stopword list is also used in the process.
Consequently, we get the significant word set W =
{wi,wy, ..., wy 1
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3.2 Aspect extracting

25> The aspect extracting stage identifies several
subsets of W to constitute the aforesaid extended
aspects of the complex discussed.

After observing the data, we come up with three
; conditions where words are likely to be relevant.

253

Synonyms and antonyms. That means the
words are always interchangeable in the
text. From another perspective, they
would be especially close in semantic
space.

257 L]

Logical dependencies. For example,
nurse and surgery, politics and economy,
bloom and fruit, etc. The various
dependencies bring the words together,

Relevance under particular circumstance.
It means that the words are irrelevant
usually but relevant within a certain
discussion, which corresponds with local
statistical characteristics in task-related
corpus.

267 L]
268
269
270
271

272

27z Firstly, we decide to adopt the Word2Vec
274 representations (Mikolov et al., 2013) and the
275 agglomerative clustering algorithm to aggregate
276 the synonyms and the antonyms into word-points.
277 The plain algorithm can conveniently control the
27s extent of aggregation by set a similarity threshold.
279 In this paper, we set the threshold to 0.6 empirically
0 and  get satisfactory word-point set P =
281 {P1, D2, -, Po}- On the other hand, the short texts are
2s2 always sparse, noisy and ambiguous (Shi et al,
23 2018), and the operation mitigates the problems by
2s2 reducing the dimensions.

reflecting global statistical characteristics.

Secondly, to give consideration to both global
and local relevancy, we compute the frequency
207 freq, of each word-point in S:

285

286

Sp; = {slw € p;, s contains w,s € S} (2)

freq; = |Sy,] ®

and the same for co-occurrence frequency Co;; of
every two word-points. Co-occurrence is
accessible yet plausible in smaller corpus,
; especially when the discussion is not large enough
to fine-tune the word vectors.

The word-points with low frequencies are
removed through a threshold related to the scale
of the discussion. Thus, the similarity matrix of
remaining word-points can be calculated as:

N
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sim =T
s00 Where pv, stands for the representation of word-
point p; obtained by averaging the vectors of the
s02 WOrds in the word-point. The similarity matrix is
w03 the input for spectral clustering (Ng et al., 2002).
The graph-based algorithm tallies with the
organizational form of the word-points in the
discussion. We set the number of clusters between
3 and 6, and the best number is assigned according
s0s to the silhouette coefficient. The output clusters of

s00 word-points A = {aq, ay, ..., a,} are candidates for

301

w
o
=

w
o
a

306

the extended aspects, among which we will get
some clusters of non-sense words. To weed them
out thoroughly, we identify these loose clusters by
comparing the intra-cluster and inter-cluster co-
occurrence:

310

311

31

[N}

31

w

314

315

©®)

compact; = ijEai.PkEai,jik Cojk

Z?Z:l compacty—compact;

316 CR; = (6)

where compact; is the sum of Co; , of every two
18 Word-points in the candidate aspect a;, and CR;
means the compact degree of a;. In our method,
the loosest cluster will be abandoned if its compact
degree is greater than a certain value, and there are
enough clusters (p > 4 in our study). Then we get
223 the final aspects A*.

Thirdly, the sentences in S are categorized into
s25 the aspects above. The words involved in A* can
a26 vote for the sentences they belong to as:

(p—1)-compact;

317

324

1, s contains w
0, otherwise

327 Count‘i, = {

U]
®)

a — S
328 Voted = Yp.ca Lwep, County, freq;



s20 In which Vote? is number of votes for sentence s

a0 going to aspect a. In this way, the word-point

=1 frequency act as the voting weight. After voting,
522 MOSt sentences are grouped under one or more

aspects, while seldom that contain no voter
a3 words will be left out.

33

@

25 3.3 Sentiment generalizing

319 PoS tagging.

ss0  In the following, SV; is fed into two algorithms
s51 in parallel. Assuming that sentences under the same
352 topic vary in attitude and emotion most, affinity
53 propagation (AP; Frey and Dueck, 2007) is
35« adopted to generalize the extended sentiments. AP
ss5 excels at clustering multi-class, high-dimensional
a6 data, but it has higher complexity than other
ss7 algorithms. In view of the above, we apply AP to
sse this latter step for the sentiment clusters like

359 Sainej = {Sll'], S;J, vy S;'J} (e for

w0 Simultaneously, we put forward TransfoRank by
a1 replacing the original similarity function in
s> TextRank (Mihalcea and Tarau, 2004) with a
363 cosine similarity matrix of SV;, to work out the

se« popularity ranking of S,

s We mimic the skill factor in multifactorial
s evolutionary algorithm (MFEA; Gupta et al., 2015)
367 to design the popularity factor of the sentiment |,

368 clusters:

369 Pop;; = Semin TransfoRank(s)

ajej

s70 where TransfoRank(s) is the ranking of the
71 sentence by TransfoRank. A smaller popularity
a2 factor signifies higher popularity. The central
a73 sentences of the K most popular sentiment clusters
a7 are extracted for the mainstreams of the aspect.
75 Ultimately, mainstreams coming from all aspects

s76 compose the opinion summary.

©

emotion).

(%}

.77 4 Evaluation of furthered OS

as 4.1 The ZH45 Corpus

79 In order to add fuel to the research of further OM,
a0 we introduce ZH45, a medium-scale Chinese OM

corpus. The ZH45 is constructed on the well-

a2 known Q&A community on the Chinese Internet,

_ o o ez zhihu. In the community, the users can pose
sss The sentiment generalizing stage is intended to

ss7 further aggregate the subjective sentences in each
38 group in terms of the emotions they expressed.
+:0 Given a group under an aspect S,, = {si, s}, ..., s}, _
w0 We first get its embeddings SV; = {svi, svi, ..., svi}.
221 The encoding model is a Chinese BERT model pre-
as2 trained with whole word masking (Cui et al., 2021)
313 and fine-tuned on a Chinese natural language
44 inference (NLI) dataset. Although the addition of the

315 model enhances the understanding of deep semantics
216 behind the multiform expressions, note that our
2 method is not tied to any BERT model, including the hundreds to more than 10K, and the comments vary

sss aforementioned ones for subjectivity analysis and in length from a few characters to thousands of

questions, and discuss other users’ questions in turn.

sss Zhihu has a column named “How do you view /

evaluate X”, where X symbolizes the object
discussed, covering social phenomena, news,
particular communities, interpersonal problems,
and celebrities, etc. The discussion taking place in

a00 the column meets the definition of discussion in the
s01 paper. We selected and crawled 45 of them. After

filtering out the non-text comments, 165K

105 comments were collected in total. The number of

comments under each question ranges from

characters. The corpus contains no reference
summaries, which is helpful for unsupervised
methods. Actually, the crowdsourcing is unfeasible,
as it is unrealistic for people to digest then
summary discussions with thousands of comments.

> The high-quality OS corpus SPACE (Angelidis et

al., 2021), where every human-annotated summary
is based on 100 reviews, has reached the largest
crowdsourcing in the field.

406 4.2 Metrics

w07 Referring to the work of Angelidis et al. (2021), we
; evaluate the method from two angles: aspect and
o opinion summary.

In this paper, the change of the concept of aspect
is noteworthy. We believe that there are different
appropriate observation angles for different objects,
resulting in different aspects. Therefore, we avoid
commenting on the right and wrong of the aspects,

415 but focus on their role in the diversion of the

subjective sentences.
Aspect Variance is for watching the uniformity
of the size of the S,,. The variance of the sizes of

«10 them is taken for the metrics. Considering that
20 between the opinions exist the popularity gaps, a
21 moderate Aspect Variance is acceptable.

Aspect attraction aims at measuring the
capacity of the aspects to gather the sentences in a
given discussion. We divide the number of
subjective sentences collected by A* by the number
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of word-points (or words in the case of other
227 methods without word-points) in A for the metric.

Having difficulties in gaining ground-truth
annotation in OS research, we are confronted with
a0 the challenge of evaluating the existing results
s without any reference summaries. Human
evaluation is indispensable in the situation.

Summary Richness aims at quantizing the
information retrieved by the opinion summary. It is
computed by preprocessing the summary to get W,
and divide the size of W by the number of opinions
in the summary.

Summary Coverage examines the ability of the
230 mainstreams in the summary to represent other
comments within the discussion. For the metric, we
a1 recruited 6 annotators, including undergraduates,
graduate students and white-collar workers to carry
out a human study. 150 sentences sampled from S
arbitrarily were offered with the opinion summary
of the discussion, and the annotators had to decide
if the sentences were represented by the summary
respectively. Each sentence was annotated for 3
s times, and there is an average cover rate. We divide
a0 the rate also by the number of opinions in the
summary, to eliminate the influence of the
summary size.
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5 Experiments

: 5.1

44 Dataset. As far as we know, ZH45 is the first
corpus to serve further OM, and our experiments
ss6 take it as the testbed.

ss7 - Implementation. All of the discussions in
13 ZHAS were involved in evaluation. In the
preprocessing stage, the model for subjectivity
analysis was BERT-base-Chinese (Jacob et al.,
2018). As for fine-tuning, we collected 7500
sentences randomly from another 15 posts in the
“How do you view / evaluate X” column, and the
sentences were annotated by 3 annotators
independently as subjective or not. Tokenization
and PoS tagging were implemented by a pre-
trained multi-task ERNIE model (Xiao et al., 2021)
offer in HanLP project (He and Choi, 2021). In the
sentiment generalizing stage, we borrowed
RoBERTa-wwm-ext (Cui et al., 2021), and fine-
a1 tuned it in the framework of Siamese-BERT
a2 (Reimers and Gurevych, 2019) using multiple
473 negatives ranking loss. The NLI dataset for fine-
472 tuning was a combination of OCNLI (Hu et al.,
475 2020) and a Chinese NLI corpus built on SNLI

Experimental Setup
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Aspect

Methods Variance Attraction
MCB 92270 2.9754
LDA 608132 0.7096
LSI 645968 0.6663

Summary

Methods Richness Coverage
MCB 5.7339 0.0270
BERT-Spec 5.1497 0.0214

Table 1;: MCB compared with our baselines.

276 (Bowman et al., 2015) and MultiNLI (Williams et
477 al., 2018). During training, we used the Adam
476 optimizer, with initial learning rate of 3 x 1075. We
479 warmed up the model for the first 10% steps, and
220 Tan 5 training epochs in total. The preference in AP
a1 clustering was simply set to -1. We let K =5 while
222 choosing the most popular sentiment clusters.
23 More implementation details agree with the
23« method explained in Section 3.

a5 5.2 Results

236 As for aspect evaluation, noticing the aspect is a
g7 collection of words, which is consistent with the
a5 concept of the topic, we select LDA (Blei et al.,
30 2003) and LSI (Deerwester et al., 1990) as the
290 baseline models. The upper part of Table 1 shows
201 the Variance and Attraction scores of our method
22 (MCB), LDA, and LSI, which is an encouraging
s03 result. Aspects from MCB evidently outperform
204 that from the general topic models in helping
a95 produce the opinion summary. From the outputs,
205 LDA and LSI tend to generate highly overlapped
207 word sets, and the sentences are likely to amass
s0s around the one with the highest average weight. We
90 conjecture that it is because the discussion has
so0 already targeted at a certain object, and the aspects
so1 may function as sub-topics under the overall topic,
s0» while the typical topic model may concentrate on
sos the latter. Apparently, our method has the ability to
sos discover and distinguish more fine-grained
sos relations.

MCB is the first to break away the commercial
so7 reviews and endeavor to solve the further OS task.
soe Hence there is no available baseline. Instead, we
so0 took the framework of Jiang et al. (2021) for
s10 comparison. For implementations, we encoded the
s11 sentences in S by the fine-tuned RoBERTa-wwm-
s12 ext in Section 4.1, and applied spectral clustering
s13 on the embeddings directly. In Euclidean space, the
s1 K-nearest neighbors of each cluster center
s15 comprised the final summary. The performance of

506
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Aspect

Methods Variance Attraction
MCB 92270 2.9754
MCB-Nopnt 129387 2.9384
MCB-Noco 86072 2.7817
MCB-FA | 1010500 2.7803

Summary

Methods Richness Coverage
MCB 5.7339 0.0270
MCB-Nopnt 5.3315 0.0204
MCB-Noco 5.0480 0.0192
MCB-Noemb 9.1591 0.0149
MCB-Spec 5.3335 0.0137

Table 2: Ablation experiment results.

sis MCB and the baseline (BERT-Spec) is listed in the
s17 Table 1 (lower). It can be seen that MCB gains the
sis upper  hand with more informative and
s19 Tepresentative opinion summaries.

s20 5.3 Ablation Study

s Since few baseline models can be found, we .

s2> conducted ablation experiments to confirm the
s23 effectiveness of MCB as an extended OS method.
52« The variants considered are as follow:

MCB-Nopnt:  The  procedure  of
aggregating the words into word-points is
removed.

MCB-Noco: The co-occurrence between
the word-points is dismissed in the aspect
extracting stage.

MCB-FA: While clustering the word-
532 points, spectral clustering is replaced by
agglomerative clustering.

MCB-Noemb: No BERT models are
535 involved in the sentiment generalizing
stage. The top-K popular sentences are
worked out by TextRank.

MCB-Spec: The AP clustering is replaced
by spectral clustering in the sentiment
generalizing stage.

The MCB-Nopnt, MCB-Noco, and MCB-FA
ss2 are variants making changes in aspect extracting
sss stage. They are compared with the full method in
sa1 the aspect evaluation in Table 2 (upper). Among the
sss methods, MCB has a moderate Variance and the
sss highest Attraction. The result of MCB-FA is

541

MCB
earn money money choice regard... as... cost tool
{4k, MR, 1943, (B, S 4R), i), UK it HfEY, IR, AR, (TR
kid, children sad fake smile, smile happiness

{7 BT, ANIACY, DHERE, sz, DRy, LB, 528, B5SY, OOFD, S84, TR}

joy society participate benefit pattern work develop capital popularity
{RY (2} 25, 2y, Rk, Or Y {01 {RJeY, (RS, Jns g, #3

like hope feel pity irony

{5 %, 20 {2y, Ul s, o}, {EI, 1o (i, VLR, BN}

MCB-Noco

tool joy participate develop capital ~ popularity represent consume
{TAY 53 {25, 2}, (Y, (BARY, Jna, £, (RS GH2e}
thing benefit pattern work viewpoint meaning long-term
{0y (RIza), Or Ry (TR (A, I, Ay, (RO, LA Ky
money regard... as... simple coerce
{ERI, S ERY, (LR, 46 HrEY, {5t 5, {58, Ei, 5817}
sad like pity irony
s, sz, Ly {5, B CEI, 1, {R, YL, B}
earn money compelling hope feel choose
{Hik, ek, #9023, {758, W, mUaed, {3, (o, ke, gy, (e}
kid, children fake smile, smile happiness brother, family
{7 2T ANIA {2, 54 Y OPD, s, BUR {020, A RS

Table 3: Aspects of the discussion on the American
“fake smile boy” Gavin, generated by MCB and
MCB-Noco. For brevity, part of word-points with
the highest weights in each aspect are shown, with
the English meanings labeled above. In every word-
point, we display 3 terms at most.

ss7 particularly irrational, and we expelled it from the
summary evaluation. In the lower part of Table 2
are some interesting findings. MCB-Noemb wins
the highest Richness, followed by our methods.
However, MCB maintains the best Coverage far
beyond the MCB-Noemb. The reason lies in the
; summaries themselves: TextRank, the word-
frequency-based algorithm, is prone to be misled
by sentences that are tediously long and not
suitable for mainstreams.

From the above results, it can be concluded that
; the data dimension reduction, exploitation of
statistical characteristics in the task-related data,
appropriate clustering algorithms, and BERT
models for grasping the deep semantics are all
imperative for our method.

sss 5.4 Case Study

ss« To provide deeper insight into the advantages of
ses our method, we adopt the discussion on the
ses American “fake smile boy” Gavin for a case study.
The aspects generated by MCB and the variant
see With the lowest Variance, MCB-Noco, are shown
seo in Table 3. MCB produces 4 aspects, and we can
57,0 summarize them as behavioral intention, Gavin
1 himself, social effects, and public reactions. MCB-
s72 Noco offers 6 aspects, among which 3 aspects are
s73 nearly the same with the social effects (the first),
s7a public reactions (the fourth), and Gavin himself
s75 (the last). The remaining 3 aspects are ambiguous,
s76 though.

In Figure 2, we also present the opinion
s7s summaries created by MCB and BERT-Spec. with
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would say that I don’t know the difficulties. )

child can be happy forever. )

reality, that’s people’s helplessness and sadness. )

APLEAFE A
%4, SR

work hard. )

JEHEARILME . (A lot of heartache. )

MARIERE, MEDATE,
HIEAEYK . (Earning money by entertaining others isn’t a long-term policy, it isn’t honorable or rewarding for me, either. I feel like some body

SN, (HRIEFIE, HE AR, S TR, HAEREUR SR, 2R, IRERIIRIATTZ TET
heartache, but it’s normal. Ordinary people also have to struggle with a forced smile for something, so there are many people worth worrying about. )

HFFA L MOER R A OIS, B A A BB

JZIEE CERE, HOMEEHE T . (As longas he is responsible for his choice. )
LN, RENED T KE53, 78/ R LKEE L. (Some feel distressed because they experienced a lot, and hope that the

ALFHREAA ALY, AL Z KA, LA T EDWAE R A A2 2R #0F  (Everything has its limits, don’t
exhaust kids’ innocence and loveliness, damaging their values in the adult world. )

TR, RNRMATE T, MM AR %, ZEAfMEC. (Hopehe can know that it isn’t that he’s not cute, but that
he’s cute because of himself rather than the fake smile. )

SALLE, FERIEFE, EWEAL—REW, T RERD, JRERERKE SR, TR, IRERRMATZ TET

heartache, but it’s normal. Ordinary people also have to struggle with a forced smile for something, so there are many people worth worrying about. )
HTHAE, MEFHCELRRE, [E4F T . (With popularity, it depends on how he develops and chooses. )
B MEAT 2, BN ZEE TSR RS PR R 7 UMER R (15E . (He is innocent, but I think that

people’s attitudes are inappropriate: The way of getting a return is not worth pursuing. )

ZAABRA RN BA LGSR D RHAEBISE, A —AEA AR TR AR . (Having compassion without enough strength to reverse the

...... (Some

HFLFHREA LR, BB PRI %, LI (DAL A B T e SZ B A #0o (Bverything has its limits, don’t
exhaust kids” innocence and loveliness, damaging their values in the adult world. )

BE, AVSASUR RIS, RREN, R Zid/), e M aiEhaies, J
LR AES9. (Having the chance to get people’s love and learn about a different world is great of course. The child is still
young, however, and he’ll have unavoidable doubts in the process. With parents’ appropriate guidance and arrangement, it’s wo rthwhile for the kid to

SORHIN LA IER) ]S

MFFBAA MG 2, EAFRIARZHRANTAEXAF L ZHRAFEHR T AMERBA1ZI8H . (He is innocent, but I think that
people’s attitudes are inappropriate: The way of getting a return is not worth pursuing. )

FXAREEE AP AR, X5 RS, W 2B %, (1can’t help deeply thinking about whether it’s value distortion or moral decay . )
FHASIA IR A TETEY . (In my opinion it really makes sense. )

A ERA [ CUREITO I HEUGXEE 4235, ARFEHAR Iy (If he feels happy and loves such life, I will be happy, too. )

Figure 2: Summaries created by MCB and BERT-Spec (the baseline) for the discussion. The opinions from

the same aspect are placed together in one cell.

the second highest Coverage. The two summaries
are roughly the same size. In the former summary,
we are gratified to find that all of the mainstreams
are distinct and insightful, with little overlap
between them. Besides, the 4 groups of opinions do
match the 4 aspects in contents. The baseline also
outputs an acceptable summary, but some over-
general opinions (e. g. “a lot of heartache” and “it
makes sense”) are blended in, along with an
opinion with unknown reference (“it” in “I cant
help deeply thinking about...””), which discounts
the quality. As a result, the summary generated by
MCB is more informative.

From the comparisons, we see that MCB
produces more clear and cohesive aspects for given
objects, and the integration of multi-granularity
clustering paves a powerful way for OS.

6 Conclusion and Future Works

To review, this paper studies the concept of opinion
mining (OM) systematically. On the basis of the
existing framework and current application
requirements, we come up with an extended task
definition for OM, with aspect and sentiment from
concrete, knowable concepts to abstractive,
implicit concepts. Instead of simple terms,
representations of the aspect and sentiment are
turned into clusters of coherent terms or vectors in
the semantic space. Without doubt the further OM
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is much more flexible, and ready to mine more
insightful and multifaceted opinions from vaster
realm.

We also proposed MCB, an OS method based on
multi-granularity clustering and BERT models to
bring out our conception into reality. Moreover, a
Chinese corpus and a set of evaluation metrics are
served for assessment of more summarizers in
future. As the experiments demonstrated, our
method is well-designed and effective in handling
complicated textual data, producing representative,
readable opinion summaries rich in information.

One limitation of the current MCB is that the
method makes use of the BERT models in a
feature-based fashion, and the inner semantic
relevance of the task-related data may not be fully
exploited. In the future, we will attempt to
incorporate graph neural networks (GNN) into OS
methods for modeling the extended aspect and
sentiment spontaneously. The assisting corpus and
metrics will also be perfected in follow-up studies.
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