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Abstract

As robots are increasingly deployed in real-world environments, a key question
becomes how to best teach them to accomplish tasks that humans want. In this
work, we argue that current robot learning approaches suffer from representation
misalignment, where the robot’s learned task representation does not capture the
human’s true representation. We propose that because humans will be the ultimate
evaluator of task performance in the world, it is crucial that we explicitly focus
our efforts on aligning robot representations with humans, in addition to learning
the downstream task. We advocate that current representation learning approaches
in robotics can be studied under a single unifying formalism: the representation
alignment problem. We mathematically operationalize this problem, define its key
desiderata, and situate current robot learning methods within this formalism.

1 Introduction

In the robot learning community, we aspire to build robots that learn to accomplish tasks that human
users want. We do this via two main paradigms: in imitation learning, we generate demonstrations of
us completing the task for the robot to learn the human’s policy [91, 132]; in reward learning, we
instead supply task data for learning the human’s reward function for the robot to optimize [61, 148].
Unfortunately, both methods often fail to accurately capture the human’s task representation, or
abstraction of what matters for solving the task, as learning from demonstrations is prone to capturing
spurious correlations from a budgeted, non-representative sample of human task data [91]. This
problem can be alleviated in two ways: we can increase the diversity of human task data to implicitly
provide information about how to disentangle these different aspects, or we can explicitly build
structure into our representations such that we extract all the relevant aspects from existing task data.

Unlike robots, human are remarkably adept at constructing representations that include only the
relevant aspects for solving the task [71, 2, 72]. The failures above – where the robot’s learned
representation latches onto irrelevant aspects of the task – are only failures because there is a mismatch
between the human’s representation and the robot’s. In other words, the human’s representation is
misaligned with the one learned by the robot. If we want to learn the human’s true policy or reward
for a task – if we want robots to know what matters to humans – we must explicitly align learned
robot representations with humans’. We pose this as the representation alignment problem.

We propose a unifying mathematical formalism for tackling this problem and arrive at the following
key takeaway: a better structured representation affords better alignment and therefore better task
performance, but always with the unavoidable tradeoff of more human effort. Depending on the
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Figure 1: We instantiate the representation alignment problem as the search for a robot task represen-
tation that is easily able to capture the true human task representation.

representation, this human effort can be directed in the following three ways: 1) representations that
operate directly on the observation space, e.g. end-to-end neural networks, direct human effort at
increasing task data to avoid spurious correlations; 2) representations that build explicit task structure,
e.g. graphs or feature sets, direct human effort at constructing and expanding the representation;
and 3) representations that learn directly from implicit human representations, e.g. self-supervised
models, direct human effort at creating good proxy tasks. Situated within our formalism, this provides
a unifying lens to think about design tradeoffs that current and future robot learning approaches must
make when faced with the challenge of aligning robot representations with humans.

2 Problem Formulation

Setup. We consider scenarios where a robot R seeks to learn how to perform a task desired by a
human H . The human and the robot live in the same state s ∈ S, where they can perform actions
aH ∈ AH and aR ∈ AR, respectively. The robot’s goal is to learn a task expressed via a reward
function r∗ : S 7→ R capturing the human’s preference ordering over states. The human knows the
task they want, and, thus, implicitly know this reward function and how to act accordingly via a
policy π∗(aH | s) ∈ [0, 1], but the robot does not.

We will consider two robot learning approaches of interest: imitation learning, where we seek to
learn the human’s policy for solving the task, and reward learning, where we seek to learn the reward
function describing the task. Both approaches have received extensive interest, and have different
benefits and downsides: imitation learning does not require modeling the human and simply replicates
their actions [117, 1], but in doing so it also replicates their suboptimality and can’t generalize well to
changing dynamics or state distributions [91, 149]; meanwhile, reward learning attempts to capture
why a specific behaviour is desirable and, thus, can generalize better to novel scenarios [1] but
requires assuming a human model and large amounts of data [49, 129].

Partial Observability and Task Representations. Before diving into the details of imitation and
reward learning, it’s important to think about how to represent the state s that both the policy and
the reward rely on. In theory, we could imagine the state to comprehensively capture the “true”
components of the world down to their atomic elements, but in practice such a hypothetical state
is neither fully observable nor usable by either actor. Hence, in this paper we assume that neither
agent has full information of the state and, instead, they each observe it via observations oH ∈ OH

and oR ∈ OR. In the case of the robot, the observations oR come from its (possibly noisy and
non-deterministic) sensors P (oR | s) and may take the form of robot joint angles, RGB-D images
from a camera, object poses and bounding boxes, etc. The human also senses observations oH
via their own “sensors” (e.g. the retinal visual inputs, audio signals, etc.) which we could model
according to P (oH | s). Because of partial observability, both the robot and the human use the history
of t observations oR = (o1R, ..., o

t
R) ∈ Ot

R and oH = (o1H , ..., o
t
H) ∈ Ot

H , respectively, as a proxy
for the state – or sequence of states – they observe s = (s1, ..., st) ∈ St. We assume throughout the
paper that oR and oH correspond to the same s.

Neuroscience and cognitive psychology literature suggest that humans don’t estimate the state directly
from the complete oH [16]. Instead, people focus on what’s important for the task at hand, often
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ignoring task-irrelevant attributes [26], and build a task-relevant representation to help them solve
the task [22]. We, thus, assume that when humans think about how to complete or evaluate a task,
they operate on a representation ϕH(oH) given by the transformation ϕH : Ot

H 7→ ΦH , which
determines which information in oH to focus on or filter out and how to combine it into something
useful for the task. For example, to determine if two novel objects have the same shape, a human
might look around both of them (gather a sequence of visual information oH ) to build an approximate
3D model (representation ϕH(oH)) in order to answer the query. Intuitively, we can think of such a
representation as an estimate of the task-relevant components of the state, in lieu of the true unknown
state. We can, thus, model the human as approximating their preference ordering r∗ with a reward
function rH : ΦH 7→ R, and their policy mapping π∗ with πH(aH | ϕH(oH)) ∈ [0, 1].

The robot could similarly hold representations ϕR(oR) given by a transformation ϕR : Ot
R 7→ ΦR.

The most general ϕR is the identity function, where the robot uses the raw observations directly, but
as we will see in Sec. A.4, other representations that are more structured are possible. For example,
representations can be instantiated as handcrafted feature sets, where the designer distills their prior
knowledge by manually pre-defining a set of representative aspects of the task [12, 110, 61], or as
neural network embeddings, where the network attempts to implicitly extract such prior knowledge
from data demonstrating how to do the task [46, 138, 160].

Imitation Learning. In imitation learning, the robot’s goal is to learn a policy πR that maps from its
task representation (of possibly raw observations) to a distribution over actions πR(aR | ϕR(oR))
telling it how to complete the task. To do so, the robot receives task demonstrations from the human
and learns to imitate the exact actions that they take at every state [117, 149]. Let the demonstration
that the human produces be a state trajectory ξ = (s0, . . . , sT ) of length T . Importantly, both the
human and the robot perceive this trajectory differently: the human observes ξH = (o0H , . . . , o

T
H)

and the robot ξR = (o0R, . . . , o
T
R). Because the demonstrator is assumed to produce trajectories with

high cumulative reward rH(ϕH(ξH)), i.e. be an expert at accomplishing the task, the intuition is that
directly imitating their actions should result in good behaviour without the need to know the reward.

The issue with this approach is that the human’s policy πH(aH | ϕH(oH)) produces actions based
on ϕH(oH), whereas the robot’s actions are based on ϕR(oR). Thus, by directly imitating the human,
the method implicitly assumes that ϕH(oH) is accurately captured by – or easily recoverable from –
whatever ϕR(oR) was chosen to be. In other words, it assumes the robot and human’s representations
of what matters for the task are aligned. If this assumption does not hold, the robot might not be able
to recover the right policy, and, thus, execute the right actions at the right state.

Reward Learning. Meanwhile, in our second problem of interest, the robot’s goal is to recover
a parameterized estimate of the human’s reward function rθ : ΦR 7→ R, whether that’s from
demonstrations [170, 46, 50], corrections [12], teleoperation [81], comparisons [31], trajectory
rankings [24], coactive feedback [80] etc. The intuition here is that the human’s input can be
interpreted as evidence for their internal reward function rH , and the robot can use this evidence
to find its own approximation of their reward rθ. Given a learned rθ, the robot can find an optimal
policy πR by maximizing the expected total reward EπR

[
∑∞

t=0 rθ(ϕR(oR))].

Similar to imitation, because the human internally evaluates the reward function rH based on ϕH(oH),
their input is also based on ϕH(oH), whereas the robot interprets it as if it were based on ϕR(oR).
Hence, if the two representations ϕR(oR) and ϕH(oH) are misaligned, the robot may recover the
wrong reward function, and, thus, produce the wrong behaviour when optimizing it [17, 48].

The Problem of Misaligned Representations. In this paper, we argue that:

In real-world scenarios, it’s infeasible to assume that robot and human representa-
tions will naturally align.

We can see this in our earlier examples of robot representations ϕR(oR). First, the identity “represen-
tation” which maps oR onto itself should, in theory, be able to capture everything in ϕH(oH) as long
as oR has enough information, but the high-dimensionality of the space Ot

R makes this representation
challenging to apply in the real world: directly learning a downstream reward or policy that is robust
across the state space and generalizes across environments would require a massive amount of diverse
data – an expensive ask when working with human data [129, 49]. Meanwhile, while the example of
sets of feature functions is lower dimensional, specifying all features that may be important to the
human a priori is unrealistic, inevitably leading to incomplete representations ϕR(oR) that fail to
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capture aspects in ϕH(oH) [17]. Lastly, in the neural network embedding example, learning a full
mapping from the history oR to the representation ϕR(oR) that robustly and generalizably covers all
observations oR (and, thus, oH ) requires an extremely high amount of highly diverse data, similar to
how reward and policy learning from the identity representation would.

To summarize, whether it’s insufficient prior knowledge of what matters for the task or insufficient
resources for exhaustively demonstrating the task, the robot’s representation will more often than not
be misaligned with the human’s.

3 A Formalism for the Representation Alignment Problem in Robotics

How can we mathematically operationalize representation alignment2? While it is impossible for the
robot and the human to perceive the world in the same way via observations oR and oH , we would
like for them to make sense of their observations in a similar way. We formalize the representation
alignment problem as the search for a robot representation that is similar to the human’s representation:

ϕ∗R = argmax
ϕR

ψ(ϕR, ϕH), (1)

where ψ is a function that measures the similarity – or alignment – between two representation
functions. The key question is: how exactly should we measure representation alignment, i.e. what
should ψ be? We find the following ψ for measuring alignment:

ψ(ϕR, ϕH) = −min
F

∑
s∈St

∥FTϕR(oR)− ϕH(oH)∥22 − λ · dim(ΦR) , (2)

D1: Recover the Human’s Representation. For the robot’s representation to capture all the
relevant task aspects, we intuitively want alignment to be high when the human’s representation
ϕH(oH) can be recovered from the robot’s ϕR(oR), no matter the state(s) s being observed by oR
and oH . Mathematically, we define “recovering” the human’s representation from the robot’s as a
function f : ΦR 7→ ΦH mapping from the robot’s representation to the human’s, where ϕH(oH)
is recoverable from ϕR(oR) if f(ϕR(oR)) ≈ ϕH(oH),∀s. In other words, we can express the
recovery error via an L2 distance summed across all state sequences s with corresponding oR and oH :∑

s∈St ∥f(ϕR(oR))− ϕH(oH)∥22. In equation 2, we want functions ϕR that have high alignment ψ
with ϕH to have low error, hence we use the negative best distance as a measure of similarity.

D2: Avoid Spurious Correlations. We don’t just want ϕR(oR) to recover ϕH(oH), i.e. be sufficient,
but we want it to also be minimal to avoid spurious correlations that reflect irrelevant aspects of the
task. We formalize this with a penalty on the size of the robot representation function’s co-domain
ΦR. Together, in Equation 2 D1 and D2 describe a measure of representation alignment that rewards
small representations that can be mapped close to ϕH(oH), where λ trades-off the two conditions
and has to be designer-specified.

D3: Easily Recover the Human’s Representation. Good representations ϕR(oR) enable easy
recovery of human representations ϕH(oH). Looking at Equation 2, it’s clear that finding an optimal
solution via typical optimization is intractable given the arbitrarily large space of functions f . In
theory, if we assume that the human’s ϕH can be queried, the most straightforward way to optimize
Equation 2 is to collect feedback ⟨oR, ϕH(oH)⟩, where robot observation histories are labeled with
the corresponding human representation mapping, and fit an approximation f̂ . Unfortunately, even if
ϕR(oR) is low-dimensional, fitting an arbitrarily complex f̂ that reliably results in high alignment
for all states could require a large amount of diverse data from the human, i.e. it would not be easy
to recover the human’s representation. For this reason, we say that “easily” recoverable means that
the transformation f is of relatively simple complexity. In practice recent work argues that linear
transformations are a good proxy for small complexity [33, 85, 131, 5]. As such, we assume f to be
a linear transformation given by a matrix F , but we note that we only need f to be low complexity.

D4: Explain the Robot’s Representation. Lastly, human-aligned representations should be
amenable to interpretability and explainability tools. If the human representation is easily recoverable,
i.e. an estimate f̂ can be easily learned from human feedback, then we get this condition almost for

2We assume the single human, single task case for ease of exposition. For extensions to the multiple humans
or tasks, see App. A.3.
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free. Since the robot has a good f̂ estimate, it can communicate its representation to the human by
showing them examples ⟨oH , f̂(ϕR(oR))⟩ where observation sequences are labeled with the robot’s
current “translation” of its representation. The last piece we need for explainability, thus, is ensuring
that f̂ is understandable by the human, by, for example, having additional tools that can convert f̂
into more human-interpretable interfaces, like language or visualizations.
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A Appendix

A.1 The Desired Representation

Value Alignment. First, learning human-aligned representations can help tackle the challenge of
value alignment [7], enabling robots to perform well under the human’s true desired objective, as
opposed to optimizing mispecified objectives that lead to unintended side-effects. In “reward hacking”
scenarios, the reward function may capture an ill-defined and sometimes misleading representation of
the human’s true intent [7]. Consider the canonical example of a robot that is tasked with sweeping
dust off the floor [134]. An optimal policy for "maximize dust collected off the floor" leads to a
robot that dumps dust onto the floor just to immediately sweep it up again. In this case, the reward
function is defined on top of a representation that is under-specified, e.g.only the amount of dust
that is collected, and fails to capture other important features, e.g. covering the whole house, not
increasing the amount of dust on the floor, etc. Explicitly learning a representation that is aligned to
the human’s therefore ensures that all causal features for accomplishing the objective are captured.

Generalizable Task Learning. A human-aligned representation may afford more generalizable task
learning [43, 9]. A central problem in robot learning remains our ability to learn a diverse set of
behaviours across different environments and user preferences [91, 119]. While domains like language
or vision have elicited impressive performance across many tasks by leveraging large-scale data
collection and pre-training [126, 25, 122], robot learning remains bottlenecked by our ability to collect
diverse data that captures the full complexity of the world. Hence, learning representations that fully
describe all aspects relevant for completing the task, yet exclude potentially arbitrary perturbations
from high-dimensional observation data is difficult. This is in large part due to neural networks
learning non-causal correlates from task data, where many relevant features may be related [77, 39].
Thus, robot learning objectives that operate directly on high-dimensional observation spaces suffer
from the problem of spurious correlations, where the implicit representations learned by the policy
may contain irrelevant features that are not informative to accomplishing the task [4]. Consequently,
the learned network may be based on these irrelevant features that appear causal in-distribution, but
fail under distribution shift. Thus, explicitly aligning robot representations with those used by humans
could afford more generalizable task learning that maintains robustness under distribution shift.

Reducing Human Burden. Learning methods that operate on human-aligned representations can
reduce the teaching burden required from human users. Consider our above two scenarios, where
human guidance is in the form of either task demonstrations or specified rewards. In both cases, if we
possessed unlimited human time and effort, we would be able to provide a perfect task representation,
i.e. a demonstration of the task in every environment for every user [44] or a reward function that
comprehensively specifies every intended feature any user may find relevant for performing the
task in any environment [62], and then fit the data with an arbitrarily complex function such as a
neural network. In practice, both scenarios are intractable with low sample complexity, and therefore
motivate the explicit need for representations that align on the task abstraction level [3, 70, 2].

Explainability. For eventually achieving robots that can be deployed in human environments, we
desire representations that better enable system transparency and explainability. Ensuring that deep
learning systems are interpretable to various concerns encompassing ethical, legal, safety, or usability
viewpoints is a key focus of real-world deployments and a robust area of active research [54, 6].
Methods range from training generating post-hoc explanations via decision trees [54, 15], text-based
descriptions of relational MDPs [65, 135], or Jacobian saliency maps [57] for explaining behaviour.
However, it is important to consider system explainability from not only the perspective of usability
and safety during deployment, but also as critically embedded within the design process itself [51, 59].
Moreover, not only are explainable representations necessary for safe real-world deployment, they
additionally afford good human-AI teamwork [112, 23, 66]. Explicitly aligning representations with
humans’ prior to learning can create a more streamlined process for ensuring that the underlying
features subsequently learned by the robot are primed for human understanding [133].

Desideratum 1: The representation should capture all the relevant aspects of the desired task, i.e.
the human’s true objective should be realizable when using the representation for task learning.
This directly informs our ability to learn all the aspects that matter for producing generalizable task
behaviour in novel scenarios, as well as ensures accurate optimization of the intended user objective.
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Desideratum 2: The representation should not capture irrelevant aspects of the desired task, i.e.
avoid spurious correlations. This can help alleviate learning feature correlates that can harm robust
task performance under distribution shift, as well as avoid potentially unintended consequences.

Desideratum 3: Human guidance for learning the representation should require minimal time and
effort, i.e. the human’s representation should be easily recoverable from data. This ensures that
budgeted user input can be fully leveraged for task learning.

Desideratum 4: The representation should enable human interpretable and explainable behaviour,
affording safe, transparent systems that can fully integrate with human users in the real-world.

A.2 Examples of Robot Representations

Since solving Equation 1 is clearly intractable for an arbitrarily large set of functions ϕR, different
ways of defining the robot’s representation ϕR(oR) implicitly make different simplifying assumptions.
When ϕR is the identity function, the underlying assumption is that there exists some f : Ot

R 7→ ΦH

that satisfies Equation 2 so long as oR has enough information to capture ϕH(oH). Unfortunately,
because f operates on an extremely large space of robot observation histories Ot

R, it would have to be
complex enough to reliably cover the space, violating D3. This, together with the large dimensionality
of the representation space, result in a small alignment value in Equation 2. Meanwhile, methods that
assume that ϕR(oR) has some more low-dimensional structure, like the feature sets or embeddings
from earlier, could also have small alignment values: feature sets might be non-comprehensive, while
learned feature embeddings might have not extracted what’s truly important to the human, making it,
thus, impossible to find an f that recovers ϕH(oH). As we will see in Section A.4, no representation
is naturally human-aligned and every representation type comes with its trade-offs.

A.3 Extensions to Formalism

Extension to Multiple Tasks. Above, we considered the single task setting, where the robot’s goal is
to successfully perform one desired task. However, our formalism can be extended to account for
multiple tasks. First, when the person wants to train the robot to correctly perform multiple tasks,
the observation space OR may be different for each task. In practice, these observation spaces are
oftentimes the same or similar (e.g. multiple robot manipulation tasks can all still use images of the
same tabletop as observations, although the observation distribution may differ if different objects are
used). We can account for differing spaces by choosing the overall observation space OR to be the
union of all individual N task observation spaces ORi

: OR = OR1

⋃
...

⋃
ORN

. Additionally, in
multi-task settings, the human representation ϕH(oH) will reflect aspects of the task distribution that
matter to them, rather than of a single task. As a result, the robot’s representation learning strategy
should reflect this, as we will see in the survey portion of the paper.

Extension to Multiple Humans. Aligning the robot’s representation to multiple humans requires
acknowledging that each human may operate under a different observation space OH or representation
ϕH(oH). First, we could modify our formalism for differing spaces similarly to how we did in the
multi-task setting, by choosing the overall observation space OH to be the union of all individual M
human observation spaces OHi

: OH = OH1

⋃
...
⋃

OHM
. Second, in such multi-agent settings, the

robot could attempt to align its representation to a unified ϕH(oH) = ϕH1
(oH)

⋃
...
⋃
ϕHM

(oH),
individually to each ϕHi(oH), or a combination of the two strategies where the unified representation
is then specialized to each individual human’s representation.

A.4 Survey of Robot Representations

We now present our survey of common representations in the robot learning literature. We situate
them within our formalism and highlight their key tradeoffs. We primarily focus on overviewing
learned representations and discuss four main categories: identity, learned feature sets, feature
embeddings, and graph structures.

A.5 Identity Representation

As we alluded to in Sec. 3, an identity representation maps a history of observations onto itself, i.e.
ϕR(oR) = oR. In this case, the co-domain of the representation function is the space of histories
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of observations: ϕR : Ot 7→ Ot. The methods we review here, thus, don’t focus on learning some
explicit intermediate representation that captures what matters for the task(s) and instead hope to
implicitly extract what’s important directly from human task data.

Because the inputs for reward or policy learning consist of raw (histories of) observations, which
can be very high-dimensional, e.g. images, most of the approaches we cover here are based on
high-capacity deep learning models. There are now numerous end-to-end methods for learning
policies [117, 149, 129, 91] or reward functions [46, 49, 157] from demonstrations. While these
methods perform very well by overparameterizing a high complexity function to overfit to the
training tasks, they suffer from generalization failures due to distribution shift from the training to
test distribution [132], resulting in behaviour that can be arbitrarily erroneous during deployment.
Achieving good end-to-end performance to cover a large test distribution can require hundreds or
even thousands of demonstrations for each desired task [168, 123, 124], which can be difficult and
expensive to obtain in practice. In reward learning, this has been alleviated by introducing other
simpler types of human reward feedback, like comparisons [31], numeric feedback [155], examples of
what constitutes a goal [50], or a combination [76]. These are not only more user friendly alternatives
to demonstrations, but they are also amenable to active learning techniques [130, 142], which can
further reduce the human burden.

Another popular approach for reducing this sample complexity is meta-learning [45], which seeks
to learn a representation that enables fast fine-tuning at test time [160, 164, 141, 74, 138, 159]. The
intuition is that at training time, we can reuse human data from an array of different tasks, and if
the training distribution is representative enough of the test task(s), this “warm-started” model can
adapt to a new task with little data. Unfortunately, the human would have to know the test time task
distribution a priori, which brings us back to the specification problem: we now trade hand-crafting
representations for hand-crafting task distributions. Moreover, because deep learning methods do
not explicitly learn a representation prior to task learning, they are inherently uninterpretable and
difficult to debug in the event of a failure [133].

Takeaway. Despite the recent advances in higher performance from end-to-end learning systems, the
identity representation, while easy to specify, is difficult to use in practice for robust and generalizable
robot learning with minimal human input.

A.6 Feature Sets

We now discuss methods where the robot’s representation ϕR(oR) is instantiated as a set
{ϕ1R(oR), ..., ϕ

d
R(oR)}, where each member ϕiR(oR) constitutes a different individual dimension of

the robot’s representation, with d much smaller than the dimensionality of Ot. These dimensions are
meant to represent concrete aspects of the task – or features, e.g. how far the robot’s end effector is
from the table, – which is why we call each ϕiR a feature function and the output ϕiR(oR) a feature
value. In general, the feature function maps observation histories to a real number indicating how
much that feature is expressed in the observations, ϕiR : Ot

R 7→ R. Hence, under this instantiation,
the robot’s representation maps from observation histories onto a d-dimensional space of real values:
ϕR : Ot

R 7→ Rd.

Handcrafted feature sets have been used to great success across robot policy and reward learning [1,
61, 80, 81, 139], but exhaustively specifying all aspects of the task the human will care about ahead
of time is extremely difficult [18]. To address this, early reward and policy learning methods have
looked at inferring a set of relevant feature functions directly from task demonstrations. (author?)
[152] constrain the robot’s representation to have a low-dimensional structure by projecting the
observations via PCA and defining the feature functions to be the resulting lower dimensions. Other
approaches specify a set of base feature components for constructing the feature functions, and then
either jointly [30] or iteratively [92, 127] infer the task and feature parameters from demonstrations.
(author?) [92] iterate between adding a new feature function as a logical conjunction of base integer
components and learning a non-linear reward on top of the current feature set, while (author?) [127]
follow a similar iterative procedure for imitation learning but train feature functions as regression
trees.

Unfortunately, these early methods still rely on engineering a relevant set of base features, which
can be very tedious and result in incomplete specification. Moreover, because they use low-capacity
learning methods for the feature functions, they are limited to discrete or low-dimensional observation
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spaces, and underperform the previously discussed deep learning methods which use more expressive
architectures [93, 157]. Therefore, instead of learning features as logical conjunctions, more recent
methods propose representing individual feature functions with neural networks [21, 20, 19, 120, 165],
with the most straight-forward way being to provide labels for different diverse observations and
train the feature function as a classifier [120, 165]. While (author?) [120] have been able to learn
complex spatial relations mapping from high-dimensional point cloud observations, they require
large amounts of data, making the approach unsuitable for learning many different feature functions
individually from a human. A different approach reduces the data complexity for training feature
functions by introducing a new type of structured input, a feature trace, which results in large amount
of feature value comparisons to training the network with relatively little effort from the human
[21, 20]. Meanwhile, (author?) [19] reduce the human burden by using a small amount of human
labels to learn feature functions defined on a lower dimensional transformation of the observation
space (object geometries) and using that to label data in a simulator (object point clouds).

Takeaway. While feature sets are advantageous for inserting structure in the reward or policy
learning pipeline, making downstream learning more data efficient, robust, and generalizable [20],
that added structure is only useful if it is complete. Luckily, the issue of under-specified feature sets
can be alleviated by learning new feature functions over time, but we need ways of reducing the
human burden for teaching individual features, like introducing new types of structured input [21] or
bootstrapping the learning process [19].

A.7 Feature Embeddings

We review a vast body of work on representations learned as feature embeddings in a neural network.
Here, the robot’s representation ϕR(oR) is instantiated as a low-dimensional embedding, or vector,
ϕ⃗R(oR), where each dimension is a different neuron in the embedding. The representation function
is, thus, ϕR : Ot 7→ Rd, with d much smaller than the dimensionality of the observation space. While
feature set functions also map to Rd, each dimension is learned individually (and is representative
of some aspect of the task), whereas here the embedding vector is learned jointly all at once (and
hopes to capture important task aspects more implicitly). We identify two broad areas in this
space: unsupervised methods (also called self-supervised), which primarily use unlabeled data and
proxy tasks to learn representations, and supervised methods, which use human supervision at the
representation level. We also cover some in-between semi- or weakly-supervised methods.

Unsupervised methods. At the most human data-efficient extreme, unsupervised methods attempt to
learn disentangled latent spaces from data collected while exploring the environment without any
human supervision. Instead of explicitly giving feedback, the human designer hopes to instill their
intuition for what is causal for the task by specifying useful proxy tasks [90, 29, 67, 28, 89, 162].
Many self-supervised proxy tasks have been explored in the robot learning community, from recon-
structing the observation (to ignore visual aspects irrelevant to the observation) [156, 47, 68, 60, 101],
to predicting forward dynamics (to capture what constrains movement) [156, 60] or inverse dynamics
(to recover actions from observations) [118], to enforcing behavioural similarity between observa-
tions [167, 53, 11], to contrastive losses [151, 87, 8, 146], and many more, or some combination of
these [63, 137]. The proxy task result itself does not matter; rather, these methods are interested in
the intermediate representation extracted from training on the proxy tasks. However, because these
methods are purposefully designed to bypass direct human supervision, the representations do not
necessarily correspond to concepts in the human’s representation, thus rendering explicit alignment
challenging. In fact, the cases where the disentangled factors match human concepts appear to be
primarily due to spurious correlations rather than theoretical guarantees [100]. Moreover, like all
learned latent representations, they remain difficult to interpret and explain in the event of a failure.

Supervised Methods. On the other end of the spectrum, we have methods that do use human
supervision. Some methods combine the human’s reward or policy supervision with self-supervised
proxy tasks to pre-train a useful low-dimensional feature embedding [24, 150] while other methods
reduce the level of human supervision required by learning a simpler model that, when trained well,
can automatically label large swaths of commonly available unlabeled videos of people performing
tasks [13]. Multi-task methods also attempt to pre-train representations from human input coming
from multiple tasks, and then fine-tune the reward or policy on top of the learned embedding at
test time [55, 113, 161]. Similar to meta-learning, the motivation here is that across its life time
the robot collects data from many different but related tasks, which it can then leverage for jointly
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training a shared representation. The hope is that this representation holds meaningful structure for
what’s important for all tasks, thus helping the robot reuse the representation to efficiently learn
new but related tasks. This has been shown to be more stable and scalable than meta-learning
approaches [103], but still needs curating a large set of training tasks to robustly cover the test
distribution.

Lastly, there is a growing body of work seeking to learn human-aligned representations by using
direct supervision targeted at the robot representation level. Implicit methods make use of a proxy
task for the human to solve and a visualization interface to change the displayed outputs based on
the robot’s current representation [128, 69]. The intuition is that if the human can still solve the
proxy task well, the representation producing the visualization must contain causal behavioural
aspects. If the representation dimensions are interpretable enough, explicit learning of human-
aligned representations is also possible by directly labeling examples with the embedding vector
values [73, 145]. What both these directions have in common is that the representation is or can
be converted into a form that is interpretable to the human, thus opening the possibility of the
human providing targeted feedback that is explicitly intended to teach the robot the desired task
representation.

Takeaway. There appears to be a trade-off between the amount of human supervision at the
representation level and how human-aligned the learned representations are. “Supervising” by
coming up with proxy tasks certainly reduces the end user’s potential labeling effort, but may also
result in misaligned representations. On the other hand, direct supervision more explicitly aligns the
robot’s representation with the human’s, but is also more effortful.

A.8 Graphical Structures

Representations in the form of graphical structures map observation histories onto a graph G, i.e.
ϕR(oR) = G with ϕR : Ot 7→ G. Many graphical structure instantiations have been used for
robot learning and planning, from knowledge graphs [37], to directed graphs [136], Markov random
fields [58], Bayesian belief networks [83], hierarchical task networks [106], etc. Here, we briefly
cover Knowledge Graphs (KG), Hierarchical Task Networks (HTN), Bayesian Networks (BN) and
discuss their trade-offs.

KGs are comprised of world entities, e.g. “mug” or “table”, and relationships or properties between
them, e.g. “on top of”. Because KGs are meant to be an explicit repository of complete world
knowledge, they have been especially useful in situations where robust robot behaviour relies on
strong priors for the task context, like interpreting ambiguous user commands [166, 163] or handling
partially observable environments [115, 37]. Since their relational structure directly allows for probing
the causal effect of a certain part of the representation on the robot’s behaviour [158, 36, 37], they are
also often leveraged in the interpretablity literature. The challenge is that building comprehensive
KGs takes a considerable amount of human effort, as the entities and relations must be defined,
stored, managed, extended, and made by the human [154, 97]. Furthermore, KGs can amass a large
amount of entities and relationships, resulting in semantic redundancies (like synonyms) over a large
search space that makes inference harder and slower [111]. Hence, recent methods have tackled
this problem by learning KG entities and relationships as embeddings, which afford more efficient
search and generalization [154, 114]. The downside is that we now lose the direct benefit of having
more interpretable symbolic rules as in standard KGs [114], posing a clear tradeoff between the
performance gains associated with more efficient data management vis-a-vis preserving the natural
interpretable structure of graphs.

HTNs are tree-based representations that organize domain knowledge as hierarchies of primitive or
compound tasks. Finding an appropriate robot policy on such a representation involves expanding
all compound tasks until a legal chaining of primitive tasks is found [52]. This technique is very
advantageous for fast and robust planning [10, 116, 96], but requires well-conceived, well-structured,
and comprehensive domain knowledge (primitive tasks and hierarchy) to be successful: if one of
the primitives on the optimal plan fails (due to, say, distribution shift), the representation may not
contain enough information to recover [109, 107]. Various approaches have tried to alleviate this
problem by learning the primitives themselves [105], the hierarchy given the primitives [104], or
both [64, 27, 106, 94]. Unfortunately, most of these methods rely in turn on a set of hand-specified
“base” primitives to construct useful primitives. To address missing or erroneous primitives, recent
work has combined HTNs with knowledge graphs for extracting the necessary additional information
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to solve the task [115, 37]. However, the hand-specified requirements associated with building base
primitives still takes considerable human time and effort.

BNs are probabilistic models represented as directed acyclic graphs where the nodes are task variables
(e.g. the observation history) and the edges between them symbolize a probabilistic conditional
dependency. Many works in robotics hand-define a task-specific BN structure and focus on learning
the corresponding task probabilities [144, 79, 125, 41, 32]. We are instead interested in the much
harder problem of learning the BN structure itself before applying it for a task. One way is to define
the nodes as an exhaustive set of atomic components (for example, histories of binary observations [78,
75, 88] or hand-crafted features of the observation histories [108, 98]) and find the appropriate graph
edge structure via heuristic search methods. Such methods do not scale well to real-world settings, so
alternative approaches attempt to build more compact representations of the node space by adaptively
discretizing it [169, 56] or by using dimensionality reduction like the sparse Gaussian Process [143]
or generative modeling [42]. Methods in causal structure learning have looked into constructing the
graph structure based on the causal effect that each variable has [34, 121] on the others, being able to
leverage neural networks to learn causal graphs from data [95, 40, 102].

Takeaway. While graphical structures are more interpretable to human users, they require significant
human effort to construct and maintain relative to their neural network counterparts. Much like trying
to specify rewards by hand, it is hard to specify all the nodes that matter, potentially resulting in
under-specification.

A.9 Open Challenges

A.9.1 Learning Human-Aligned Representations

Designing human input for representation learning. One direction for learning human-aligned
task representations is to provide the requisite tools for human users to directly give input informing
the robot of the representation itself, rather than task inputs [21, 73, 19, 145]. The aspiration here
is that the dimensionality of the robot task(s) representation is both smaller than that of the tasks
themselves and also shareable between tasks, meaning that explicitly targeting human input for
learning robot representations prior to learning the downstream task distribution should require
less overall supervision. We propose that a key direction of future work is considering new types
of representation-specific human input that are highly informative (and intuitive to understand)
about desired task representations without being too laborious for a human to provide, such as
natural language or gaze and pose. Moreover, we can also explore methods that recover the entire
representation via representation-specific proxy tasks – calibration tasks where the robot’s goal is
to specifically align its full task representation with that of the demonstrating human. For this to be
an actionable direction, we also encourage development of new interactive interfaces that allow for
effective communication of desired human representation labels, such that even inexperienced users
are able to provide useful input.

Transforming the representation for human input. A second complementary approach is to directly
design robot task representations to resemble those naturally understood by humans. Previously,
when we instantiated the representation as a set of learnable features, we gave the human freedom to
decide what feature each dimension of the representation was and provide feedback for teaching it
to the robot. This enabled the human to add desirable task aspects to the representation even if the
system designer did not originally think of them. In some cases, though, it may be possible for the
system designer to transform the full task representation into a form that is more aligned with how
humans perceives of the task. This can happen if the designer has prior knowledge that the class of
features the robot needs to learn for the desired task has a well-studied human representation. For
instance, it is well studied in the cognitive science and neuroscience literatures that human planning
operates on hierarchical abstractions conditioned on the desired task, such as visual masks that filter
out irrelevant scene features for navigation [26], rather than on low-dimensional features of the
raw observed state [71]. Knowing this, we can turn our attention to instantiating learnable robot
representations that are well equipped for soliciting human input of the same form, such as masked
image states for visual navigation. Moving forward, we should explore other avenues of leveraging
human-comprehensible concepts, such as natural language, for instantiating robot representations
((author?) [140, 122]). This will be beneficial for not only downstream task learning, but also for
forming a shared language by which the robot can effectively communicate to the human what it
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thinks is the correct representation prior to actual deployment. We propose that effective human-robot
interaction which leads to learning human-aligned representations will require approaches on both
fronts to fully leverage information flow between humans and robots.

A.9.2 Detecting Misalignment

Robot Detecting Its Own Misalignment. In addition to learning human-aligned task representations,
it is also important to build robots that detect when their own learned representations are not aligned
with those of the humans’, else they may misinterpret the humans’ guidance for how to complete
the task, execute unexpected or undesired behaviour, or degrade in overall performance [17]. Ergo,
we wish for the robot to know when it does not know the human’s representation before it starts
incorrectly learning how to perform the task. If misalignment is detected, then the robot can begin a
process for re-learning or expanding its existing representation rather than wastefully optimizing an
incorrect representation.

Currently, there are two approaches for robots to detect misalignment: one Bayesian-based and one
deep learning-based. In the Bayesian approach, the robot models the human as a noisily rational agent
choosing input in proportion to their exponentiated reward [14, 82, 153], and can therefore jointly
infer both the reward parameter and a confidence measure of whether the desired reward function
can be accurately captured by the current representation [48, 18, 99, 17, 171]. If the human input
refers to an input that the robot’s learned representation cannot support, the inferred confidence is
low, signaling misalignment. In the deep learning approach, representation uncertainty is measured
through an ensemble of neural networks [86, 147], where if multiple (identically trained) networks
disagree on their predictions, input is flagged as out of distribution and the representation potentially
misaligned.

Once misalignment is detected, the robot can either discard the human input entirely, continue
learning in proportion to its assessed confidence, or halt execution and begin representation alignment
([17]). Unfortunately, building in autonomous strategies for robots to detect their own misalignment
remains difficult in many real-world scenarios, especially when there is inherent difficulty in disam-
biguating between representation misalignment and human noise [17]. This issue often arises from
inexperienced users and is inherent to the types of data designers must work with in human-robot
interaction scenarios. A proposed, albeit expensive, method of addressing this challenge is to collect
more data to balance out noise, but this solution would not fare well in online learning scenarios
where the robot must detect misalignment in real time. We suggest that developing methods for fast,
online misalignment detection remains critical for real-world deployment scenarios.

Human Detecting Robot Misalignment. A second alternative direction of research is to instead build
in methods that allow for human users to detect when a robot’s learned representation is misaligned
with their own. The advantage of this approach is simple: while the previous section identified a
central challenge in robots needing to disambiguate between human input vs. noise, this would not
be the case if the tools for identifying a correctly learned representation were instead given to the
human themselves, i.e. a human should know what they want the robot to do.

In the simplest of cases, the human would be able to detect misalignment by observing bad behaviour
produced by the robot, but such behaviours are rarely informative of the underlying reason of why the
robot failed [84]. Because of this, the field of robot explainability has prioritized the development of
tools that are informative of the causal factors behind an underlying system failure [38, 35, 37, 36].
Consequently, many methods focus on generating post-hoc explanations for explaining behaviour [54,
15, 65, 135, 57]. Unfortunately, in real-world deployments, especially those with the added risk of
potential safety hazards, e.g. self-driving cars, users may not have the luxury of being able to observe
the consequences of a robot’s failed representation after the fact. Therefore, a growing body of work
has started to build tools for allowing humans to interpret and correct robot representations prior to
deployment [128]. We remain hopeful that this is a promising direction of inquiry, and suggest that
building in mechanisms for humans to explicitly correct representations should be an integral part of
the learning process.

A.9.3 Evolving a Shared Representation

Until now, we have assumed that the goal of the robot is to adapt its representation to that of the
human’s, i.e. the human representation ϕH(oH) is fixed and fully captures the desired task. However,
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it is worth re-visiting this assumption. In collaborative scenarios, it is possible that the robot holds a
more complete task representation that it wishes to communicate to the human, i.e. teach the human
new aspects of the task that they were not aware of before. This may occur in situations of partial
observability, where the robot’s oR contains information valuable to solving the task that are not
captured by the human’s oH (say, the robot can see a useful tool that the human cannot), or incomplete
knowledge, where the robot possesses knowledge of how to leverage an aspect shared by oH and oR
that the human does not (say, the robot knows how to use a tool in a way that the human does not). One
way for the robot to communicate this information is to show the human examples ⟨oH , f̂(ϕR(oR))⟩
where observations are labeled with the robot’s estimate of the representation transformation function.
We can also envision a situation where neither the robot nor the human individually hold a complete
representation, and must jointly communicate missing aspects of the desired representation. By
alternating between the direct (robot learning about the human’s representation) and the reverse (robot
teaching the human about its representation) channels of communication, we can enable reaching a
mutual representation that is most informative to completing the task.
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