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Abstract

Evaluating natural language systems poses sig-001
nificant challenges, particularly in the realms002
of natural language understanding and high-003
level reasoning. In this paper, we introduce004
“Fusion-Eval”, an innovative approach that005
leverages Large Language Models (LLMs) to006
integrate insights from various assistant eval-007
uators. Each of these evaluators special-008
izes in assessing distinct aspects of responses.009
This unique strategy enables Fusion-Eval to010
function effectively across a diverse range011
of tasks and criteria, enhancing the effective-012
ness of existing evaluation methods. Fusion-013
Eval achieves a 0.962 system-level Kendall-014
Tau correlation with humans on SummEval015
and a 0.744 turn-level Spearman correlation016
on TopicalChat, which is significantly higher017
than baseline methods. These results highlight018
Fusion-Eval’s significant potential in the realm019
of natural language system evaluation.020

1 Introduction021

Evaluating the performance of natural lan-022

guage generation models has significant chal-023

lenges (Ouyang et al., 2022), particularly in024

terms of evaluation benchmarks and evaluation025

paradigms (Wang et al., 2023b). This study fo-026

cuses on the latter one. Typically, the evaluation027

paradigms fall into three categories: human-based,028

automatic-metrics-based and model-based evalu-029

ations. Among these, human evaluations are re-030

garded as the most reliable, yet they come with031

high costs and issues of scalability.032

Automatic metrics such as BLEU (Papineni033

et al., 2002) and ROUGE (Lin, 2004) are preva-034

lent in evaluations, relying on comparisons with a035

‘gold’ standard reference. However, the creation of036

these gold references is a labor-intensive process.037

Moreover, in tasks involving content generation,038

the variety of potential correct responses can mean039

that comparisons to a single or limited number of040

references may not fully capture the quality of the041

generated content. Furthermore, studies such as 042

Fabbri et al. (2021) have demonstrated that these 043

automatic metrics often do not correlate well with 044

human judgment. 045

Model-based evaluations aim to enhance the cor- 046

relation with human judgment using neural net- 047

works fine-tuned on specific datasets. Neural eval- 048

uators like BLEURT (Sellam et al., 2020) and its 049

variant SMART (Amplayo et al., 2022) show im- 050

proved alignment with human assessments in vari- 051

ous generative tasks. These models offer flexibil- 052

ity in evaluation methods. As source-dependent 053

(reference-free) evaluators, they directly compare 054

responses to the original content, such as articles in 055

text summarization. As reference-dependent eval- 056

uators, they utilize a gold standard reference for 057

more accurate assessment. 058

Recent advancements have seen the use of Large 059

Language Models (LLMs) as reference-free evalu- 060

ators in Natural Language Generation (NLG) tasks. 061

Notably, studies by Fu et al. (2023); Wang et al. 062

(2023a) have leveraged LLMs to rate candidate out- 063

puts based on their generation probability alone, 064

eliminating the need for reference text compar- 065

isons. Additionally, Liu et al. (2023) have intro- 066

duced a method where LLMs, guided by human- 067

crafted evaluation criteria, score responses. Meta- 068

evaluations indicate that these LLM-based evalu- 069

ators reach a level of human correlation on par 070

with medium-sized neural evaluators (Zhong et al., 071

2022). In light of these developments in evaluation 072

paradigms, the following question arises: 073

“Can Large Language Models (LLMs) devise
an evaluation plan and integrate existing evalu-
ators to achieve higher correlation with human
judgments?”

In response to this question, we introduce 074

Fusion-Eval, an innovative evaluation frame- 075

work that integrates a variety of existing evalua- 076

tors—termed assistant evaluators—to enhance cor- 077
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relation with human judgment. Fusion-Eval lever-078

ages LLMs not only for direct evaluation but also079

to adeptly fuse insights from these assistant evalua-080

tors. It is designed to work well with different tasks081

and criteria, maximizing the efficacy of the exist-082

ing evaluators. Empirical tests conducted on Sum-083

mEval (Fabbri et al., 2021) and TopicalChat (Mehri084

and Eskenazi, 2020) validate Fusion-Eval’s profi-085

ciency in developing and executing an evaluation086

plan incorporating assistant evaluators. This ap-087

proach achieves new state-of-the-art correlations088

with human judgment.089

2 Method090

Fusion-Eval is a prompt-based evaluation frame-091

work leveraging a Large Language Model (LLM)092

to fuse assistant evaluators, enhancing overall eval-093

uation quality. This process has two primary steps:094

2.1 Step 1: Creation of the Fusion-Eval095

Evaluation Prompt Template096

The first step involves creating an evaluation097

prompt template. This template outlines the evalu-098

ation task, criteria, and the strategy for integrating099

assistant evaluators, along with placeholders for100

their scores and examples. Central to this template101

is the LLM-generated plan, which specifies how102

to strategically utilize assistant evaluators for each103

criterion, illustrating the LLM’s capability to ef-104

fectively combine diverse evaluators. This plan is105

then integrated into the template for subsequent106

execution in Step 2.107

Eliciting LLM’s Evaluation Plan This de-108

scribes the process of eliciting a strategic plan for109

integrating assistant evaluators from the planning110

LLM. The prompt clarifies the LLM’s evaluator111

role and supplements it with relevant information.112

Evaluation criteria can be either explicitly specified113

or left for the LLM to generate. To align with the114

SummEval and TopicalChat benchmarks, specific115

evaluation criteria from these datasets were pro-116

vided to the LLM. The LLM was also informed117

about various assistant evaluators and requested to118

create a plan. The planning LLM, in response, de-119

veloped a detailed plan specifying how each assis-120

tant evaluator would be integrated into the evalua-121

tion process, ensuring a thorough assessment based122

on the defined criteria. The information given to the123

LLM for the SummEval (Fabbri et al., 2021) task is124

displayed below, with “<...>” indicating condensed125

sections.126

You are an evaluation agent . I will give you one summary written for a news 127
article . Please evaluate the quality of the summary. <...> 128

Three assistant evaluators are provided . 129
1. Natural Language Inference (NLI) provides the probability of the entailed 130

relationship between source text (as premise) . Its range is between 0−1, 131
close to 1 indicates that the hypothesis is entailed by the premise. 132

2. BLEURT is an evaluation metric for Natural Language Generation. It takes a 133
pair of sentences as input , a reference and a candidate , and it returns a 134
score that indicates to what extent the candidate is fluent and conveys 135

the meaning of the reference . 136
3. SUM_BLEURT is a variant of BLEURT which is fine−tuned on a summarization 137

dataset . It treats the article as the reference and the summary as a 138
candidate and it returns a score indicating to what extent the summary is 139
coherent and conveys the meaning of the article . 140

Please share your understanding of the evaluation task and plan for using 141
assistant evaluators , including criteria planning and steps . <...> 142

LLM’s generated evaluation Plan The LLM’s 143

plan includes steps like reviewing sources and sum- 144

maries and incorporating assistant evaluator scores, 145

pinpointing optimal evaluators for each criterion. 146

Tables 1 display the chosen assistant evaluators for 147

different criteria. The final Fusion-Eval template, 148

incorporating the LLM’s plan, features placehold- 149

ers for test cases and assistant evaluators’ scores. 150

The condensed strategic evaluation plan from the 151

planning LLM is below. Full Fusion-Eval tem- 152

plates are available in Appendix A.1 for SummEval 153

and A.2 for TopicalChat. 154

Evaluate a provided summary using criteria : Coherence, Consistency , Relevance, 155
and Fluency. 156

Assistant Evaluators like NLI, BLEURT, and SUM_BLEURT, which give scores 157
between below 0 and 1 (closer to 1 being better ) , will assist in this 158
evaluation . 159

∗∗1. NLI (Natural Language Inference )∗∗: 160
This assistant evaluator provides a probability score indicating how much the 161

summary (hypothesis) is entailed by the original news article (premise) . 162
∗∗Usage∗∗: 163
− ∗∗Consistency Evaluation∗∗: A high entailment probability indicates that the 164

summary is factually aligned with the source text . <...> 165
∗∗Plan Using Assistant Evaluators∗∗: 166
1. ∗∗Read the News Article and Summary∗∗: <...> 167
2. ∗∗Use NLI & BLEURT for Consistency∗∗: <...> 168
∗∗Criteria & Steps∗∗: <...> 169
2. ∗∗Consistency (1−5)∗∗: 170

− Use NLI & BLEURT to get scores. 171
− Read the article and summary. 172
− Compare factual details . 173
− Assign a consistency score based on factual alignment . <...> 174

∗∗Evaluation Summary (1−5)∗∗: 175
Consider the scores from each criterion and their importance. <...> 176

2.2 Step 2: Executing the Evaluation Prompt 177

on Test Examples 178

In Step 2, the prepared evaluation prompt template 179

is applied to each test example. This template is 180

filled with the inputs, responses, and scores of as- 181

sistant evaluators for each test case. The execut- 182

ing LLM then processes this filled prompt, yield- 183

ing Fusion-Eval’s final evaluation scores. The de- 184

tails are provided in the Experiment Section (Sec- 185

tion 3.1). 186

3 Experiment 187

We conduct a meta-evaluation of Fusion-Eval, uti- 188

lizing the SummEval (Fabbri et al., 2021) and Top- 189

icalChat (Mehri and Eskenazi, 2020) benchmarks. 190
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SummEval TopicalChat
Coh Con Flu Rel Coh Eng Nat Gro Und

BLEURT X X BLEURT X

NLI X PaLM2 Prob X X

SumBLEURT X X

Table 1: LLM-Suggested Assistant Evaluator Alignment for
SummEval and TopicalChat Criteria. The criteria include
coherence (Coh), consistency (Con), fluency (Flu), relevance
(Rel), engagingness (Eng), naturalness (Nat), groundedness
(Gro), and understandability (Und).

Human Evaluation
Coh Con Flu Rel Overall

Reference-Based Metrics
ROUGE-1 0.35 0.55 0.527 0.583 0.503
ROUGE-2 0.233 0.6 0.494 0.433 0.44
ROUGE-L 0.117 0.117 0.259 0.35 0.211
BLEU 0.217 0.05 0.326 0.383 0.244
CHRF 0.35 0.617 0.561 0.55 0.519
S1-CHRF 0.3 0.733 0.494 0.5 0.507
S2-CHRF 0.3 0.7 0.46 0.433 0.473
SL-CHRF 0.367 0.733 0.494 0.5 0.523
BERTScore 0.333 -0.03 0.142 0.2 0.161
MoverScore 0.217 -0.05 0.259 0.35 0.194

Source-dependent Metrics
BARTScore 0.35 0.617 0.494 0.45 0.478
UniEval 0.683 0.75 0.661 0.667 0.728
DE-PaLM2 0.733 0.6 0.745 0.85 0.879
G-Eval (GPT-4) 0.733 0.583 0.778 0.883 0.912

Assistant Evaluators
BLEURT 0.433 0.767 0.644 0.633 0.678
NLI 0.45 0.717 0.628 0.65 0.695
SumBLEURT 0.7 0.333 0.544 0.633 0.644

Fusion-Eval
FE-PaLM2 0.783 0.767 0.778 0.917 0.962
FE-GPT-4 0.783 0.762 0.812 0.9 0.946

Table 2: System-level Kendall-Tau (τ ) correlations of different
evaluators to human judgements on SummEval benchmark.
The assistant evaluators, BLEURT, NLI and SumBLEURT,
treat the article as a premise and the summary as a hypothesis.

3.1 Experiment Setting191

SummEval (Fabbri et al., 2021), a benchmark for192

text summarization evaluation, consists of 1600193

data points. Each data point includes average rat-194

ings from three experts on a scale of 1 to 5, span-195

ning four summary quality dimensions: coherence196

(Coh), consistency (Con), fluency (Flu) and rel-197

evance (Rel). The “Overall” score is derived as198

an average across these four dimensions. Topi-199

calChat (Mehri and Eskenazi, 2020), a benchmark200

for evaluating knowledge-based dialogue response201

generation, includes 360 data points. It features202

human evaluations from three experts across six203

dimensions: coherence (Coh), engagingness (Eng),204

naturalness (Nat), groundedness (Gro), understand-205

ability (Und), and overall. Ratings for naturalness,206

coherence, and engagingness are on a scale from207

1 to 3, while groundedness and understandability208

Human Evaluation
Coh Eng Nat Gro Und Overall
(1-3) (1-3) (1-3) (0-1) (0-1) (1-5)

Source-dependent Metrics
UniEval 0.613 0.605 0.514 0.575 0.468 0.663
DE-PaLM2 0.669 0.688 0.542 0.602 0.493 0.66
G-Eval (GPT-4) 0.605 0.691 0.565 0.551 - -

Assistant Evaluators
BLEURT 0.316 0.461 0.384 0.638 0.432 0.464
PaLM2 Prob 0.583 0.606 0.637 0.441 0.676 0.687

Fusion-Eval
FE-PaLM2 0.697 0.728 0.651 0.709 0.632 0.764
FE-GPT-4 0.678 0.747 0.691 0.692 0.687 0.774

Table 3: Turn-level Spearman (ρ) correlations of different
evaluators to human judgements on TopicalChat benchmark.
BLEURT treats the fact and conversation as the premise and
the response as the hypothesis. PaLM2 Prob represents the
conditional probability of the response given the fact and
conversation.

FE-PaLM2
Coh Con Flu Rel Overall

BLEURT 0.583 0.867 0.733 0.65 0.717
NLI 0.6 0.783 0.75 0.667 0.733
SumBLEURT 0.75 0.467 0.633 0.717 0.683

Table 4: FE-PaLM2 and Assistant Evaluators System-level
Kendall-Tau (τ ) correlations on SummEval.

FE-PaLM2
Coh Eng Nat Gro Und Overall

BLEURT 0.524 0.558 0.59 0.662 0.622 0.67
PaLM2 Prob 0.711 0.784 0.808 0.588 0.711 0.792

Table 5: FE-PaLM2 and Assistant Evaluators Turn-level Spear-
man (ρ) correlations on TopicalChat.

are scored between 0 and 1. The overall dimension 209

is evaluated on a scale of 1 to 5. Each data point 210

comprises a conversation history, a grounding fact, 211

and a potential next-turn response. To measure the 212

correlation between results generated by Fusion- 213

Eval and human evaluations, we use Kendall-Tau 214

scores for system-level analysis in SummEval (Fab- 215

bri et al., 2021), and Spearman scores for turn-level 216

analysis in TopicalChat (Mehri and Eskenazi, 2020) 217

to align with each benchmark’s original scoring 218

methodology. 219

In our experiments, PaLM2-Large (Anil et al., 220

2023) and GPT-4 (OpenAI, 2023) serve as the 221

Large Language Models (LLMs) for execution, 222

designated as FE-PaLM2 and FE-GPT-4, respec- 223

tively. We integrate several assistant evaluators: 224

NLI (Bowman et al., 2015), BLEURT (Sellam 225

et al., 2020), and SumBLEURT—a BLEURT vari- 226

ant fine-tuned for human summarization evalua- 227

tion (Clark et al., 2023). Additionally, we use the 228

probability of PaLM (PaLM2 Prob) generating a re- 229
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FE-GPT-4
Coh Con Flu Rel Overall

BLEURT 0.583 0.795 0.733 0.6 0.7
NLI 0.633 0.745 0.717 0.617 0.717
SumBLEURT 0.717 0.41 0.633 0.667 0.667

Table 6: FE-GPT-4 and Assistant Evaluators System-level
Kendall-Tau (τ ) correlations on SummEval.

FE-GPT-4
Coh Eng Nat Gro Und Overall

BLEURT 0.577 0.644 0.565 0.693 0.617 0.678
PaLM2 Prob 0.747 0.713 0.86 0.662 0.799 0.798

Table 7: FE-GPT-4 and Assistant Evaluators Turn-level Spear-
man (ρ) correlations on TopicalChat.

sponse based on prior conversation and context as230

an assistant evaluator, following methods in studies231

by Fu et al. (2023) and Wang et al. (2023a). For the232

execution of Fusion-Eval, the evaluation prompt233

template is filled with specific inputs, responses,234

and assistant evaluator scores for each test case.235

This complete prompt is then processed by the ex-236

ecuting LLM, which generates a score for each237

evaluation dimension. The LLMs are configured to238

produce 8 predictions with temperatures of 0.5 for239

PaLM2 and 0.1 for GPT-4.240

3.2 Baselines241

For a thorough comparison, we meta-evaluated242

Fusion-Eval against a range of baseline methods243

on the SummEval benchmark. These baselines in-244

clude ROUGE (Lin, 2004), BLEU (Papineni et al.,245

2002), CHRF (Popović, 2015), SMART (Amplayo246

et al., 2022), BERTScore (Zhang et al., 2019),247

MoverScore (Zhao et al., 2019), BARTScore (Yuan248

et al., 2021), UniEval (Zhong et al., 2022), and249

G-Eval (Liu et al., 2023). We derived scores for250

most baselines from the SMART paper (Amplayo251

et al., 2022), while for UniEval1 and G-Eval2,252

we calculated scores using their publicly avail-253

able predictions. For the TopicalChat benchmark,254

we compared Fusion-Eval’s performance with G-255

Eval (Liu et al., 2023) and UniEval (Zhong et al.,256

2022), utilizing scores from their respective pub-257

lications. We also introduce DE-PaLM2 (Direct258

Evaluator PaLM2) as an ablation baseline. DE-259

PaLM2 uses the same approach as FE-PaLM2 but260

without including assistant evaluators and their261

scores in the template. This baseline provides in-262

1https://github.com/maszhongming/
UniEval

2https://github.com/nlpyang/geval

sights into PaLM2’s standalone performance on the 263

SummEval and TopicalChat benchmarks. 264

3.3 Result Analysis 265

Tables 2 and 3 present the correlation of baselines, 266

assistant evaluators, and Fusion-Eval with human 267

judgment. Tables 4 and 5 illustrate the correlation 268

of assistant evaluators with FE-PaLM2. Similarly, 269

Tables 6 and 7 detail the correlation of assistant 270

evaluators with FE-GPT-4. 271

Does Fusion-Eval achieve better correlation 272

with human evaluation? Yes. As detailed in Ta- 273

bles 2 and 3, FE-PaLM2 and FE-GPT-4 outper- 274

forms all baselines and assistant evaluators. No- 275

tably, in the “Overall” dimension, FE-PaLM2 and 276

FE-GPT-4 demonstrates superior alignment with 277

human judgments, surpassing state-of-the-art meth- 278

ods. Moreover, FE-PaLM2 and FE-GPT-4 signif- 279

icantly improve LLM performance in weaker di- 280

mensions by incorporating assistant evaluators, as 281

seen in SummEval’s coherence and consistency, 282

and TopicalChat’s naturalness, groundedness, and 283

understandability, especially when compared to di- 284

rect LLM evaluation methods such as DE-PaLM2 285

and G-Eval. 286

Does Fusion-Eval optimally integrate the as- 287

sistant evaluators during execution? Likely. 288

When looking at the correlation of assistant eval- 289

uators to FE-PaLM2 (as shown in Tables 4 and 290

5) and to FE-GPT-4 (as shown in Tables 6 and 7) 291

together with the LLM’s strategic plan (as shown 292

in Tables 1), we notice that selected assistant eval- 293

uators consistently show higher correlation with 294

FE-PaLM2 and FE-GPT-4. For example, in Sum- 295

mEval’s coherence, SumBLEURT demonstrates a 296

higher correlation than other evaluators. A simi- 297

lar trend is also observed in TopicalChat’s natural- 298

ness and understandability. Additionally, none of 299

the correlations between assistant evaluators and 300

Fusion-Eval equals “1”, suggesting that Fusion- 301

Eval’s approach uses assistant evaluators to supple- 302

ment its judgment rather than relying entirely on 303

them. 304

4 Conclusion 305

The paper presents Fusion-Eval, an innovative ag- 306

gregator using Large Language Models (LLMs) for 307

diverse evaluation tasks. It effectively integrates 308

assistant evaluators according to specific criteria. 309

Empirical results show Fusion-Eval achieves higher 310

correlations with human judgments than baselines. 311
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5 Limitation312

The lengthy Fusion-Eval evaluation prompt may313

challenge LLMs, particularly those with limited314

context windows. These extensive prompts could315

exceed their processing capabilities. To address316

this, we are considering prompt decomposition317

for future exploration. This approach could make318

Fusion-Eval more adaptable and efficient for differ-319

ent LLM setups.320
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A Appendix417

A.1 Fusion-Eval Evaluation Prompt Template for SummEval (One Prompt Only in This418

Subsection - Do Not Be Surprised by Its Length)419

Evaluate a provided summary using criteria : Coherence, Consistency , Relevance, and Fluency.420
421
422

Assistant Evaluators like NLI, BLEURT, and SUM_BLEURT, which give scores between below 0 and 1 (closer to 1423
being better ) , will assist in this evaluation .424

∗∗1. NLI (Natural Language Inference )∗∗:425
This assistant evaluator provides a probability score indicating how much the summary (hypothesis) is entailed426

by the original news article (premise) .427
∗∗Usage∗∗:428
− ∗∗Consistency Evaluation∗∗: A high entailment probability indicates that the summary is factually aligned with429

the source text . Conversely, a low score might indicate discrepancies or hallucinated facts .430
431

∗∗2. BLEURT∗∗:432
This metric models human judgments. It gives a score indicating how closely the summary aligns with what human433

evaluators might consider a good summary given the source text .434
∗∗Usage∗∗:435
− ∗∗Relevance and Consistency Evaluation∗∗: A high BLEURT score would suggest that the summary effectively436

captures the essential points of the source . A low score might indicate missing key points .437
438

∗∗3. SUM_BLEURT (Summarization BLEURT)∗∗:439
Fine−tuned on a summarization dataset , this assistant evaluator offers a more targeted approach to measuring the440

quality of summaries in the context of human judgments.441
∗∗Usage∗∗:442
− ∗∗Relevance and Coherence Evaluation∗∗: Like BLEURT, but given its specialization in summarization,443

SUM_BLEURT could offer more precise insights into the relevance and coherence of the summary in relation to444
the source text .445

446
447

∗∗Plan Using Assistant Evaluators∗∗:448
1. ∗∗Read the News Article and Summary∗∗: Begin with a manual reading to form an initial impression .449
2. ∗∗Use NLI & BLEURT for Consistency∗∗: Check both scores. High scores from both assistant evaluators will450

reaffirm the consistency of the summary.451
3. ∗∗Use BLEURT & SUM_BLEURT for Relevance∗∗: Check scores from both assistant evaluators. High scores would452

suggest a good summary in terms of relevance .453
4. ∗∗Use SUM_BLEURT for Coherence∗∗: Check SUM_BLEURT score. High scores would suggest a good summary in454

terms of coherence.455
5. ∗∗Manual Evaluation for Fluency∗∗: The assistant evaluators don’t directly address fluency . You’ll evaluate456

grammar, punctuation , and sentence structure manually.457
6. ∗∗Final Judgment∗∗: The assistant evaluators ’ outputs will inform and validate your evaluations , but the458

ultimate judgment will be based on the provided criteria and steps , with the assistant evaluators serving459
as supplementary aids .460

461
462

∗∗ Criteria & Steps∗∗:463
1. ∗∗Coherence (1−5)∗∗:464

− Read the news article and the summary.465
− Compare the summary to the article for clarity and logical order .466
− Use SUM_BLEURT scores as supplementary insights for coherence.467
− Assign a coherence score based on organization and structure .468

469
2. ∗∗Consistency (1−5)∗∗:470

− Use NLI & BLEURT to get scores.471
− Read the article and summary.472
− Compare factual details .473
− Assign a consistency score based on factual alignment .474

475
3. ∗∗Relevance (1−5)∗∗:476

− Use BLEURT & SUM_BLEURT to get alignment scores with human−like judgments.477
− Read both the article and summary.478
− Identify main points and coverage in the summary.479
− Assign a relevance score based on content importance and absence of redundancies .480

481
4. ∗∗Fluency (1−5)∗∗:482

− Evaluate the summary manually for grammar, punctuation , and sentence structure .483
− Assign a fluency score based on readability .484
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485
∗∗Evaluation Summary (1−5)∗∗: 486
Consider the scores from each criterion and their importance. 487

− Derive an average score , ensuring the final score ranges between 1−5. 488
− Provide overall comments on the summary. 489
− Highlight strengths and areas needing improvement. 490

491
492

∗∗Input Template∗∗: 493
Source: 494
[Provide the source text here] 495

496
Answer: 497
[Provide the summary text here] 498

499
NLI Score (Source as Premise and Answer as Hypothesis) : 500
[Provide NLI entailment probability score ] 501

502
BLEURT Score (Source as Premise and Answer as Hypothesis) : 503
[Provide BLEURT score] 504

505
SUM_BLEURT Score (Source as Premise and Answer as Hypothesis): 506
[Provide SUM_BLEURT score] 507

508
509

∗∗Output Template∗∗: 510
Criterias ’ Scores and Explanations : 511

512
Coherence 513
Score: [Your evaluation ] Explanation : [Your explanation on evaluation ] 514

515
Consistency 516
Score: [Your evaluation ] Explanation : [Your explanation on evaluation ] 517

518
Relevance 519
Score: [Your evaluation ] Explanation :[ Your explanation on evaluation ] 520

521
Fluency 522
Score: [Your evaluation ] Explanation : [Your explanation on evaluation ] 523

524
Evaluation Summary: 525
Overall Score: [Your evaluation ] 526
Explanation : [Your explanation on evaluation ] 527

528
∗∗Input Example∗∗: 529
Source: 530
[[ source ]] 531

532
Answer: 533
[[ summary]] 534

535
NLI Score (Source as Premise and Answer as Hypothesis) : 536
[[ nli_score_source_answer ]] 537

538
BLEURT Score (Source as Premise and Answer as Hypothesis) : 539
[[ bleurt_score_source_answer ]] 540

541
SUM_BLEURT Score (Source as Premise and Answer as Hypothesis): 542
[[ sum_bleurt_score_source_answer]] 543

544
545

Evaluation ( please follow Output Template and provide the evaluation result ):<< eval_result >> 546

A.2 Fusion-Eval Evaluation Prompt Template for TopicalChat (One Prompt Only in This 547

Subsection - Do Not Be Surprised by Its Length) 548

You will be given a conversation between two individuals , followed by a potential response for the next turn in 549
the conversation , which includes an interesting fact . Your task is to rate the responses on six metrics : 550
Coherence, Engagingness, Naturalness , Groundedness, Understandability , and Overall Quality . 551

552
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553
Assistant Evaluators ’ Descriptions and Usage:554
∗∗1. LM_PROB (Language Model Probability):∗∗555
− ∗∗Functionality∗∗: LM_PROB provides a probability score , ranging from 0 to 1, indicating the likelihood that a556

given response would be generated by a language model, given the preceding conversation and fact .557
− ∗∗Score Range∗∗: 0 ( least likely ) to 1 (most likely ) .558
− ∗∗Usage∗∗:559
− ∗∗Naturalness Evaluation∗∗: A higher probability score suggests that the response is more likely to occur560

naturally in human conversation , indicating greater naturalness .561
− ∗∗Understandability Evaluation∗∗: Similarly , a higher probability can also imply that the response is more562

understandable within the given context , as it is more aligned with expected language patterns .563
564

∗∗2. BLEURT:∗∗565
− ∗∗Functionality∗∗: BLEURT evaluates the quality of text generation by comparing the generated text ( response)566

to a reference ( conversation and fact ) . Its score range is 0 to 1, where higher scores indicate better567
alignment and quality .568

− ∗∗Score Range∗∗: 0 (poor alignment) to 1 ( excellent alignment) .569
− ∗∗Usage∗∗:570
− ∗∗Groundedness Evaluation∗∗: A high BLEURT score indicates that the response accurately and relevantly571

utilizes the given fact , showing strong groundedness in the context of the conversation .572
573
574

Plan Using Tools for Conversation Response Evaluation :575
1. ∗∗Read the Conversation , Fact , and Response∗∗: Begin with a careful reading of the provided materials to form576

an initial qualitative impression of the response in the context of the conversation and fact .577
2. ∗∗Use LM_PROB for Naturalness and Understandability Evaluation∗∗:578

− Apply LM_PROB to determine the probability that the response would be generated by a language model in the579
given context .580

− High probability scores from LM_PROB will indicate greater naturalness and understandability , as the581
response aligns well with expected language patterns .582

3. ∗∗Use BLEURT for Groundedness Evaluation∗∗:583
− Employ BLEURT to assess how accurately and relevantly the response utilizes the given fact in the context584

of the conversation .585
− A high score from BLEURT suggests that the response is well−grounded in the provided fact , demonstrating586

accuracy and relevance .587
4. ∗∗Final Judgment and Integration of Tool Outputs∗∗:588

− Integrate the outputs from the tools with your initial qualitative assessment .589
− The tools ’ outputs will provide quantitative support and validation for your evaluations in each metric .590
− Make the final judgment based on a holistic view, considering both the tool outputs and the original591

evaluation criteria for each metric .592
− Remember that the ultimate judgment should align with the predefined criteria and evaluation steps , with593

the tools serving as important but supplementary aids in the decision−making process.594
595
596

∗∗ Criteria & Steps∗∗:597
1. ∗∗Coherence (1−3, Any Floating Value)∗∗:598

− Read the conversation , fact , and response to assess the logical flow and continuity .599
− Evaluate how well the response connects with and continues the conversation .600
− Assign a Coherence score , ranging from 1 to 3, based on the response’s organization and logical integration601

into the conversation .602
603

2. ∗∗Engagingness (1−3, Any Floating Value)∗∗:604
− Review the conversation , fact , and response to determine the level of interest or intrigue .605
− Assess how the response contributes to the conversation ’s value and captivates interest .606
− Assign an Engagingness score , ranging from 1 to 3, based on the response’s ability to captivate and add607

value to the conversation .608
609

3. ∗∗Naturalness (1−3, Any Floating Value)∗∗:610
− Read the conversation , fact , and response to gauge the natural fit of the response within the conversation ’611

s context .612
− Evaluate the tone , formality , and conversational flow to determine how naturally the response fits .613
− Use LM_PROB to supplement the evaluation, considering the likelihood of such a response in the given614

context .615
− Assign a Naturalness score , ranging from 1 to 3, focusing on how naturally the response fits into the616

conversation .617
618

4. ∗∗Groundedness (0−1, Any Floating Value)∗∗:619
− Examine the conversation , fact , and response to evaluate how well the response utilizes the given fact .620
− Assess the accuracy and relevance of the fact in the response .621
− Utilize BLEURT to provide supplementary insights into how accurately the response is grounded in the given622
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fact . 623
− Assign a Groundedness score , ranging from 0 to 1, based on the effective and accurate incorporation of the 624

fact in the response . 625
626

5. ∗∗Understandability (0−1, Any Floating Value)∗∗: 627
− Review the conversation , fact , and response to assess the clarity and comprehension of the response . 628
− Focus on how clearly and easily the response can be understood within the context of the preceding 629

conversation . 630
− Apply LM_PROB for additional data on the understandability of the response . 631
− Assign an Understandability score , ranging from 0 to 1, based on the response’s clarity and ease of 632

comprehension in context . 633
634

6. ∗∗Overall Quality (1−5, Any Floating Value)∗∗: 635
− Review the scores and insights from the previous criteria , including data from assistant evaluators . 636
− Consider how the aspects of Coherence, Engagingness, Naturalness , Groundedness, and Understandability 637

collectively contribute to the overall impression of the response . 638
− Assign an Overall Quality score , ranging from 1 to 5, based on a holistic assessment of the response’s 639

strengths and weaknesses. 640
− Provide a summary explanation for the overall quality rating , highlighting key factors and insights that 641

influenced the judgment. 642
643
644

∗∗Input Template∗∗: 645
Conversation : 646
[Provide the conversation text here] 647

648
Fact : 649
[Provide the fact text here] 650

651
Response: 652
[Provide the response text here] 653

654
LM_PROB Score (Response in Context of Conversation and Fact) : 655
[Provide LM_PROB probability score] 656

657
BLEURT Score (Response with Conversation and Fact as Reference) : 658
[Provide BLEURT score] 659

660
661

∗∗Output Template∗∗: 662
Criteria Scores and Explanations : 663

664
Coherence 665
Score: [Your evaluation ] Explanation : [Your explanation on evaluation ] 666

667
Engagingness 668
Score: [Your evaluation ] Explanation : [Your explanation on evaluation ] 669

670
Naturalness 671
Score: [Your evaluation ] Explanation : [Your explanation on evaluation ] 672

673
Groundedness 674
Score: [Your evaluation ] Explanation : [Your explanation on evaluation ] 675

676
Understandability 677
Score: [Your evaluation ] Explanation : [Your explanation on evaluation ] 678

679
Evaluation Summary: 680
Overall Score: [Your evaluation ] Explanation : [Your comprehensive explanation on the overall evaluation , 681

integrating aspects from each criterion ] 682
683
684

∗∗Input Example∗∗: 685
Conversation : 686
[[ conversation ]] 687

688
Fact : 689
[[ fact ]] 690

691
Response: 692
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[[ response ]]693
694

LM_PROB Score (Response in Context of Conversation and Fact) :695
[[ lm_prob_score]]696

697
BLEURT Score (Response with Conversation and Fact as Reference) :698
[[ bleurt_score ]]699

700
701

Evaluation ( please follow Output Template and provide the evaluation result ):<< eval_result >>702
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