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Abstract

Large Language Models (LLMs) are becom-
ing increasingly powerful and capable of han-
dling complex tasks, e.g., building single
agents and multi-agent systems. Compared to
single agents, multi-agent systems have higher
requirements for the collaboration capabilities
of language models. Many benchmarks are
proposed to evaluate cooperation and compe-
tition abilities of LLMs. However, existing
works have overlooked scenarios where co-
operation and competition coexist. Addition-
ally, real-world environments require agents to
have precise spatial perception abilities, which
many existing studies have overlooked. To ad-
dress these two problems, we propose a bench-
mark, called BattleAgentBench, which de-
fines seven sub-stages of three varying diffi-
culty levels and conducts a fine-grained eval-
uation of language models in terms of single-
agent scenario navigation capabilities, paired-
agent task execution abilities, and multi-
agent collaboration and competition capabili-
ties. Experimental results indicate that API-
based models perform excellently on sim-
ple tasks but open-source small models strug-
gle with simple tasks. Regarding difficult
tasks that require collaborative and compet-
itive abilities, although API-based models
have demonstrated some collaborative capa-
bilities, there is still enormous room for im-
provement. The code for BattleAgentBench
is available at https://anonymous.4open.
science/r/BattleAgentBench-256D

1 Introduction

Large language models (LLMs) (Achiam et al.,
2023; Team et al., 2023; GLM et al., 2024) have
showcased remarkable capabilities in handling
intricate tasks (Bi et al., 2023; Jumper et al.,
2021; Singhal et al., 2023; Zhang et al., 2024a,b).
Therefore, researchers build language model-based
agents in various scenarios, including embodied
robots in the physical world (Huang et al., 2023;
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Table 1: Evaluation abilities at each stage of each level
of the BattleAgentBench.

O’Neill et al., 2024; Hu et al., 2024d) and agents
in the virtual world. Virtual agents can be roughly
divided into intelligent assistants (Gur et al., 2023;
Xu et al., 2024b; Hu et al., 2024¢) and game agents.
Game agents aim to evaluate language models’ ca-
pabilities in planning, decision-making, and other
aspects through game environments (Hu et al.,
2024a; Xu et al., 2024a). According to the main
characteristics of the games, game environments
can be categorized into six categories, including ad-
venture, communication, competition, cooperation,
simulation, and exploration (Hu et al., 2024a).

To gauge cooperation and competition aptitude
of LLMs, various benchmarks have been intro-
duced. Several benchmarks center on the com-
petition game, such as StarCraft II (Ma et al.,
2023; Shao et al., 2024) and PokéLLLMon (Hu
et al., 2024b). Many studies also evaluate com-
petitive abilities in board and card games (Chen
et al., 2024b), such as Chess (Feng et al., 2024),
and Texas Hold’em (Huang et al., 2024; Gupta,
2023; Zhang et al., 2024c; Guo et al., 2023). While
MindAgent (Gong et al., 2023), ProAgent (Zhang
et al., 2023a), and S-Agents (Chen et al., 2024a)
focus on Overcooked (Carroll et al., 2019) and
Minecraft (BAAI 2023; Feng et al., 2023) in the
context of agent cooperation.

Exploring and evaluating agent capabilities in
virtual games is driven by the expectation that lan-
guage model based agents will transition from the
virtual to the real world. However, existing works
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have overlooked scenarios where cooperation and
competition coexist. This is common in real life,
such as in various team sports competitions like
football, basketball, volleyball, and so on. For
instance, consider the case of a badminton dou-
ble challenge, wherein cooperation is imperative
within an internal team while competitive dynamics
unfold between two opposing teams. Additionally,
real-world environments require agents to have pre-
cise spatial perception abilities, which many exist-
ing studies have overlooked.

In light of these challenges, this paper introduces
BattleAgentBench, a fine-grained benchmark to
evaluate the collaborative and competitive capa-
bilities of LLMs in multi-agent systems. Specifi-
cally, as shown in Table 1, the BattleAgentBench
framework encompasses three different difficulty
levels and seven stages. At Level 1 (the single-
agent level), we design two simple stages to assess
a single agent’s abilities of rule understanding and
spatial perception. At Level 2 (the double-agent
level), we use two stages with two agents to evalu-
ate agents’ cooperative and competitive task execu-
tion abilities. At Level 3 (the multi-agent level), we
design three stages with different cooperative and
competitive relationships between agents to assess
agents’ static cooperation competition, dynamic
cooperation competition, and hybrid cooperation
competition.

In addition, we have assessed 11 different LLMs
using BattleAgentBench, including both four
API-based and seven open-source models. We
found that even in very simple stages, the perfor-
mance of open-source small models was partic-
ularly poor, while API-based models performed
well. However, in difficult tasks, although API-
based models are still better than open-source small
models, the gap between them has narrowed, and
API-based models still have significant room for
improvement.

In summary, the contributions of this work are:

¢ We introduce the BattleAgentBench, a fine-
grained multi-agent cooperation and compe-
tition evaluation benchmark, which includes
three levels ranging from single agent to mul-
tiple agents.

¢ In the BattleAgentBench framework, we de-
sign seven stages from easy to difficult, ca-
pable of comprehensively assessing the basic
abilities of single agents, cooperative abilities,
and competitive abilities of multi-agents.

* We perform a thorough evaluation of 11 differ-
ent LLMs using the BattleAgentBench, in-
cluding the leading top four API-based LLMs
and seven open-source models. Although API-
based models perform well on simple stages,
there is still significant room for improvement
on complex stages.

2 Preliminary
3 TheBattleAgentBench

To evaluate the cooperation and competition ca-
pabilities of large language models in a fine-
grained manner, we design a new benchmark:
BattleAgentBench. As shown in Figure 1, the
BattleAgentBench consists of two main parts:
stage design and agent interaction. In stage design,
we design seven stages of three different diffi-
culty levels. In agent interaction, we implement
interactions between agents and servers to support
evaluation in the above stages. Next, we introduce
the overall evaluation framework and describe each
stage in detail.

3.1 Composition of BattleAgentBench

We evaluate LLMs as agents in a turn-based in-
teractive game, Battle City, where the agent takes
corresponding actions based on the game state at
each turn.

1. Stage Design. @ We design three different
difficulty levels: Foundational Agent Capabilities
(Level 1), Paired Agent Interaction (Level 2), and
Multi-Agent Dynamics (Level 3), for a fine-grained
evaluation of the agents’ collaborative and compet-
itive abilities. At Level 1 (the single-agent level),
we mainly evaluate a single agent’s basic abilities,
for example, whether can understand the game’s
basic rules. Regarding Level 2 (the double-agent
level), we assess two agents’ collaboration capa-
bilities and competitive abilities in two stages. At
Level 3 (the multi-agent level), we evaluate both
the collaboration and competitive abilities of multi-
ple agents in more complex scenarios. Each stage
corresponds to a specific stage setting, defining the
unique game environment for that stage, such as
the number of players, the number of bases, the
win/lose logic of the game, etc.

2. Agent Interaction.

Game Server. At the start of the game, the game
server loads the specific environment according to
the stage setting to be evaluated. During the game,
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Figure 1: Overall evaluation framework of the BattleAgentBench.
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Figure 2: Level 1: Stage 1 and Stage 2. The agent’s
goal in both stages is to reach the base location.

the game server is responsible for sending observa-
tion information to agents, receiving actions from
agents, updating the status of agents and environ-
ment, calculating agents’ rewards, and determining
whether the game has ended.

LLMs as Game Agents. Each agent represents a
player, and its core function is the decision-making
function, which determines the next action based
on the received observation data. We use LLMs to
implement each action function. The game obser-
vation data is converted into text format based on
predefined templates. Then, we prompt observation
text to LLMs to obtain the output action.

Cooperation between LLLM Agents. In addition
to the interaction between agents and the server, we
have also implemented a message communication
interface between agents to support the evaluation
of agents’ static cooperation ability and dynamic
cooperation ability.

3.2 Level 1: Foundational Agent Capabilities

Compared to directly evaluating the collaboration
abilities of multiple agents in complex collabora-

tive and competitive scenarios, we believe that it is
necessary to first assess the task completion capa-
bilities of individual agents within the environment.
This approach allows us to decouple the assess-
ment of the agents’ basic capabilities from their
collaborative abilities to some extent. In complex
environments, if an agent performs poorly, it be-
comes difficult to differentiate whether the subpar
performance is due to the agent’s basic capabilities
or its collaborative abilities. Thus, we designed
Level 1 (the single-agent level) as shown in Fig-
ure 2 to test basic capabilities .

Stage 1: Simple Scenario Navigation. In this
stage, we test the agent’s understanding of the
game rules and the spatial perception ability regard-
ing simple scenario navigation. a) Agent Setting:
There is only one agent and one base. b) Agent
Goal: We start with a simple goal, which is to
reach the base location as quickly as possible. To
achieve the goal, the agent first needs to understand
the rules of the game with regard to these four el-
ements. In addition to understanding these rules,
the agent must also have good two-dimensional
spatial perception skills to move correctly toward
the target.

Stage 2: Complex Scenario Navigation. We
assess the ability to handle dynamic obstacles. a)
Agent Setting and b) Agent Goal are consistent
with Stage 1. The agent needs to eliminate the
tanks that pose a threat to itself while approaching
the base. ¢) Change: Compared to Stage 1, this
stage introduces interfering Non-Player Character
(NPC) tanks. These NPC tanks will move and
shoot randomly. This requires the agent to have the
ability to handle dynamic obstacles.

In the next five stages, we also keep the basic game
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Figure 3: Stages of Level 2 (double-agent level). In
Stage 3 and Stage 4, the two agents have a coopera-
tive relationship and a competitive relationship respec-
tively.

environment unchanged, primarily increasing the
number of agents from different factions and set-
ting more complex objectives.

3.3 Level 2: Paired Agent Interaction

Compared to Level 1 (single-agent level), Level 2
(double-agent level) introduces another agent, al-
lowing for further evaluation of the agent’s coopera-
tion and competition abilities. Moreover, compared
to a multi-agent level, the two-agent environment
can assess the agent’s cooperation and competition
abilities with the minimum number of agents, min-
imizing the influence of the number of agents on
the results. The collaborative relationships among
multiple agents are more complex, so we designed
this level to gradually increase the difficulty of as-
sessing collaborative and competitive capabilities,
as shown in Figure 3.

Stage 3: Cooperative Task Execution. In this
stage, we evaluate the cooperative task execution
ability of agents. a) Agent Setting: two agents
belong to the same faction. There are two bases:
one is the own base, and the other is the enemy
base. b) Agent Goal: The goal of the two agents
is to eliminate the enemy base while protecting
their own base from being attacked. ¢) Change:
The two agents have a cooperative relationship and
need to work together to accomplish this objective.

To facilitate cooperation between the agents, we
have introduced a communication interface in the
game that allows the two agents to send collabora-
tion messages to each other in natural language. In
each action step, an agent can autonomously decide
whether to send a collaboration message and pro-
pose a specific cooperation plan. The other agent
can then reply to the collaboration message, indi-

cating whether it accepts or rejects the proposed
cooperation plan.

Stage 4: Competitive Task Execution. In this
stage, we assess the competitive task execution abil-
ities of agents. a) Agent Setting: There are two
agents and two bases. The two agents belong to
different factions. b) Agent Goal: their objective
is to destroy the opposing faction’s base while pro-
tecting their own base from being destroyed. c)
Change: The two agents have a competitive rela-
tionship and need to defeat their opponents.

3.4 Level 3: Multi-Agent Dynamics

Compared to Level 2 (double-agent level), we fur-
ther increase the number of agents and consider
more complex cooperative and competition scenar-
ios in Figure 4, such as managing dynamic cooper-
ative relationships and facing multiple competition
factions.

Stage 5: Static Cooperation Competition. a)
Agent Setting: There are four agents and two
bases. Four agents are divided into two teams: the
Red Team and the Blue Team, with two agents on
each team. b) Agent Goal: The goal is to destroy
the opposing faction’s base while protecting their
own base from being destroyed. ¢) Change: In
this stage, the agents have both cooperative and
competitive relationships.

We restrict cooperation to only teammates within
the same team, meaning that the agents of the Red
Team can cooperate with each other, and the agents
of the Blue Team can cooperate with each other.
Since the cooperation partners for each agent are
fixed and unchanging, we refer to this as static
cooperative competition.

Stage 6: Dynamic Cooperation Competition.
a) Agent Setting: There are four agents and four
bases. Four agents belong to different teams: the
Red Team, Blue Team, Green Team, and Yellow
Team. b) Agent Goal: Each team can only win by
defeating the other three teams. ¢) Change: This
stage introduces a dynamic cooperative relation-
ship.

During the confrontation, in pursuit of ultimate
victory, each agent can freely engage in temporary
cooperation with one of the other three teams. For
example, two teams may choose to collaborate to
eliminate a common enemy before turning against
each other. Since the cooperation relationships
between agents are dynamically changing, we refer
to this as dynamic cooperative competition.
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Figure 4: Stages of Level 3 (multi-agent level). In Stage 5, the agents within the team have a cooperative relation-
ship, while the agents between teams have a competitive relationship. In Stage 6, the agents between teams have a
competitive relationship, while allowing for cooperative relationships between teams. In Stage 7, the relationship
within the team is cooperative, the relationship between teams is competitive, and cooperation between teams is

also allowed.

Stage 7: Hybrid Cooperation Competition.
This stage includes dynamic and static. a) Agent
Setting: There are eight agents and four bases. We
divide eight agents into four teams, the Red Team,
Blue Team, Green Team, and Yellow Team, each
team consisting of two agents. b) Agent Goal:
Each team can only win by defeating the other
three teams. ¢) Change: This level has both static
cooperative relationships and dynamic cooperative
relationships.

During the confrontation, the cooperation among
teammates remains constant, and the ultimate goal
is also aligned: to eliminate the other teams. At the
same time, agents can temporarily collaborate with
an agent from another team. Because the ultimate
goals of the other teams differ, this cooperation
relationship is temporary. Therefore, we refer to
this scenario as mixed cooperative competition.

4 Evaluation of BattleAgentBench
4.1 Evaluation Setup

Metrics. In Stage 1 and Stage 2, we primarily
use the Forward Distance (F Dis) as the evalua-
tion metric, since the goal of these two stages is to
reach the target base. The distance the agent moves
toward the base is a suitable metric. Specifically,
given the tank’s initial position pg, the base’s po-
SItioN Pyarget, and the tank’s position at the end of
the game p., we can calculate the tank’s forward
distance as follows.

F Dis = Ll(ps _ptarget) - Ll(pe _ptarget)y (1)

where L1 denotes L1 distance. We also introduced
two auxiliary metrics: Format Accuracy (F Acc)

and Movement Accuracy (M Acc). We prede-
fined the output format for instructions and used
regular expressions to match LLM’s output. The
format accuracy measures the LLM’s ability to out-
put in the specified format.

F Acc = Nformat/Ntotalv (2)

where Nyormat represents the number of turns
where the model output is correctly formatted,
while N, represents the total number of turns.
Since the target position is known, we can deter-
mine whether the agent’s movement direction is
correct at each step, so the movement accuracy is
calculated as follows:

M Acc = Ncorrect/Nformat7 (3)

where N orreet denotes the number of turns with
correct movement direction.

In the subsequent five stages, we use Score as
the evaluation metric. The agents will earn a certain
score for successfully attacking bases, other agents,
and NPC tanks. The sum of the three types of
scores will serve as the final score. Specifically, the
agent’s health is 5, and the NPC tank’s health is 1.
Each attack on the agent and tank obtains 1 score,
while each attack on the base obtains 5 scores.

It should be noted that these 5 stages have mul-
tiple agents. Each agent needs to connect to a
language model. To facilitate the evaluation of
different language models, we have adopted the
concept of primary and secondary agents. The pri-
mary agent is the first agent or the first team of
agents, while the remaining agents are secondary
agents. Each stage can connect up to two types of



Stage 1 Stage 2

Models Avg. Dis
FDis FAcc MAcc FDis FAcc M Acc
API-based models
claude3.5-sonnet-0620  13.7  1.00 0.97 120  1.00 0.90 12.8
gpt-40-mini 123 1.00 0.98 10.7  1.00 0.86 11.5
gpt-3.5-turbo-0125 10.7  1.00 0.83 5.7 1.00 0.65 8.2
glm-4-flash 4.3 1.00 0.60 5.0 0.92 0.68 4.7
open-source models
internlm?2.5-7b-chat 6.7 0.99 0.63 4.7 0.99 0.63 5.7
mistral-7b-instruct 33 0.98 0.58 5.8 0.98 0.65 4.6
glm-4-9b-chat 38 1.00 0.61 42 1.00 0.63 4.0
qwen2-7b-Instruct 3.7 0.98 0.60 2.1 0.99 0.56 2.9
yi-1.5-9b-chat-16k 1.9 1.00 0.54 1.9 1.00 0.55 1.9
gemma2-9b-it 2.8 0.98 0.60 0.7 0.99 0.55 1.8
llama3-8b-instruct -1.4 099 0.41 -1.1 0.99 0.45 -1.3
random 1.0 0.49 1.4 0.52 1.2

Table 2: Evaluation results of Level 1. Bold denotes
the best result on API-based models and open-source
models.

language models, with the primary agent connect-
ing to the language model being evaluated, and the
secondary agents connecting to another reference
language model. Here, we have used yi-1.5-9b
as the reference language model. By keeping the
secondary agents connected to the reference lan-
guage model unchanged, we can fairly connect and
evaluate different language models in the primary
agent. For example, in Level 2, there is only one
team of 2 agents, so both agents are primary agents,
connecting to the language model being evaluated,
and their scores are summed for the final score.

Baselines. We evaluate two types of models:
API-based models and open-source models. The
API-based models include Claude3.5!, GPT-40-
mini (Achiam et al., 2023), GPT-3.5 (Achiam
et al., 2023), and GLM-4 (GLM et al., 2024). The
open-source models include Llama3-8b, Mistral-
7b (Jiang et al., 2023), Gemma2-9b (Team et al.,
2024), GLM-4-9b (GLM et al., 2024), Yi-1.5-
9b (Young et al., 2024), Internlm2.5-7b (Team,
2023), and Qwen2-7b (Yang et al., 2024).

4.2 Overall Experimental Results

Evaluation on Level 1. API-based models have
stronger spatial perception capabilities than
open-source small models, they can effectively
move towards the target to complete navigation
tasks. As shown in Table 2, API-based mod-
els have a significant advantage over open-source
small models in terms of forward distance, espe-
cially claude3.5-sonnet and gpt-4o0-mini, which can
approach the base well. In contrast, open-source
models make less progress. Based on the forward
distance and total distance to the target, we can
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Figure 5: Goal completion rate of different models.

calculate the goal completion rate. The results are
shown in Figure 5. The results show that claude3.5-
sonnet and gpt-4o-mini can effectively complete
navigation tasks. The goal completion rates of
open-source models are all below 50%. In addition,
open-source small models have lower movement ac-
curacy while API-based models have higher move-
ment accuracy. This indicates that open-source
small models have poor two-dimensional spatial
perception, with many movements being incorrect.
This explains why these models make less progress.
Both types of models have high format accuracy,
indicating that they can both follow the given ac-
tion format well. The evaluation results of these
two stages indicate that API-based models can un-
derstand the game environment and have a good
spatial perception, thus effectively completing ob-
jectives. In contrast, open-source models are gener-
ally unable to effectively accomplish the goals.

Evaluation on Level 2. claude3.5-sonnet and
gpt-4o-mini have better collaborative capabili-
ties and adversarial capabilities. From Table 3,
it can be seen that in collaborative and adversarial
environments, among all models, only claude3.5-
sonnet and gpt-4o-mini achieved relatively high
scores, while other models scored comparatively
lower. As the difficulty increases, only claude3.5-
sonnet maintained a consistent movement accuracy,
while the movement accuracy of gpt-4o-mini, gpt-
3.5, and glm-4-flash all showed a decline. The
movement accuracy of open-source models re-
mains as poor as in Level 1. Due to the increased
complexity of instruction formats, all models expe-
rienced some decline in format accuracy. However,
API-based models showed a smaller decrease in
format accuracy. These results demonstrate that
claude3.5-sonnet has strong environmental under-
standing, collaboration, and adversarial capabili-
ties, while gpt-4o0-mini achieve the second-best per-
formance in these aspects. Other models are unable



Stage 4

Stage 5

Models Avg. Score
Score FAcc MAcc Score FAcc M Acc
API-based models
claude3.5-sonnet-0620 5.3 1.00 0.96 4.3 1.00 0.90 4.8
gpt-4o0-mini 33 0.96 0.69 1.3 0.90 0.65 2.3
gpt-3.5-turbo-0125 0.3 0.97 0.63 0.3 0.88 0.63 0.3
glm-4-flash 0.3 0.92 0.63 0.7 0.98 0.55 0.5
open-source models
internlm2.5-7b-chat 1.8 0.73 0.54 0.2 0.84 0.57 1.0
yi-1.5-9b-chat-16k 14 0.72 0.54 0.4 0.96 0.46 0.9
llama3-8b-instruct 04 0.81 0.34 0.4 0.63 0.57 04
glm-4-9b-chat 04 0.76 0.44 0.4 0.80 0.64 04
qwen2-7b-Instruct 0.4 0.65 0.58 0.2 0.88 0.56 0.3
gemma?2-9b-it 0.4 0.82 0.53 0.0 0.10 0.42 0.2
mistral-7b-instruct 0.3 0.55 0.56 0.0 0.15 0.61 0.1
random 0.2 - 0.48 0.0 - 0.49 0.1

Table 3: Evaluation results of Level 2 of the BattleAgentBench. Bold denotes the best result on API-based

models and open-source models.

Stage 5

Stage 6

Stage 7

Models Avg. Score
Score FAcc MAcc Score FAcc MAcc Score FAcc M Acc
API-based models
claude3.5-sonnet-0620 6.3 1.00 0.91 7.0 1.00 0.98 8.3 1.00 0.92 7.2
gpt-40-mini 5.7 0.95 0.71 4.7 0.96 0.77 2.0 0.89 0.64 4.1
gpt-3.5-turbo-0125 1.0 0.97 0.72 1.3 0.88 0.70 2.3 0.98 0.63 1.6
glm-4-flash 0.7 0.95 0.54 2.0 0.95 0.64 0.3 0.98 091 1.0
open-source models
internlm2.5-7b-chat 0.6 0.76 0.48 2.2 0.67 0.42 3.2 0.66 0.55 2.0
yi-1.5-9b-chat-16k 1.0 0.89 0.56 1.8 0.80 0.49 2.2 0.77 0.52 1.7
gemma2-9b-it 1.8 0.83 0.39 0.6 0.87 0.47 1.8 0.86 0.57 14
llama3-8b-instruct 1.0 0.85 0.47 0.8 0.85 0.55 1.2 0.83 0.73 1.0
glm-4-9b-chat 1.0 0.82 0.48 0.6 0.80 0.63 1.0 0.83 0.72 0.9
qwen2-7b-Instruct 0.0 0.69 0.52 1.4 0.63 0.47 1.2 0.65 0.64 0.9
mistral-7b-instruct 0.2 0.49 0.38 0.0 0.54 0.43 0.2 0.47 0.49 0.1
random 0.2 - 0.50 04 - 0.49 0.6 - 0.52 0.4

Table 4: Evaluation results of Level 3 of the BattleAgentBench. Bold denotes the best result on API-based

models and open-source models.

to cope with complex environments effectively.

Evaluation on Level 3. Only claude3.5-sonnet
and gpt-40-mini achieve effective collaboration
in adversarial environments, while collabora-
tion between other models is ineffective or even
harmful. As shown in Table 4, we can see that
in more complex environments, claude3.5-sonnet
and gpt-4o-mini still obtain relatively high scores.
Other models scored comparatively lower. Notably,
only claude3.5-sonnet maintains a high movement
accuracy. gpt-4o-mini achieved performance sec-
ond only to claude3.5-sonnet across all metrics.
Compared to these two models, other models have
lower scores, movement accuracy, and format ac-
curacy. This indicates that these two models have

stronger capabilities in dealing with complex en-
vironments. The other models perform poorly in
lower-level tasks and continue to underperform in
higher-level tasks.

Evaluation results of Level 3 reveal the differ-
ences in the comprehensive capabilities of different
models in complex environments, including envi-
ronmental understanding, cooperation, competition
abilities, etc. To assess the effectiveness of models’
collaborative abilities, we conduct further ablation
experiments that remove the cooperation interface
between agents in the Level 3 evaluation. This
means that while the team relationships between
agents remained unchanged, no agent could coop-
erate with any other. The ablation results are shown
in Table 5.



Models Stage 5 Stage 6 Stage 7 Avg. Score A Score
Score  FAcc MAcc Score FAcc MAcc Score FAcc M Acc
API-based models
claude3.5-sonnet-0620 4.3 1.00 0.87 33 1.00 0.87 7.0 1.00 0.89 4.9 2.3
gpt-40-mini 4.3 0.92 0.74 3.0 0.90 0.73 4.0 0.90 0.76 3.8 -0.3
gpt-3.5-turbo-0125 1.3 0.96 0.63 23 0.93 0.59 2.7 0.96 0.56 2.1 0.6
glm-4-flash 1.0 1.00 0.48 2.0 1.00 0.55 6.0 1.00 0.61 3.0 2.0
open-source models
yi-1.5-9b-chat-16k 1.8 0.94 0.56 1.6 0.94 0.51 5.6 0.89 0.50 3.0 1.3
gemma2-9b-it 2.0 0.94 0.60 2.0 0.93 0.55 4.0 0.92 0.62 2.7 1.3
glm-4-9b-chat 0.6 0.79 0.45 1.0 0.79 0.58 6.0 0.82 0.57 2.5 1.7
internlm2.5-7b-chat 0.6 0.78 0.45 3.0 0.75 0.46 3.8 0.77 0.49 2.5 0.5
qwen2-7b-instruct 0.0 0.81 0.50 1.0 0.85 0.57 3.6 0.80 0.55 1.5 0.7
mistral-7b-instruct 0.0 0.26 0.46 0.2 0.17 0.35 2.3 0.23 0.24 0.8 0.7
llama3-8b-instruct 0.0 0.64 0.53 1.2 0.62 0.69 0.8 0.55 0.55 0.7 -0.3

Table 5: Ablation Evaluation results of Level 3 of BattleAgentBench. Bold denotes the best result on API-based
models and open-source models. A Score represents Avg. Score in Table 5 subtracts Avg. Score in Table 4.

#Game State Data:
Own id: 3.

;;l"ask Description:
;Game Instructions:
#E)peratiun Options:
;Couperation Options:

#Last Round Operation:

#Thought process: Output
Attack target: Continue attacking tank 5. Although the previous

round's attack didn't cause damage, this might be because we're not

close enough yet. Tank 5 is located at (384, 0), the closest enemy
advanced tank to our base, posing a serious threat.

Attack plan: I'm currently at (64, 32), facing right. To approach tank 5,
I need to continue moving right. After moving, if within range, I'll
shoot immediately.

Cooperation plan: Since both my teammate 0 and I are advanced
tanks, we can continue to cooperate. Although our previous
cooperation was aimed at tank 1, considering tank 5's greater threat,
we should adjust our cooperation target.

#Attack operation:
Target 5: #Move_right#

#Cooperation operation: :
#Request_coop# 0: Please adjust cooperation target, assist in attacking |}
enemy tank 5 located at (384, 0), it poses the greatest threat to our base. 1

|

Figure 6: Cooperation example of claude3.5-sonnet to
finish decision-making process in Stage 7.

Comparing Tables 4 and Table 5, we observe
that after removing the collaboration interface, only
the scores of claude3.5-sonnet and gpt-4o0-mini de-
crease, while the scores of other models increase.
This indicates that only claude3.5-sonnet and gpt-
40-mini’s cooperation is effective, allowing them
to achieve higher scores through cooperation. Con-
versely, collaboration among other models low-
ers their scores, indicating that cooperation be-

tween these models is ineffective or even harmful.
Although claude3.5-sonnet and gpt-40-mini im-
prove their scores through cooperation, we also
notice that the improvement from cooperation
is relatively small. Through analysis of the mod-
els’ battle records, we observe that the models cur-
rently exhibit some basic cooperative strategies.
We will illustrate this finding through a case study.

Case Study of Cooperation between Agents.
Let’s illustrate this with an example in Fig-
ure 6. This example is claude3.5-sonnet’s decision-
making process in a certain round of Stage 7. In
terms of attack operations, claude3.5-sonnet first
analyzed the current game situation to identify the
biggest threat and moved towards it to prepare for
subsequent attacks. In terms of collaborative op-
erations, given the enormous threat posed by this
attack target, claude3.5-sonnet timely initiated a
collaboration request to teammates to prioritize
eliminating this enemy, indicating collaborative
abilities of claude3.5-sonnet.

5 Conclusion

This work introduces the BattleAgentBench, a
benchmark for LL.M-based multi-agent collabo-
ration and competition evaluation, which defines
seven sub-stages of three varying difficulty levels
and conducts a fine-grained evaluation of language
models in terms of single-agent scenario navigation
capabilities, paired-agent task execution abilities,
and multi-agent collaboration and competition ca-
pabilities. We perform a thorough evaluation of 11
LLMs. Although API-based models have demon-
strated some collaborative capabilities, there is still
enormous room for improvement.



6 Limitations

Currently, the game design mechanisms are rela-
tively simple. In the future, we will increase the
game difficulty by adding impenetrable walls and
partial observation information to further evaluate
the cooperation and competition abilities of lan-
guage models. The current evaluation uses the
standard COT prompts. In the future, we will try
better prompting strategies and also consider opti-
mizing cooperation mechanisms to improve agent
performance in cooperative and competitive envi-
ronments.
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7 Preliminary

We evaluate LLMs as agents in a turn-based interactive game, Battle City, where the agent takes corre-
sponding actions based on the game state at each turn. Thus, the entire interaction process between the
agent and the game can be viewed as a Markov Decision Process (S, A, T, R, Z, ©O), which contains state
space S, action space A, transition function 7 : § x A — S, reward function R, game instruction Z, and
observation space O. The game server is responsible for state transitions and providing rewards. The
agent needs to make an action a based on instruction ¢, observation o, and state s. We apply LLMs to
implement the agent’s decision-making function:

P(at|i,0t,st) = LLM(i,Ot,St) (4)

8 Basic Rules of BattleAgent

Specifically, the game contains four elements: the map, walls, bases, and tank as shown in Figure 2.
Details and rules of this game are as follows:

* The game map size is 512x512, with (0, 0) representing the top-left corner and (512, 512) representing
the bottom-right corner.

* The map contains tanks, bases, and walls; the tank size and the base size are 32x32, and the wall size
is 8x8.

* Tanks can move in four directions: up, down, left, and right. Walls and other tanks can obstruct the
movement of the tank.

* The vertical movement range of the tank is from O to 512, and the horizontal movement range is
0~512.

 Tanks have four orientations: up, down, left, and right, and shooting can destroy the tank or wall in
front of them in the current direction.

* When the tank’s front faces the map boundary, it cannot continue to move forward.

o If there is a wall in front of the tank, it needs to shoot to eliminate the wall before it can continue to
move forward.

9 Related Works

LLM-based Multi-Agents. Large Language Models (LLMs) are becoming increasingly powerful and
capable of handling complex tasks. Hence, LLM-based multi-agent systems have rapidly developed and
achieved considerable progress in complex problem-solving and world simulation (Wu et al., 2023; Guo
et al., 2024). The primary advantage of employing Large Language Model Multi-Agent (LLM-MA)
systems for problem-solving is to leverage the diverse and specialized expertise of individual agents. By
working together, these agents can tackle intricate challenges across various domains, such as software
development (Qian and Cong, 2023; Hong et al., 2023) and embodied Al (Mandi et al., 2024; Zhang
et al., 2023b). In these systems, these agents typically collaborate to accomplish shared goals. Unlike
problem-solving systems, world simulation systems aim to reflecting the complexity and variety of
real-world interactions and they usually involve diverse methods of agent communication. Research on
world simulation is rapidly developing in many fields, such as social sciences (Park et al., 2023; Kaiya
et al., 2023; Gao et al., 2023), gaming (Xu et al., 2023; Light et al., 2023), psychology (Aher et al., 2023;
Zhang et al., 2023c), and economics (Li et al., 2023; Weiss et al., 2023). Although the communication
patterns between agents are typically cooperative or competitive, the knowledge and capabilities required
for agents to achieve effective cooperation or competition vary significantly across different fields. In this
paper, we mainly focus on multi-agent cooperation and competition in games.
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According to the main characteristics of the games, game environments can be categorized into six cat-
egories, including adventure, communication, competition, cooperation, simulation, and exploration (Hu
et al., 2024a). We focus on games related to competition and cooperation.

Competition Games. In competitive games, players need to compete with each other to achieve
ultimate victory. StarCraft II (Vinyals et al., 2017) and Pokémon Battles are two typical battle games.
CoS (Ma et al., 2023) and SwarmBrain (Shao et al., 2024) evaluate LLMs in the strategy game StarCraft
IT (Vinyals et al., 2017) while PokéLLMon (Hu et al., 2024b) evaluate LLMs in Pokémon. The games we
use also belong to tactical battle games. However, we have significant differences from these two games.
In these two games, although each team has multiple units, in reality, each team is controlled by only one
agent, which is equivalent to a 1v1 setup, and therefore, there is no collaboration between agents in these
games. In our game, there can be multiple teams, and each unit of each team is controlled by an agent,
which is equivalent to an NvN setup. There are permanent cooperative relationships between agents of the
same team. Therefore, we can simultaneously evaluate cooperative and competitive abilities of LLMs.

In addition, many studies also evaluate competitive abilities in board and card games (Chen et al.,
2024b), such as Chess (Feng et al., 2024), Texas Hold’em (Huang et al., 2024; Gupta, 2023), and Leduc
Hold’em (Zhang et al., 2024c; Guo et al., 2023). In these games, players often have only a competitive
relationship. Because the victory in these games typically belongs to only one player. Even in some
team-based card games, players within the same team cannot have explicit communication.

Cooperation Games. In cooperative games, players need to work together to finish common goals.
Overcooked (Carroll et al., 2019) is commonly used by many works, such as MindAgent (Gong et al.,
2023), ProAgent (Zhang et al., 2023a), and LLM-Co (Agashe et al., 2023). Additionally, some works set
cooperative objectives in the exploration game Minecraft to evaluate the cooperative capabilities of LLMs,
such as S-Agents (Chen et al., 2024a) and HAC (Zhao et al., 2024). However, these works often only
involve collaboration without including competition.

Communication Games. Communication games involve multiple players taking turns to engage in
various interactions such as communication, negotiation, and even deception. Avalone and Werewolf
are commonly used. Specifically, AvaloneBench (Light et al., 2023), CodeAct (Shi et al., 2023), and
Recon (Wang et al., 2023) evaluate on Avalone while Xu et al. (2023), Xu et al. (2024c), and Thinker (Wu
et al., 2024) evaluate on Werewolf. In addition, Welfare diplomacy (Mukobi et al., 2023), WarAgent (Hua
et al., 2023), and CosmoAgent (Jin et al., 2024) evaluate on diplomacy-like games. The core mechanism
of these games is communication through dialogue between agents, focusing on evaluating large models’
mastery of various dialogue strategies, such as deception strategies and negotiation strategies. Compared
to these works, the game we use is more oriented towards tactical battle games, where communication
between agents is primarily used to convey cooperative information. Additionally, our games place more
emphasis on precise spatial perception capabilities.

10 Evaluation Details

Stage Turns Agents Teams NPC Goal
1 60 1 1 0 Navigation
2 60 1 1 10 Navigation
3 80 2 1 10 Cooperative Task
4 80 2 2 10 Competitive Task
5 80 4 2 10 Static Cooperation Competition
6 80 4 4 10  Dynamic Cooperation Competition
7 80 6 3 10 Hybrid Cooperation Competition

Table 6: Stage Settings
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10.1 Evaluation Setup

We design 7 stages from easy to difficult for BattleAgentBench. Table 6 shows the detailed settings
for each stage. The setting of the number of turns takes into account the cost factor of calling LLM.
Increasing the number of turns may improve the scores of all models. However, the cost of calling the
API will also increase accordingly. Therefore, we have set a relatively reasonable turn number for the
unified evaluation of all models.

When evaluating each stage, we run multiple times and calculate the average score of the model to
assess each model more accurately. For each run, we generate a random map by randomly sampling the
agent’s position within a small range. Specifically, for API-based models, we run each stage 3 times; for
open-source models, we run each stage 5 times.

10.2 Prompt Template

We use predefined prompt templates to convert game observation data into text prompts, in order to
facilitate calling LLM to provide decision results. Figures 1-7 are the prompt templates for each stage.
Figure 8-14 shows the Chinese versions of the templates for each stage. Each template consists of 5 parts:
game state data, goals, game instructions, operation options, and output format. The main difference is
that the goals vary for different stages.
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Figure 1: Prompt Template of Level 1 - Stage 1

<game>
Current round number:
%d

Our tank position information (ID, horizontal position, vertical position, direction, health):
%S

Base position information (ID, horizontal position, vertical position):
%S

Map information in front of the tank:
%S

Previous round operation information:
%S

</game>

You are an assistant for a tank battle game, helping users control tanks to achieve victory.
Your ultimate goal is to reach the base on the map in the shortest time possible.

#Game instructions:

- The game map size is 512x512, (0,0) represents the top-left corner, (512,512) represents the

— bottom-right corner.

- In coordinates (x,y), x represents the horizontal position, y represents the vertical position.
< Moving left decreases x, moving right increases x, moving up decreases y, moving down increases
— Y.

- The map contains tanks and walls. Tanks are 32x32 in size, walls are 8x8.

- Tanks can move in four directions: up, down, left, and right. Walls and tanks will block tank

— movement.

- The vertical movement range for tanks is 0-512, the horizontal movement range is 0-512.

- Tanks have 4 directions: up, down, left, and right. Shooting can destroy tanks or walls in front
— of the current direction.

- When a tank faces the map boundary, it cannot move forward.

- When there's a wall in front of a tank, it needs to shoot to remove the wall before moving

— forward.

The current game state is given above. Please provide the next action for the tank based on the
— game state.
You can execute the following defined operations to control the tank.

#0peration options:

- #Move_up#: Move upward

- #Move_down#: Move downward
- #Move_left#: Move left

- #Move_right#: Move right

- #Shoot#: Shoot

#Note
- You can only output one control operation each time.
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Your output should follow this format:

#Thought process:

- Movement plan: {Based on your position, base position, formulate a movement and shooting plan,
< and decide the next operation}

#0peration: {Specific operation command?}

Figure 2: Prompt Template of Level 1 - Stage 2

<game>
Current round number:
%d

Our tank position information (ID, horizontal position, vertical position, direction, health):
%S

Base position information (ID, horizontal position, vertical position):
%S

Enemy tank position information (ID, horizontal position, vertical position, direction, health):
%S

Map information in front of the tank:
%S

Previous round operation information:
%S

</game>

You are an assistant for a tank battle game, helping users control tanks to achieve victory.
Your ultimate goal is to reach the base on the map in the shortest time possible. During movement,
< you can eliminate enemy tanks that threaten your safety.

#Game instructions:

- The game map size is 512x512, (0,0) represents the top-left corner, (512,512) represents the

— bottom-right corner.

- In coordinates (x,y), x represents the horizontal position, y represents the vertical position.
< Moving left decreases x, moving right increases x, moving up decreases y, moving down increases
— Y.

- The map contains tanks and walls. Tanks are 32x32 in size, walls are 8x8.

- Tanks can move in four directions: up, down, left, and right. Walls and tanks will block tank

— movement.

- The vertical movement range for tanks is 0-512, the horizontal movement range is 0-512.

- Tanks have 4 directions: up, down, left, and right. Shooting can destroy tanks or walls in front
< of the current direction.

- When a tank faces the map boundary, it cannot move forward.

- When there's a wall in front of a tank, it needs to shoot to remove the wall before moving

— forward.
The current game state is given above. Please provide the next action for the tank based on the

— game state.

You can execute the following defined operations to control the tank.
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#0Operation options:

- #Move_up#: Move upward

- #Move_down#: Move downward
- #Move_left#: Move left

- #Move_right#: Move right

- #Shoot#: Shoot

#Note
- You can only output one control operation each time.

Your output should follow this format:

#Thought process:

- Movement plan: {Based on your position, base position, and enemy tank positions, formulate a
— movement and shooting plan, and decide the next operation}

#Operation: {Specific operation command}

Figure 3: Prompt Template of Level 2 - Stage 3

<game>
Current round number:
%d

Own tank position information (ID, horizontal position, vertical position, direction, health):
%S

Teammate tank position information (ID, horizontal position, vertical position, direction, health):
%S

Our base position information (ID, horizontal position, vertical position):
%S

Enemy base position information (ID, horizontal position, vertical position):
%S

Enemy tank position information (ID, horizontal position, vertical position, direction, health):
%S

Our tanks' attack target information from the last round (our ID, enemy ID):
%S

Historical cooperation attack information:
%S

Map information around the tank:
%S

</game>

You are an assistant for a tank battle game, helping users control tanks to achieve victory.
Your ultimate goal is to destroy the enemy base while protecting our base from being destroyed by
< the enemy. Destroying enemy tanks also provides rewards. To achieve the ultimate goal, you can

< cooperate with your teammate.
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#Game instructions:

- The game map size is 512x512, (0,0) represents the top-left corner, (512,512) represents the

< bottom-right corner.

- In coordinates (x,y), x represents the horizontal position, y represents the vertical position.
< Moving left decreases x, moving right increases x, moving up decreases y, moving down increases
— Y.

- The map contains tanks and walls. Tanks are 32x32 in size, walls are 8x8.

- Tanks can move in four directions: up, down, left, and right. Walls and tanks will block tank
< movement.

- The vertical movement range for tanks is ©-512, the horizontal movement range is 0-512.

- Tanks have 4 orientations: up, down, left, and right. Shooting can destroy tanks or walls in

— front of the current direction.

- When a tank faces the map boundary, it cannot move forward.

- When there's a wall in front of a tank, it needs to shoot to remove the wall before moving

— forward.

The current game state is given above. Please provide the next action for the tank based on the
— game state.

You can execute the following defined operations to control the tank. You can also choose

< cooperation options to decide whether to cooperate with teammates.

#Operation options:

- #Move_up#: Move upward

- #Move_down#: Move downward
- #Move_left#: Move left

- #Move_right#: Move right

- #Shoot#: Shoot

#Cooperation options:

- #Request_coop# {Teammate tank ID x}: {Message content}: Send a cooperation message to the tank
— with ID x

- #Keep_coop#: Maintain cooperation

- #Stop_coop#: Terminate cooperation

- #No_coop#: No cooperation needed

#Note

- When blocked by an enemy tank, shoot immediately to eliminate the enemy.

- For attack effectiveness, don't frequently change attack targets without new emergencies, as this
— Wwill cause many ineffective movements.

- You can only output one control operation and one cooperation operation each time.

#lLast round operation:
- Operation: %s
- Operation feedback: %s

Your output should follow this format:

#Thought process:

- Attack target: {Reason for choosing an attack target, can continue attacking the current target,
< or choose a new target based on the game state}

- Attack plan: {Based on your position and the attack target's position, make a movement and

< shooting plan, and decide the next operation}
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- Cooperation plan: {Based on your position, teammate's position, and attack target's position,
< decide on a cooperation plan. You can maintain the previous cooperation plan, initiate a new
< cooperation request, or terminate the previous cooperation plan}

#Attack operation: Target {Enemy tank ID}: {Specific operation command}

#Cooperation operation: {Specific cooperation command}

Figure 4: Prompt Template of Level 2 - Stage 4

<game>
Current round number:
%d

Our tank position information (ID, horizontal position, vertical position, direction, health):
%S

Our base position information (ID, horizontal position, vertical position):
%S

Enemy base position information (ID, horizontal position, vertical position):
%S

Enemy tank position information (ID, horizontal position, vertical position, direction, health):
%S

Map information around the tank:
%S

</game>

You are an assistant for a tank battle game, helping users control tanks to achieve victory.
Your ultimate goal is to destroy the enemy base while protecting our base from being destroyed by
— the enemy. Destroying enemy tanks also provides rewards.

#Game instructions:

- The game map size is 512x512, (0,0) represents the top-left corner, (512,512) represents the

— bottom-right corner.

- In coordinates (x,y), x represents the horizontal position, y represents the vertical position.
< Moving left decreases x, moving right increases x, moving up decreases y, moving down increases
— Y.

- The map contains tanks and walls. Tanks are 32x32 in size, walls are 8x8.

- Tanks can move in four directions: up, down, left, and right. Walls and tanks will block tank
— movement.

- The vertical movement range for tanks is 0-512, the horizontal movement range is 0-512.

- Tanks have 4 orientations: up, down, left, and right. Shooting can destroy tanks or walls in

< front of the current direction.

- When a tank faces the map boundary, it cannot move forward.

- When there's a wall in front of a tank, it needs to shoot to remove the wall before moving

— forward.
The current game state is given above. Please provide the next action for the tank based on the

— game state.
You can execute the following defined operations to control the tank.
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#0Operation options:

- #Move_up#: Move upward

- #Move_down#: Move downward
- #Move_left#: Move left

- #Move_right#: Move right

- #Shoot#: Shoot

#Note

- When blocked by an enemy tank, shoot immediately to eliminate the enemy.

- For attack effectiveness, don't frequently change attack targets without new emergencies, as this
— Wwill cause many ineffective movements.

- You can only output one control operation each time.

#lLast round operation:
- Operation: %s
- Operation feedback: %s

Your output should follow this format:

#Thought process:

- Attack target: {Reason for choosing an attack target, can continue attacking the current target,
< or choose a new target based on the game state}

- Attack plan: {Based on your position and the attack target's position, make a movement and

< shooting plan, and decide the next operation}

#Operation: Target {Enemy tank ID}: {Specific operation command}

Figure 5: Prompt Template of Level 3 - Stage 5

<game>
Current round number:
%d

Own tank position information (ID, horizontal position, vertical position, direction, health):
%S

Teammate tank position information (ID, horizontal position, vertical position, direction, health):
%S

Our base position information (ID, horizontal position, vertical position):
%S

Enemy base position information (ID, horizontal position, vertical position):
%S

Enemy tank position information (ID, horizontal position, vertical position, direction, health):
%S

Our tanks' attack target information from the last round (our ID, enemy ID):
%S

Historical cooperation attack information:
%S
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Map information around the tank:
%S

</game>

You are an assistant for a tank battle game, helping users control tanks to achieve victory.

Your ultimate goal is to destroy the enemy base while protecting our base from being destroyed by
< the enemy. Destroying enemy tanks also provides rewards. To achieve the ultimate goal, you can
< cooperate with your teammate.

#Game instructions:

- The game map size is 512x512, (0,0) represents the top-left corner, (512,512) represents the

— bottom-right corner.

- In coordinates (x,y), x represents the horizontal position, y represents the vertical position.
< Moving left decreases x, moving right increases x, moving up decreases y, moving down increases
— Y.

- The map contains tanks and walls. Tanks are 32x32 in size, walls are 8x8.

- Tanks can move in four directions: up, down, left, and right. Walls and tanks will block tank
— movement.

- The vertical movement range for tanks is 0-512, the horizontal movement range is 0-512.

- Tanks have 4 orientations: up, down, left, and right. Shooting can destroy tanks or walls in

< front of the current direction.

- When a tank faces the map boundary, it cannot move forward.

- When there's a wall in front of a tank, it needs to shoot to remove the wall before moving

<« forward.

The current game state is given above. Please provide the next action for the tank based on the
— game state.

You can execute the following defined operations to control the tank. You can also choose

< cooperation options to decide whether to cooperate with teammates.

#0peration options:

- #Move_up#: Move upward

- #Move_down#: Move downward
- #Move_left#: Move left

- #Move_right#: Move right

- #Shoot#: Shoot

#Cooperation options:

- #Request_coop# {Teammate tank ID x}: {Message content}: Send a cooperation message to the tank
— with ID x

- #Keep_coop#: Maintain cooperation

- #Stop_coop#: Terminate cooperation

- #No_coop#: No cooperation needed

#Note

- When blocked by an enemy tank, shoot immediately to eliminate the enemy.

- For attack effectiveness, don't frequently change attack targets without new emergencies, as this
— Wwill cause many ineffective movements.

- You can only output one control operation and one cooperation operation each time.
#lLast round operation:

- Operation: %s
- Operation feedback: %s
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Your output should follow this format:
#Thought process:

- Attack target: {Reason for choosing an attack target, can continue attacking the current target,

— or choose a new target based on the game state}

- Attack plan: {Based on your position and the attack target's position, make a movement and

< shooting plan, and decide the next operation}

- Cooperation plan: {Based on your position, teammate's position, and attack target's position,
— decide on a cooperation plan. You can maintain the previous cooperation plan, initiate a new
— cooperation request, or terminate the previous cooperation plan}
#Attack operation: Target {Enemy tank ID}: {Specific operation command}
#Cooperation operation: {Specific cooperation command}

Figure 6: Prompt Template of Level 3 - Stage 6

<game>
Current round number:
%d

Our tank position information (ID, horizontal position, vertical position, direction, health,

— type):
%S

Our base position information (ID, horizontal position, vertical position):
%S

Enemy base position information (ID, horizontal position, vertical position):
%S

Enemy tank position information (ID, horizontal position, vertical position, direction, health,

— type):
%S

Our tanks' attack target information from the last round (our ID, enemy ID):
%S

Historical cooperation attack information:
%S

Map information around the tank:
%S

</game>

You are an assistant for a tank battle game, helping users control tanks to achieve victory.

Your ultimate goal is to destroy the enemy base while protecting our base from being destroyed by
< the enemy. Destroying enemy tanks also provides rewards. To achieve the ultimate goal, you can

< cooperate with an enemy to eliminate other enemies.
#Game instructions:

- The game map size is 512x512, (0,0) represents the top-left corner, (512,512) represents the
< bottom-right corner.
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- In coordinates (x,y), x represents the horizontal position, y represents the vertical position.
< Moving left decreases x, moving right increases x, moving up decreases y, moving down increases
— Y.

- The map contains tanks and walls. Tanks are 32x32 in size, walls are 8x8.

- Tanks can move in four directions: up, down, left, and right. Walls and tanks will block tank
< movement.

- The vertical movement range for tanks is ©-512, the horizontal movement range is 0-512.

- Tanks have 4 orientations: up, down, left, and right. Shooting can destroy tanks or walls in

— front of the current direction.

- When a tank faces the map boundary, it cannot move forward.

- When there's a wall in front of a tank, it needs to shoot to remove the wall before moving

— forward.

- Tanks have two types: normal and advanced. Only advanced tanks have cooperation capabilities.

The current game state is given above. Please provide the next action for the tank based on the
— game state.

You can execute the following defined operations to control the tank. You can also choose

— cooperation options to decide whether to cooperate with teammates.

#Operation options:

- #Move_up#: Move upward

- #Move_down#: Move downward
- #Move_left#: Move left

- #Move_right#: Move right

- #Shoot#: Shoot

#Cooperation options:

- #Request_coop# {Tank ID x}: {Message content}: Send a cooperation message to the tank with ID x
- #Keep_coop#: Maintain cooperation

- #Stop_coop#: Terminate cooperation

- #No_coop#: No cooperation needed

#Note

- When blocked by an enemy tank, shoot immediately to eliminate the enemy.

- For attack effectiveness, don't frequently change attack targets without new emergencies, as this
— Wwill cause many ineffective movements.

- You can only output one control operation and one cooperation operation each time.

#lLast round operation:
- Operation: %s
- Operation feedback: %s

Your output should follow this format:

#Thought process:

- Attack target: {Reason for choosing an attack target, can continue attacking the current target,
— or choose a new target based on the game state}

- Attack plan: {Based on your position and the attack target's position, make a movement and
< shooting plan, and decide the next operation}

- Cooperation plan: {Based on your position and the attack target's position, decide on a

< cooperation plan. You can maintain the previous round's cooperation plan, initiate a new
< cooperation request, or terminate the previous round's cooperation plan}

#Attack operation: Target {Enemy tank ID}: {Specific operation command}

#Cooperation operation: {Specific cooperation command}
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Figure 7: Prompt Template of Level 3 - Stage 7

<game>
Current round number:
%d

Own tank position information (ID, horizontal position, vertical position, direction, health,
< type):
%S

Teammate tank position information (ID, horizontal position, vertical position, direction, health,

— type):
%S

Our base position information (ID, horizontal position, vertical position):
%S

Enemy base position information (ID, horizontal position, vertical position):
%S

Enemy tank position information (ID, horizontal position, vertical position, direction, health,
— type):
%S

Our tanks' attack target information from the last round (our ID, enemy ID):
%S

Historical cooperation attack information:
%S

Map information around the tank:
%S

</game>

You are an assistant for a tank battle game, helping users control tanks to achieve victory.

Your ultimate goal is to destroy the enemy base while protecting our base from being destroyed by
< the enemy. Destroying enemy tanks also provides rewards. To achieve the ultimate goal, you can
< cooperate with your teammates, or temporarily cooperate with an enemy to eliminate other

< enemies.

#Game instructions:

- The game map size is 512x512, (0,0) represents the top-left corner, (512,512) represents the

< bottom-right corner.

- In coordinates (x,y), x represents the horizontal position, y represents the vertical position.
< Moving left decreases x, moving right increases x, moving up decreases y, moving down increases
— Y.

- The map contains tanks and walls. Tanks are 32x32 in size, walls are 8x8.

- Tanks can move in four directions: up, down, left, and right. Walls and tanks will block tank
— movement.

- The vertical movement range for tanks is 0-512, the horizontal movement range is 0-512.

- Tanks have 4 orientations: up, down, left, and right. Shooting can destroy tanks or walls in

— front of the current direction.
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- When a tank faces the map boundary, it cannot move forward.

- When there's a wall in front of a tank, it needs to shoot to remove the wall before moving
— forward.

- Tanks have two types: normal and advanced. Only advanced tanks have cooperation capabilities.

The current game state is given above. Please provide the next action for the tank based on the
< game state.

You can execute the following defined operations to control the tank. You can also choose

< cooperation options to decide whether to cooperate with teammates.

#0peration options:

- #Move_up#: Move upward

- #Move_down#: Move downward
- #Move_left#: Move left

- #Move_right#: Move right

- #Shoot#: Shoot

#Cooperation options:

- #Request_coop# {Tank ID x}: {Message content}: Send a cooperation message to the tank with ID x
- #Keep_coop#: Maintain cooperation

- #Stop_coop#: Terminate cooperation

- #No_coop#: No cooperation needed

#Note

- When blocked by an enemy tank, shoot immediately to eliminate the enemy.

- For attack effectiveness, don't frequently change attack targets without new emergencies, as this
< will cause many ineffective movements.

- You can only output one control operation and one cooperation operation each time.

#lLast round operation:
- Operation: %s
- Operation feedback: %s

Your output should follow this format:

#Thought process:

- Attack target: {Reason for choosing an attack target, can continue attacking the current target,
< or choose a new target based on the game state}

- Attack plan: {Based on your position and the attack target's position, make a movement and
— shooting plan, and decide the next operation}

- Cooperation plan: {Based on your position and the attack target's position, decide on a

— cooperation plan. You can maintain the previous round's cooperation plan, initiate a new
— cooperation request, or terminate the previous round's cooperation plan}

#Attack operation: Target {Enemy tank ID}: {Specific operation command}

#Cooperation operation: {Specific cooperation command}

Figure 8: Prompt Template of Level 1 - Stage 1 in Chinese

<game>

EEIESEX A8

%d

BTERMERR (WS, KPELE, REVE, #H, 0E)
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%S

EWMEER WS, KPUE, EEME)
%S

Hy R T HEER:

%S

</game>
PRiE— A E ORI B T, AT DATE B B P PR s a3 e B A -

TR B B DAS R N (R 2138 b P P 2

- FERHE R NR512x512, (0, 0)FRIRA LF, (512, 512)FRA A -

- MAFR(x, YHEXFRKPAE, yROREEMNE, FABIE, MABIxEA, [ ERshyED, [TH

— ijjyij(f’

- HEFEHETE Kwall, #HIEAK/NA32x32, wallK/NH8xs e

- HFRTUAM B N 2 AT S, wallFIHE S PRI IE T AIRE ) -

- HW NG E Ne-512, A4 MEEshiEEe-512.

- HWHANER, B T £ A, SR DISHEC BT WA T FE 5 Biwall -
- TR MRS R, TR M TR -

- HICHI A Bwallb, FHES L ERRwall 2 5 74 ReAkSL R BifE ) -

LT T HHERHRE, EREIICRE, A HETAT P RE -
PRAT ABAT DL RE SRR ERIZ HIE T -

#ERVERI :

- #Move_up#: 1] FFEEh

- #Move_down#: [A] NEE)
- #Move_left#: [T
- #Move_right#: Eksgz25)
- #Shoot#:

#HEE
- PREFIR A RER H — MR

IR B ROZAF A AR RS R

#BETHE:

- Bahitkl: ORIEEHCHOMEMEMAE, SRTRHFIS IR, HRE T —HrHRIE)
HEIE: (BEBRIEELSY

Figure 9: Prompt Template of Level 1 - Stage 2 in Chinese

<game>
ELIESExA¢
%d

KHERMERFE (RS, KPAUE, EEMVE, ¥n, OE) :
%S
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AW N =

EWMEER WS, KPUE, EEME)
%S

HOTHEANERER WS, KPUE, BEME, #F, 0=) :

%S

Hy R T HEER:

%S

-2 EHREER:
%S

</game>

PRARE—METEX SR BT, AT LA B A P AR R 1 AE SO AR -
PRI B o AR (R 21 b P AP A2« A2 B A2 PR AT AT KRR 22 2 IR -

#FR AR :
- W E KN R512x512, (0, 0)FoRA LA,

o By

- HEHEHE &wall, HW K/INA32x32, wall K/NH8x8 -
- R B T 2 AEAN TS, wallFIHE s HYIE R s -

(512, 512) FRA -
- AR (x, y) xXERAEAE, yEREEME, WA/, WABshxdEA, [ By, [T

- 3w E PRI EhIEE e-512, AWM TEEe-512.

- HH4NEE, BT 2 A, ST DB AT R T A T Ewall -

- HEETT AR R, TEEREE [ iR B -

- HIHTBwalll, FTENEHE RwallZ 54 fE4REL A FEE) -

LA T HHERHRE, EREIICRE, A HETAT P RE -

PRAT ABAT LA RE SRR ERIZ BT -

#RAEL T :

- #Move_up#: 1] FFEEh

- #Move_down#: [A] NE)
- #Move_left#: [T
- #Move_right#: Eksyz25)
#Shoot#: Hiif

- VRERCRBERIH — 1 RAE -

PRI ROZAT & DL RS
#EB IR

- Bahitdl: (RGBSR EMEMAE, DABUTEAE, STBshMs SRl HRE T —SrI#E)

#RIE: (RAEBRIEESY

Figure 10: Prompt Template of Level 2 - Stage 3 in Chinese

<game>
ELIIEEEA¢
%d
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HOHREMERFE (WS, KPUE, BEME, ¥R, 08 .
%S

IRHWAEGEE (WS, KPAE, ZEAME, ¥, 0&) :
%S

BAEMNERRE (RS, KFUE, BENE)
%S

HAEMMERFR (WS, KTPUE, ZEME)
%S

BAHERMERER (WS, KTPUE, ZEME, ¥, M2 -
%S

FoTHER F—EEBEEEWER (BRARS, BRS) -
%S

i EMEBH R R
%S

HE FEHMEE R
%S
</game>

RAE— D ETERT IR A BT, AT LA B P AR i AE SO R
TRATERER B VAR TH KBTI EEH, ORI ETT B AR K - M KBOTHEE B RR - /RF] A5 /REBUR M E
— SEREMR-

#FAAEA -

- FERHLE RN R512x512, (0, O)FoRAE LA, (512, 512) FREG A -

- R (x, y) PxRTRKPAE, yRRBEEME, FMEBRIXED, MASSER, [ EBshyR/D, [T
— ijjyij(t’

- M EFEE Fwall, HITK/NH32x32, wall K/ H8xs .

- HFEAUME L R £ AT EBES), wallFH SRR HE AR -

- 1w ETFRBHTEE Ne-512, AHMBHTEEe-512.

- HWHAER, £ R 2 L ST DU §i 7 A 7 FUHE L B wall -

- HEFCHT AR E DR, TEAR S F RIS -

- HITH A Bwalllf, FES T HERwall Z 57 Be4kELm miss) -

L% T HRERAPRE, ERIEICRAS, % HIETEH T — B HR(E -
PRAT ARAT DA S R SCRIBRIERIZHIETE o 7] LUERE MR TR E R 5 5 A MBS -

BT -

- #Move_up#: [\ FFEEEh

- #Move_down#: [A] NEEE)
- #Move_left#: [T
- #Move_right#: [MGHEEN
- #Shoot#: Hfif

#PMEIET:

- #Request_coop# {PAKIETHSx}: (HENEY: Mm-S NxHIHET L £ IMEH B
- #Keep_coop#: PREFIDE
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56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72

73
74

O 0 39 O L AW N~

[\S RN ST (S I O T S IS e e e e e e
DN A W N = O 0 032 Lt A W N~ O

26

27
28

- #Stop_coop#: LA E
- #No_coop#: TLHEIME

#EE

- AP HCRARCTETERT, 3L RIS T KO -

- NTHHRERSE, BEFNRAEN, NEMEMERLT HIR, XHESERRLZ TR -
- PREFIR A RER H — SRR — MO ERRIE

# L — A SR
- 1B %s
- BAERIS: %s

YR BT ROZAF A DL S R

#E%ji%%:

- W B OEFEEAIGE BARpIRE, TRIREEIE S ar BAR, BB RIB R S f G B ARy

- IR (RIE B ORI ERYGE BArOA R, ST ST E TR, HRE TN — P REREY

- BRI (IRIEHCRAE - ORI ERYE BRI R, HEMETR], 7T CURRE E—2 &M ELT
o Xl WAIAEHEMEER, AT E—2 A WET R}

#UHIRE: Target (RUTHEFIREY: (BEBRIERS)

#IMERRAE: (BEUERES)

Figure 11: Prompt Template of Level 2 - Stage 4 in Chinese

<game>
EFEEEAE
%d

BHERMERFE (RS, KPAUE, ZEAME, P, 0&) -
%S

BAHEMMUERFS BWS5, KPUE, ZEME)
%S

BAEMMERER (WS, KTPUE, BEME)
%S

HAHERMERE (WS, KPANE, ZEME, ¥, 0E) -
%S

H 7 FEHEE R
%S
</game>

PRAE— DTN BI T, AT LA B P AR U 4E SO R
TRIIEREE BVRRTH KB T EEM, H ORI EIT B AR K - I KB 15 KA -

#UFE U -

- FERHLE RN R512x512, (0, O)FaRA LA, (512, 512) FREATA -

- R (x, y) XFERAKPENE, yEREEME, HABSXE/D, WA, [ EBshyE/d, [T
o Hytk.

- HEFTEET Fwall, HTEA/NH32x32, wall K/N8x8 o

- HER LA B R 2 AEAN A B, wallFHE S EPYE ) .
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29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57

0 NN AW~

[N I e e e e e e
S O 0 9N N kR WD = O O

- Hw EFRBEhEE e-512, AWM ENTEEe-512.

- HyH4NEE, BT 2 A, ST DB T T HE T Swall -
- HEFCEIT EL R, TR A EIRE D) -

- HIETBwalll, FENEE RwallZ 54 GE4R L RIFEE) -

L% T HRIIEREPRE, EREICRAS, A BTN — P HR(E -
PRATLAPIT BL N € LRI ER I IE T -

A BT -

- #Move_up#: [m] FFEEEh

- #Move_down#: [A] NESE)
- #Move_left#: [T
- #Move_right#: [MGHEEN
- #Shoot#: Hfif

#EE
- AR EHCHNRCH TR, SIS T KR -

- NTTEIERE, BEHRRAEN, AEMEMERIE BiR, IHESERRES TR -

- IRERUCABER H — 1 RAE -

# L —EAHRAE:
- BIE: %s
- BERIG: %s

PREH H ROZAT & LT RS
#;%\%ﬁ*% :

- Wl AR ORFREAGE BARRIRE, ATDAARSIGE 2T B AR, BB IRIEI R S B O B B
- AR (RYE B R EMSGE BARALE, STVt Rl HRE T — a0k

#21E: Target {({AAHHETRS}: {(EAEERIERSY

Figure 12: Prompt Template of Level 3 - Stage 5 in Chinese

<game>

ZHTE AL
%d

HOHERMERRE (WS, KPNE, BEME, #H, IE) -
%S

PRHEAMEFE (RS, KPR, ZEME, B, &)
%S

KHEMMEREE (WS, KPUE, ZEME) -
%S

BAEMNERE (RS, KFUE, EEME)
%S

BOTHRMERE (WS, KPAUE, EEMVE, #n, OE) :
%S

HER E—EEHEG BMEE (FTRS, WIRS) -
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21
22
23
24
25
26
27
28
29
30
31

32
33
34
35

36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71

%S

P M ER AR B -
%S

3H L JE 1
%S
</game>

PR — AR SR AIB T, AT LA B P AR 1 4E SO R
TRIEER BV TH KB EH, H ORI ET B A K - 1 KEOTHEFHE R - R A5 IREAR ME
o SERBMT-

#FR AR -

- FEWHE RN R512x512, (0, o)FoRA LA, (512, 512) FRATA -

- R (x, y) PxXFERAKPAE, yEREEME, WABSIXE/D, MABShIER, W EBshylEd, mTI#E
— ijjyij(°

- WEHE T Mwall, $HEK/NA32x32, wall K/ H8xs -

- HFRUAM E N 2 AT B, wallFIHE S BRI IH AR -

- M NG E Ne-512, A MEshiiEe-512.

- HFEANEN, b R A A, SR LSS T T BT Biwall -

- HITTHTT NHEA T, TRk RIS -

- HICEI A Bwal b, FES L EFRwall 2 5 7 ReAkEL R BifE 5 -

LA T HHERARE, EREIICRE, A HETAT P RE-
PRAT ABAT DA RE SRR ESRIZHBIETE - 7 7] LUEREIMER TR E R B 5 A M ESS -

#ERVERI

- #Move_up#: ﬁﬂl:igﬁb

- #Move_downt#: [A] NE)
- #Move_left#: [MIZAEHREEN
- #Move_right#: By 25)
- #Shoot#: i

#IMEIETI -

- #Request_coop# {PARIHTEH Fx}: (IHEANEY: (A48 5 FxHIH LA EEH B
- #Keep_coop#: {RIFIME

- #Stop_coop#: ZiEWME

- #No_coop#: LHIIME

#HEE

- HPEE B ORI NIRRT, SCBEN S T RO .

- NTBHRERSE, BEFORAEN, NEMEMFERLGE B, XHESERRE T -
- PREFIR A RER H — R ER— N ERRIE .

# L —FEAHRAE:
- B %s
- BERIG: %s

PR B ROZAT & LU AR R

#EH LA

- Wk AR ORFEREAYGE BARRIRE, ATDARSIGE 2 HT B AR, BB IRIEIE R S B Ot B AR
- Wit (R4E B CRMEMSE BRI R, SIS IS SR, HRE T — P r0RiE)
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72

73
74

O 00 N N L AW N~

[ NS T NS T NG T NG T NG T NG T NG T NG T N e e T e e T e e e
0 N AN N R WD R, O VO 0NN R WD~ O

29
30
31
32

33
34
35
36
37
38
39
40
41
42
43

- PMETHR: (IRIE B CROALE - ORI EMIGE BARRIN S, REDETR], AT DURARE B —S A M ET
o Xl WATAEFAMERE R, &t E—a AW ETR

#UERRAE: Target {(MAERHRS): (EERIERS)

#IMERRIE: (BARMMETRES )

Figure 13: Prompt Template of Level 3 - Stage 6 in Chinese

<game>

HEEAEL:
%d

KHHERMERR WS, KPAE, ZEME, #n, &, X3 .
%S

KHEMMERE (WS, KPUE, ZEME)
%S

BAEMNERE (RS, KFUE, EEME)
%S

BAHREANERE (WS, KFUE, BEEME, ¥F, &, KH) .
%S

TR F—REeWEH ENER (BITRS, BUTRS)
%S

B ARG RIS
%S

EE G b NS
%S
</game>

R — AR SR BT, BT LA B A P AR A E SO AR -
TRIEEE BV TH KRBT EH, H ORI ET A K - T KEOTETERR - 8 T EMRE BiR, IR
o AUSENEADEEKEEHA -

Rl el iR

- BPRHEI R N A512x512, (0, O)FRA LM, (512, 512) KRG TA -

- BFR (x, y) BXFKPAE, yRAEENE, WEBED, HABER, [ EBshyHED, [T
- BlyHK.

- AP EHE R fwall, $HEKR/PNHA32x32, wallK/NH8xs-

- EFALAA B R A AT RS, wal LRIE S B IE 5T AR B -

- W3 E TR LR Re-512, ZAIBHTEREe-512-

- HEAAER, LN KA, SRS = A R AT A4E L Ewall -
- BRI AR, RS AT -

- HFTRT Hwalli, FFESEHRwallZ J5 A REARSL TS 3 -

- WRATBEMEAFMRE, NERETERERED -

LA T HHERHRE, EREIICRE, A HETAT P RE -
PRAT ABAT DA RE SCRIBRERIZHIETE o 7] LUERE M ER TR E R B 5 A M ESE -
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44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70

71
72

0 NN R W N~

e el e e e i e
O 00 9 N BN = OO

#ERVERIN :

- #Move_up#: T’EJJ:*gijJ

- #Move_downt#: [A] NE)
- #Move_left#: [MIAEHE
- #Move_right#: Eksgz25)
- #Shoot#: i

#IEITI -

- #Request_coop# {HTHTx}: (JHEHNEY: MRS HxBIHETAEDIEEE
- #Keep_coop#: {RIFFIME

- #Stop_coop#: ZIFWME

- #No_coop#: LFHIME

#HEE

- AP ECHNROT TR, 3L RIS R T KR -

- AT BHRERSE, BEFNRAEN, NEREMFERIGE HR, XHESERRE T -
- PREFIR A RER H — BRI R — N ERRIE .

# E—EAHRAE:
- B %s
- BERI: %s

PR E% HH ROZAT & LU AR R

#EE LA

- Wk bR ORFREAYGE BARRIRE, ATDAARSEIGE 2 HT B AR, BB IRIEIE R S B Ot B AR

- AR (IR B R EMSGE BARRALE, STBEVFIS TRl FHRE T —HHiRiE)

- BRI (RIEBCHME . B BRALE, REDMETR], ATUURE E—2 &M ERl, el &EH
—  HIMEER, A& L E—2aETRD

#UGERIE: Target (BUTHEHRTY: (BHERIERES)

#hVERRIE: (BIEMERES)

Figure 14: Prompt Template of Level 3 - Stage 7 in Chinese

<game>

L EIEE 4L

%d
HOHERMERE RS, KPNE, BEME, #H, 0L, KI)
%S
PRHREMNEEE (RS, KPUE, ZEEME, @, 08, $3)

%S

KHEMMERE (WS, KPUE, ZEME)
%S

BMAEMNERE (WS, KFUE, EENE)
%S

BAHTANERE (WS, KPS, BEME, ¥E, 08, KH) .
%S
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20
21
22
23
24
25
26
27
28
29
30
31

32
33
34
35

36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70

TR F—REeWEH ENER (BITRE, MOTRS)
%S

B ARG RIS
%S

pEE G b NS S
%S
</game>

VR —METEX SR BT, AT LA B P AR 1 4E SO AR
TRIEEEE BV TH KB EH, H R ET B A K - T KEOTHEHEERR - 0 T EMRE BiR, IR
o AUASREBARIME, drT VR SR EAMMEE KE TR -

- BERHE RN N512x512, (0, @)FoRA LA, (512, 512) FoRA A -

- R (x, y) PxXFERAKPAE, yEREEME, WABSIXE/D, MABShIER, W Byl mTI#E
— ijjyij(°

- HEFEHETE Kwall, #HIEK/NA32x32, wallK/NH8xs e

- HFRUAM E - N £ AT S, wallFIHE S PRI IH AR -

- 7 R ETLE Ne-512, AR ETEEe-512.

- HFWEANER, b R A A, SR LSS T W ET T BT Bwall -

- TR L RS, TR RIS .

- HFCHI A Bwallb, FES & EFRwall 2 5 7 ReAkEL R RS S -

- HEE T EM SRR MAT DS RIE T EE I ER

LA T HHERHRE, EREIICRE, A HETAT P RE-
PRAT ABAT DA RE SCRTBRIESRIZHBIIETE - 7 7] LUE R MR TR E R B 5 A M ESL -

#ERVERIN :

- #Move_up#: 1] FFEEh

- #Move_down#: [A] NE)
- #Move_left#: [T
- #Move_right#: Eksgz25)
- #Shoot#:

#IEITI -

- #Request_coop# {IHFLHHTx}: (HENE}: MRS HxAIET A EMEHEE
- #Keep_coop#: RIFFIME

- #Stop_coop#: ZIEWME

- #No_coop#: LFHIIME

#EE

- YHYS B OB ETIR, SRS KEOT -

- NTHHRERSE, BEFRAER, NEREMERLGE HiR, XHESERRE T -
- VREFIR eSS — N R R — DI ERRE .

# L —EAHRAE:

- BIE: %s

- BERIG: %s

PRI H ROZAF & LU AS R

#EHE LR
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71
72
73

74
75

- Wl AR ORFREAGE BARRIIRE, ARSI M B AR, BB IRIEIE R S R O B AR
- WEATRI: (RYE B R EMSGE BRI E, ST aIFIS TRl FHRE T —HaiRiE)
- BRI (RIEBCHME - B BARIAE, REDMETR], ATUURE E—S M ERl, &R

—  HIMEER, A& E—2 et ETRD
#BUHERIE: Target (MOTHETIHMT): (RERIEES]
#VERRIE: (BAEMERES)
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