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Abstract001

Large Language Models (LLMs) are becom-002
ing increasingly powerful and capable of han-003
dling complex tasks, e.g., building single004
agents and multi-agent systems. Compared to005
single agents, multi-agent systems have higher006
requirements for the collaboration capabilities007
of language models. Many benchmarks are008
proposed to evaluate cooperation and compe-009
tition abilities of LLMs. However, existing010
works have overlooked scenarios where co-011
operation and competition coexist. Addition-012
ally, real-world environments require agents to013
have precise spatial perception abilities, which014
many existing studies have overlooked. To ad-015
dress these two problems, we propose a bench-016
mark, called BattleAgentBench, which de-017
fines seven sub-stages of three varying diffi-018
culty levels and conducts a fine-grained eval-019
uation of language models in terms of single-020
agent scenario navigation capabilities, paired-021
agent task execution abilities, and multi-022
agent collaboration and competition capabili-023
ties. Experimental results indicate that API-024
based models perform excellently on sim-025
ple tasks but open-source small models strug-026
gle with simple tasks. Regarding difficult027
tasks that require collaborative and compet-028
itive abilities, although API-based models029
have demonstrated some collaborative capa-030
bilities, there is still enormous room for im-031
provement. The code for BattleAgentBench032
is available at https://anonymous.4open.033
science/r/BattleAgentBench-256D034

1 Introduction035

Large language models (LLMs) (Achiam et al.,036

2023; Team et al., 2023; GLM et al., 2024) have037

showcased remarkable capabilities in handling038

intricate tasks (Bi et al., 2023; Jumper et al.,039

2021; Singhal et al., 2023; Zhang et al., 2024a,b).040

Therefore, researchers build language model-based041

agents in various scenarios, including embodied042

robots in the physical world (Huang et al., 2023;043

Level Level 1 Level 2 Level 3

Ability/Stage 1 2 3 4 5 6 7

Rule Understanding
Spatial Perception

Competition
Static Cooperation

Dynamic Cooperation

Table 1: Evaluation abilities at each stage of each level
of the BattleAgentBench.

O’Neill et al., 2024; Hu et al., 2024d) and agents 044

in the virtual world. Virtual agents can be roughly 045

divided into intelligent assistants (Gur et al., 2023; 046

Xu et al., 2024b; Hu et al., 2024c) and game agents. 047

Game agents aim to evaluate language models’ ca- 048

pabilities in planning, decision-making, and other 049

aspects through game environments (Hu et al., 050

2024a; Xu et al., 2024a). According to the main 051

characteristics of the games, game environments 052

can be categorized into six categories, including ad- 053

venture, communication, competition, cooperation, 054

simulation, and exploration (Hu et al., 2024a). 055

To gauge cooperation and competition aptitude 056

of LLMs, various benchmarks have been intro- 057

duced. Several benchmarks center on the com- 058

petition game, such as StarCraft II (Ma et al., 059

2023; Shao et al., 2024) and PokéLLMon (Hu 060

et al., 2024b). Many studies also evaluate com- 061

petitive abilities in board and card games (Chen 062

et al., 2024b), such as Chess (Feng et al., 2024), 063

and Texas Hold’em (Huang et al., 2024; Gupta, 064

2023; Zhang et al., 2024c; Guo et al., 2023). While 065

MindAgent (Gong et al., 2023), ProAgent (Zhang 066

et al., 2023a), and S-Agents (Chen et al., 2024a) 067

focus on Overcooked (Carroll et al., 2019) and 068

Minecraft (BAAI, 2023; Feng et al., 2023) in the 069

context of agent cooperation. 070

Exploring and evaluating agent capabilities in 071

virtual games is driven by the expectation that lan- 072

guage model based agents will transition from the 073

virtual to the real world. However, existing works 074
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have overlooked scenarios where cooperation and075

competition coexist. This is common in real life,076

such as in various team sports competitions like077

football, basketball, volleyball, and so on. For078

instance, consider the case of a badminton dou-079

ble challenge, wherein cooperation is imperative080

within an internal team while competitive dynamics081

unfold between two opposing teams. Additionally,082

real-world environments require agents to have pre-083

cise spatial perception abilities, which many exist-084

ing studies have overlooked.085

In light of these challenges, this paper introduces086

BattleAgentBench, a fine-grained benchmark to087

evaluate the collaborative and competitive capa-088

bilities of LLMs in multi-agent systems. Specifi-089

cally, as shown in Table 1, the BattleAgentBench090

framework encompasses three different difficulty091

levels and seven stages. At Level 1 (the single-092

agent level), we design two simple stages to assess093

a single agent’s abilities of rule understanding and094

spatial perception. At Level 2 (the double-agent095

level), we use two stages with two agents to evalu-096

ate agents’ cooperative and competitive task execu-097

tion abilities. At Level 3 (the multi-agent level), we098

design three stages with different cooperative and099

competitive relationships between agents to assess100

agents’ static cooperation competition, dynamic101

cooperation competition, and hybrid cooperation102

competition.103

In addition, we have assessed 11 different LLMs104

using BattleAgentBench, including both four105

API-based and seven open-source models. We106

found that even in very simple stages, the perfor-107

mance of open-source small models was partic-108

ularly poor, while API-based models performed109

well. However, in difficult tasks, although API-110

based models are still better than open-source small111

models, the gap between them has narrowed, and112

API-based models still have significant room for113

improvement.114

In summary, the contributions of this work are:115

• We introduce the BattleAgentBench, a fine-116

grained multi-agent cooperation and compe-117

tition evaluation benchmark, which includes118

three levels ranging from single agent to mul-119

tiple agents.120

• In the BattleAgentBench framework, we de-121

sign seven stages from easy to difficult, ca-122

pable of comprehensively assessing the basic123

abilities of single agents, cooperative abilities,124

and competitive abilities of multi-agents.125

• We perform a thorough evaluation of 11 differ- 126

ent LLMs using the BattleAgentBench, in- 127

cluding the leading top four API-based LLMs 128

and seven open-source models. Although API- 129

based models perform well on simple stages, 130

there is still significant room for improvement 131

on complex stages. 132

2 Preliminary 133

3 The BattleAgentBench 134

To evaluate the cooperation and competition ca- 135

pabilities of large language models in a fine- 136

grained manner, we design a new benchmark: 137

BattleAgentBench. As shown in Figure 1, the 138

BattleAgentBench consists of two main parts: 139

stage design and agent interaction. In stage design, 140

we design seven stages of three different diffi- 141

culty levels. In agent interaction, we implement 142

interactions between agents and servers to support 143

evaluation in the above stages. Next, we introduce 144

the overall evaluation framework and describe each 145

stage in detail. 146

3.1 Composition of BattleAgentBench 147

We evaluate LLMs as agents in a turn-based in- 148

teractive game, Battle City, where the agent takes 149

corresponding actions based on the game state at 150

each turn. 151

1. Stage Design. We design three different 152

difficulty levels: Foundational Agent Capabilities 153

(Level 1), Paired Agent Interaction (Level 2), and 154

Multi-Agent Dynamics (Level 3), for a fine-grained 155

evaluation of the agents’ collaborative and compet- 156

itive abilities. At Level 1 (the single-agent level), 157

we mainly evaluate a single agent’s basic abilities, 158

for example, whether can understand the game’s 159

basic rules. Regarding Level 2 (the double-agent 160

level), we assess two agents’ collaboration capa- 161

bilities and competitive abilities in two stages. At 162

Level 3 (the multi-agent level), we evaluate both 163

the collaboration and competitive abilities of multi- 164

ple agents in more complex scenarios. Each stage 165

corresponds to a specific stage setting, defining the 166

unique game environment for that stage, such as 167

the number of players, the number of bases, the 168

win/lose logic of the game, etc. 169

2. Agent Interaction. 170

Game Server. At the start of the game, the game 171

server loads the specific environment according to 172

the stage setting to be evaluated. During the game, 173
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Figure 1: Overall evaluation framework of the BattleAgentBench.
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(a) Level 1 - Stage 1
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(b) Level 1 - Stage 2

Figure 2: Level 1: Stage 1 and Stage 2. The agent’s
goal in both stages is to reach the base location.

the game server is responsible for sending observa-174

tion information to agents, receiving actions from175

agents, updating the status of agents and environ-176

ment, calculating agents’ rewards, and determining177

whether the game has ended.178

LLMs as Game Agents. Each agent represents a179

player, and its core function is the decision-making180

function, which determines the next action based181

on the received observation data. We use LLMs to182

implement each action function. The game obser-183

vation data is converted into text format based on184

predefined templates. Then, we prompt observation185

text to LLMs to obtain the output action.186

Cooperation between LLM Agents. In addition187

to the interaction between agents and the server, we188

have also implemented a message communication189

interface between agents to support the evaluation190

of agents’ static cooperation ability and dynamic191

cooperation ability.192

3.2 Level 1: Foundational Agent Capabilities193

Compared to directly evaluating the collaboration194

abilities of multiple agents in complex collabora-195

tive and competitive scenarios, we believe that it is 196

necessary to first assess the task completion capa- 197

bilities of individual agents within the environment. 198

This approach allows us to decouple the assess- 199

ment of the agents’ basic capabilities from their 200

collaborative abilities to some extent. In complex 201

environments, if an agent performs poorly, it be- 202

comes difficult to differentiate whether the subpar 203

performance is due to the agent’s basic capabilities 204

or its collaborative abilities. Thus, we designed 205

Level 1 (the single-agent level) as shown in Fig- 206

ure 2 to test basic capabilities . 207

Stage 1: Simple Scenario Navigation. In this 208

stage, we test the agent’s understanding of the 209

game rules and the spatial perception ability regard- 210

ing simple scenario navigation. a) Agent Setting: 211

There is only one agent and one base. b) Agent 212

Goal: We start with a simple goal, which is to 213

reach the base location as quickly as possible. To 214

achieve the goal, the agent first needs to understand 215

the rules of the game with regard to these four el- 216

ements. In addition to understanding these rules, 217

the agent must also have good two-dimensional 218

spatial perception skills to move correctly toward 219

the target. 220

Stage 2: Complex Scenario Navigation. We 221

assess the ability to handle dynamic obstacles. a) 222

Agent Setting and b) Agent Goal are consistent 223

with Stage 1. The agent needs to eliminate the 224

tanks that pose a threat to itself while approaching 225

the base. c) Change: Compared to Stage 1, this 226

stage introduces interfering Non-Player Character 227

(NPC) tanks. These NPC tanks will move and 228

shoot randomly. This requires the agent to have the 229

ability to handle dynamic obstacles. 230

In the next five stages, we also keep the basic game 231
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(a) Level 2 - Stage 3
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Figure 3: Stages of Level 2 (double-agent level). In
Stage 3 and Stage 4, the two agents have a coopera-
tive relationship and a competitive relationship respec-
tively.

environment unchanged, primarily increasing the232

number of agents from different factions and set-233

ting more complex objectives.234

3.3 Level 2: Paired Agent Interaction235

Compared to Level 1 (single-agent level), Level 2236

(double-agent level) introduces another agent, al-237

lowing for further evaluation of the agent’s coopera-238

tion and competition abilities. Moreover, compared239

to a multi-agent level, the two-agent environment240

can assess the agent’s cooperation and competition241

abilities with the minimum number of agents, min-242

imizing the influence of the number of agents on243

the results. The collaborative relationships among244

multiple agents are more complex, so we designed245

this level to gradually increase the difficulty of as-246

sessing collaborative and competitive capabilities,247

as shown in Figure 3.248

Stage 3: Cooperative Task Execution. In this249

stage, we evaluate the cooperative task execution250

ability of agents. a) Agent Setting: two agents251

belong to the same faction. There are two bases:252

one is the own base, and the other is the enemy253

base. b) Agent Goal: The goal of the two agents254

is to eliminate the enemy base while protecting255

their own base from being attacked. c) Change:256

The two agents have a cooperative relationship and257

need to work together to accomplish this objective.258

To facilitate cooperation between the agents, we259

have introduced a communication interface in the260

game that allows the two agents to send collabora-261

tion messages to each other in natural language. In262

each action step, an agent can autonomously decide263

whether to send a collaboration message and pro-264

pose a specific cooperation plan. The other agent265

can then reply to the collaboration message, indi-266

cating whether it accepts or rejects the proposed 267

cooperation plan. 268

Stage 4: Competitive Task Execution. In this 269

stage, we assess the competitive task execution abil- 270

ities of agents. a) Agent Setting: There are two 271

agents and two bases. The two agents belong to 272

different factions. b) Agent Goal: their objective 273

is to destroy the opposing faction’s base while pro- 274

tecting their own base from being destroyed. c) 275

Change: The two agents have a competitive rela- 276

tionship and need to defeat their opponents. 277

3.4 Level 3: Multi-Agent Dynamics 278

Compared to Level 2 (double-agent level), we fur- 279

ther increase the number of agents and consider 280

more complex cooperative and competition scenar- 281

ios in Figure 4, such as managing dynamic cooper- 282

ative relationships and facing multiple competition 283

factions. 284

Stage 5: Static Cooperation Competition. a) 285

Agent Setting: There are four agents and two 286

bases. Four agents are divided into two teams: the 287

Red Team and the Blue Team, with two agents on 288

each team. b) Agent Goal: The goal is to destroy 289

the opposing faction’s base while protecting their 290

own base from being destroyed. c) Change: In 291

this stage, the agents have both cooperative and 292

competitive relationships. 293

We restrict cooperation to only teammates within 294

the same team, meaning that the agents of the Red 295

Team can cooperate with each other, and the agents 296

of the Blue Team can cooperate with each other. 297

Since the cooperation partners for each agent are 298

fixed and unchanging, we refer to this as static 299

cooperative competition. 300

Stage 6: Dynamic Cooperation Competition. 301

a) Agent Setting: There are four agents and four 302

bases. Four agents belong to different teams: the 303

Red Team, Blue Team, Green Team, and Yellow 304

Team. b) Agent Goal: Each team can only win by 305

defeating the other three teams. c) Change: This 306

stage introduces a dynamic cooperative relation- 307

ship. 308

During the confrontation, in pursuit of ultimate 309

victory, each agent can freely engage in temporary 310

cooperation with one of the other three teams. For 311

example, two teams may choose to collaborate to 312

eliminate a common enemy before turning against 313

each other. Since the cooperation relationships 314

between agents are dynamically changing, we refer 315

to this as dynamic cooperative competition. 316
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(a) Level 3 - Stage 5 (b) Level 3 - Stage 6 (c) Level 3 - Stage 7
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NPC Tank
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Figure 4: Stages of Level 3 (multi-agent level). In Stage 5, the agents within the team have a cooperative relation-
ship, while the agents between teams have a competitive relationship. In Stage 6, the agents between teams have a
competitive relationship, while allowing for cooperative relationships between teams. In Stage 7, the relationship
within the team is cooperative, the relationship between teams is competitive, and cooperation between teams is
also allowed.

Stage 7: Hybrid Cooperation Competition.317

This stage includes dynamic and static. a) Agent318

Setting: There are eight agents and four bases. We319

divide eight agents into four teams, the Red Team,320

Blue Team, Green Team, and Yellow Team, each321

team consisting of two agents. b) Agent Goal:322

Each team can only win by defeating the other323

three teams. c) Change: This level has both static324

cooperative relationships and dynamic cooperative325

relationships.326

During the confrontation, the cooperation among327

teammates remains constant, and the ultimate goal328

is also aligned: to eliminate the other teams. At the329

same time, agents can temporarily collaborate with330

an agent from another team. Because the ultimate331

goals of the other teams differ, this cooperation332

relationship is temporary. Therefore, we refer to333

this scenario as mixed cooperative competition.334

4 Evaluation of BattleAgentBench335

4.1 Evaluation Setup336

Metrics. In Stage 1 and Stage 2, we primarily337

use the Forward Distance (F Dis) as the evalua-338

tion metric, since the goal of these two stages is to339

reach the target base. The distance the agent moves340

toward the base is a suitable metric. Specifically,341

given the tank’s initial position ps, the base’s po-342

sition ptarget, and the tank’s position at the end of343

the game pe, we can calculate the tank’s forward344

distance as follows.345

F Dis = L1(ps−ptarget)−L1(pe−ptarget), (1)346

where L1 denotes L1 distance. We also introduced347

two auxiliary metrics: Format Accuracy (F Acc)348

and Movement Accuracy (M Acc). We prede- 349

fined the output format for instructions and used 350

regular expressions to match LLM’s output. The 351

format accuracy measures the LLM’s ability to out- 352

put in the specified format. 353

F Acc = Nformat/Ntotal, (2) 354

where Nformat represents the number of turns 355

where the model output is correctly formatted, 356

while Ntotal represents the total number of turns. 357

Since the target position is known, we can deter- 358

mine whether the agent’s movement direction is 359

correct at each step, so the movement accuracy is 360

calculated as follows: 361

M Acc = Ncorrect/Nformat, (3) 362

where Ncorrect denotes the number of turns with 363

correct movement direction. 364

In the subsequent five stages, we use Score as 365

the evaluation metric. The agents will earn a certain 366

score for successfully attacking bases, other agents, 367

and NPC tanks. The sum of the three types of 368

scores will serve as the final score. Specifically, the 369

agent’s health is 5, and the NPC tank’s health is 1. 370

Each attack on the agent and tank obtains 1 score, 371

while each attack on the base obtains 5 scores. 372

It should be noted that these 5 stages have mul- 373

tiple agents. Each agent needs to connect to a 374

language model. To facilitate the evaluation of 375

different language models, we have adopted the 376

concept of primary and secondary agents. The pri- 377

mary agent is the first agent or the first team of 378

agents, while the remaining agents are secondary 379

agents. Each stage can connect up to two types of 380
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Models
Stage 1 Stage 2

Avg. Dis
F Dis F Acc M Acc F Dis F Acc M Acc

API-based models

claude3.5-sonnet-0620 13.7 1.00 0.97 12.0 1.00 0.90 12.8
gpt-4o-mini 12.3 1.00 0.98 10.7 1.00 0.86 11.5

gpt-3.5-turbo-0125 10.7 1.00 0.83 5.7 1.00 0.65 8.2
glm-4-flash 4.3 1.00 0.60 5.0 0.92 0.68 4.7

open-source models

internlm2.5-7b-chat 6.7 0.99 0.63 4.7 0.99 0.63 5.7
mistral-7b-instruct 3.3 0.98 0.58 5.8 0.98 0.65 4.6

glm-4-9b-chat 3.8 1.00 0.61 4.2 1.00 0.63 4.0
qwen2-7b-Instruct 3.7 0.98 0.60 2.1 0.99 0.56 2.9
yi-1.5-9b-chat-16k 1.9 1.00 0.54 1.9 1.00 0.55 1.9

gemma2-9b-it 2.8 0.98 0.60 0.7 0.99 0.55 1.8
llama3-8b-instruct -1.4 0.99 0.41 -1.1 0.99 0.45 -1.3

random 1.0 - 0.49 1.4 - 0.52 1.2

Table 2: Evaluation results of Level 1. Bold denotes
the best result on API-based models and open-source
models.

language models, with the primary agent connect-381

ing to the language model being evaluated, and the382

secondary agents connecting to another reference383

language model. Here, we have used yi-1.5-9b384

as the reference language model. By keeping the385

secondary agents connected to the reference lan-386

guage model unchanged, we can fairly connect and387

evaluate different language models in the primary388

agent. For example, in Level 2, there is only one389

team of 2 agents, so both agents are primary agents,390

connecting to the language model being evaluated,391

and their scores are summed for the final score.392

Baselines. We evaluate two types of models:393

API-based models and open-source models. The394

API-based models include Claude3.51, GPT-4o-395

mini (Achiam et al., 2023), GPT-3.5 (Achiam396

et al., 2023), and GLM-4 (GLM et al., 2024). The397

open-source models include Llama3-8b, Mistral-398

7b (Jiang et al., 2023), Gemma2-9b (Team et al.,399

2024), GLM-4-9b (GLM et al., 2024), Yi-1.5-400

9b (Young et al., 2024), Internlm2.5-7b (Team,401

2023), and Qwen2-7b (Yang et al., 2024).402

4.2 Overall Experimental Results403

Evaluation on Level 1. API-based models have404

stronger spatial perception capabilities than405

open-source small models, they can effectively406

move towards the target to complete navigation407

tasks. As shown in Table 2, API-based mod-408

els have a significant advantage over open-source409

small models in terms of forward distance, espe-410

cially claude3.5-sonnet and gpt-4o-mini, which can411

approach the base well. In contrast, open-source412

models make less progress. Based on the forward413

distance and total distance to the target, we can414

1https://www.anthropic.com/news/claude-3-5-sonnet
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Figure 5: Goal completion rate of different models.

calculate the goal completion rate. The results are 415

shown in Figure 5. The results show that claude3.5- 416

sonnet and gpt-4o-mini can effectively complete 417

navigation tasks. The goal completion rates of 418

open-source models are all below 50%. In addition, 419

open-source small models have lower movement ac- 420

curacy while API-based models have higher move- 421

ment accuracy. This indicates that open-source 422

small models have poor two-dimensional spatial 423

perception, with many movements being incorrect. 424

This explains why these models make less progress. 425

Both types of models have high format accuracy, 426

indicating that they can both follow the given ac- 427

tion format well. The evaluation results of these 428

two stages indicate that API-based models can un- 429

derstand the game environment and have a good 430

spatial perception, thus effectively completing ob- 431

jectives. In contrast, open-source models are gener- 432

ally unable to effectively accomplish the goals. 433

Evaluation on Level 2. claude3.5-sonnet and 434

gpt-4o-mini have better collaborative capabili- 435

ties and adversarial capabilities. From Table 3, 436

it can be seen that in collaborative and adversarial 437

environments, among all models, only claude3.5- 438

sonnet and gpt-4o-mini achieved relatively high 439

scores, while other models scored comparatively 440

lower. As the difficulty increases, only claude3.5- 441

sonnet maintained a consistent movement accuracy, 442

while the movement accuracy of gpt-4o-mini, gpt- 443

3.5, and glm-4-flash all showed a decline. The 444

movement accuracy of open-source models re- 445

mains as poor as in Level 1. Due to the increased 446

complexity of instruction formats, all models expe- 447

rienced some decline in format accuracy. However, 448

API-based models showed a smaller decrease in 449

format accuracy. These results demonstrate that 450

claude3.5-sonnet has strong environmental under- 451

standing, collaboration, and adversarial capabili- 452

ties, while gpt-4o-mini achieve the second-best per- 453

formance in these aspects. Other models are unable 454
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Models
Stage 4 Stage 5

Avg. Score
Score F Acc M Acc Score F Acc M Acc

API-based models

claude3.5-sonnet-0620 5.3 1.00 0.96 4.3 1.00 0.90 4.8
gpt-4o-mini 3.3 0.96 0.69 1.3 0.90 0.65 2.3

gpt-3.5-turbo-0125 0.3 0.97 0.63 0.3 0.88 0.63 0.3
glm-4-flash 0.3 0.92 0.63 0.7 0.98 0.55 0.5

open-source models

internlm2.5-7b-chat 1.8 0.73 0.54 0.2 0.84 0.57 1.0
yi-1.5-9b-chat-16k 1.4 0.72 0.54 0.4 0.96 0.46 0.9
llama3-8b-instruct 0.4 0.81 0.34 0.4 0.63 0.57 0.4

glm-4-9b-chat 0.4 0.76 0.44 0.4 0.80 0.64 0.4
qwen2-7b-Instruct 0.4 0.65 0.58 0.2 0.88 0.56 0.3

gemma2-9b-it 0.4 0.82 0.53 0.0 0.10 0.42 0.2
mistral-7b-instruct 0.3 0.55 0.56 0.0 0.15 0.61 0.1

random 0.2 - 0.48 0.0 - 0.49 0.1

Table 3: Evaluation results of Level 2 of the BattleAgentBench. Bold denotes the best result on API-based
models and open-source models.

Models
Stage 5 Stage 6 Stage 7

Avg. Score
Score F Acc M Acc Score F Acc M Acc Score F Acc M Acc

API-based models

claude3.5-sonnet-0620 6.3 1.00 0.91 7.0 1.00 0.98 8.3 1.00 0.92 7.2
gpt-4o-mini 5.7 0.95 0.71 4.7 0.96 0.77 2.0 0.89 0.64 4.1

gpt-3.5-turbo-0125 1.0 0.97 0.72 1.3 0.88 0.70 2.3 0.98 0.63 1.6
glm-4-flash 0.7 0.95 0.54 2.0 0.95 0.64 0.3 0.98 0.91 1.0

open-source models

internlm2.5-7b-chat 0.6 0.76 0.48 2.2 0.67 0.42 3.2 0.66 0.55 2.0
yi-1.5-9b-chat-16k 1.0 0.89 0.56 1.8 0.80 0.49 2.2 0.77 0.52 1.7

gemma2-9b-it 1.8 0.83 0.39 0.6 0.87 0.47 1.8 0.86 0.57 1.4
llama3-8b-instruct 1.0 0.85 0.47 0.8 0.85 0.55 1.2 0.83 0.73 1.0

glm-4-9b-chat 1.0 0.82 0.48 0.6 0.80 0.63 1.0 0.83 0.72 0.9
qwen2-7b-Instruct 0.0 0.69 0.52 1.4 0.63 0.47 1.2 0.65 0.64 0.9
mistral-7b-instruct 0.2 0.49 0.38 0.0 0.54 0.43 0.2 0.47 0.49 0.1

random 0.2 - 0.50 0.4 - 0.49 0.6 - 0.52 0.4

Table 4: Evaluation results of Level 3 of the BattleAgentBench. Bold denotes the best result on API-based
models and open-source models.

to cope with complex environments effectively.455

Evaluation on Level 3. Only claude3.5-sonnet456

and gpt-4o-mini achieve effective collaboration457

in adversarial environments, while collabora-458

tion between other models is ineffective or even459

harmful. As shown in Table 4, we can see that460

in more complex environments, claude3.5-sonnet461

and gpt-4o-mini still obtain relatively high scores.462

Other models scored comparatively lower. Notably,463

only claude3.5-sonnet maintains a high movement464

accuracy. gpt-4o-mini achieved performance sec-465

ond only to claude3.5-sonnet across all metrics.466

Compared to these two models, other models have467

lower scores, movement accuracy, and format ac-468

curacy. This indicates that these two models have469

stronger capabilities in dealing with complex en- 470

vironments. The other models perform poorly in 471

lower-level tasks and continue to underperform in 472

higher-level tasks. 473

Evaluation results of Level 3 reveal the differ- 474

ences in the comprehensive capabilities of different 475

models in complex environments, including envi- 476

ronmental understanding, cooperation, competition 477

abilities, etc. To assess the effectiveness of models’ 478

collaborative abilities, we conduct further ablation 479

experiments that remove the cooperation interface 480

between agents in the Level 3 evaluation. This 481

means that while the team relationships between 482

agents remained unchanged, no agent could coop- 483

erate with any other. The ablation results are shown 484

in Table 5. 485
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Models
Stage 5 Stage 6 Stage 7

Avg. Score ∆ Score
Score F Acc M Acc Score F Acc M Acc Score F Acc M Acc

API-based models

claude3.5-sonnet-0620 4.3 1.00 0.87 3.3 1.00 0.87 7.0 1.00 0.89 4.9 -2.3
gpt-4o-mini 4.3 0.92 0.74 3.0 0.90 0.73 4.0 0.90 0.76 3.8 -0.3

gpt-3.5-turbo-0125 1.3 0.96 0.63 2.3 0.93 0.59 2.7 0.96 0.56 2.1 0.6
glm-4-flash 1.0 1.00 0.48 2.0 1.00 0.55 6.0 1.00 0.61 3.0 2.0

open-source models

yi-1.5-9b-chat-16k 1.8 0.94 0.56 1.6 0.94 0.51 5.6 0.89 0.50 3.0 1.3
gemma2-9b-it 2.0 0.94 0.60 2.0 0.93 0.55 4.0 0.92 0.62 2.7 1.3
glm-4-9b-chat 0.6 0.79 0.45 1.0 0.79 0.58 6.0 0.82 0.57 2.5 1.7

internlm2.5-7b-chat 0.6 0.78 0.45 3.0 0.75 0.46 3.8 0.77 0.49 2.5 0.5
qwen2-7b-instruct 0.0 0.81 0.50 1.0 0.85 0.57 3.6 0.80 0.55 1.5 0.7
mistral-7b-instruct 0.0 0.26 0.46 0.2 0.17 0.35 2.3 0.23 0.24 0.8 0.7
llama3-8b-instruct 0.0 0.64 0.53 1.2 0.62 0.69 0.8 0.55 0.55 0.7 -0.3

Table 5: Ablation Evaluation results of Level 3 of BattleAgentBench. Bold denotes the best result on API-based
models and open-source models. ∆ Score represents Avg. Score in Table 5 subtracts Avg. Score in Table 4.

#Thought process:

Attack target: Continue attacking tank 5. Although the previous 
round's attack didn't cause damage, this might be because we're not 
close enough yet. Tank 5 is located at (384, 0), the closest enemy 
advanced tank to our base, posing a serious threat.

Attack plan: I'm currently at (64, 32), facing right. To approach tank 5, 
I need to continue moving right. After moving, if within range, I'll 
shoot immediately.

Cooperation plan: Since both my teammate 0 and I are advanced 
tanks, we can continue to cooperate. Although our previous 
cooperation was aimed at tank 1, considering tank 5's greater threat, 
we should adjust our cooperation target.

#Attack operation: 
Target 5: #Move_right#

#Cooperation operation: 
#Request_coop# 0: Please adjust cooperation target, assist in attacking 
enemy tank 5 located at (384, 0), it poses the greatest threat to our base.

#Game State Data: 
Own id: 3.
...
#Task Description: 
...
#Game Instructions:
 ...
#Operation Options: 
...
#Cooperation Options: 
...
#Last Round Operation: 
...

Output

Input

Figure 6: Cooperation example of claude3.5-sonnet to
finish decision-making process in Stage 7.

Comparing Tables 4 and Table 5, we observe486

that after removing the collaboration interface, only487

the scores of claude3.5-sonnet and gpt-4o-mini de-488

crease, while the scores of other models increase.489

This indicates that only claude3.5-sonnet and gpt-490

4o-mini’s cooperation is effective, allowing them491

to achieve higher scores through cooperation. Con-492

versely, collaboration among other models low-493

ers their scores, indicating that cooperation be-494

tween these models is ineffective or even harmful. 495

Although claude3.5-sonnet and gpt-4o-mini im- 496

prove their scores through cooperation, we also 497

notice that the improvement from cooperation 498

is relatively small. Through analysis of the mod- 499

els’ battle records, we observe that the models cur- 500

rently exhibit some basic cooperative strategies. 501

We will illustrate this finding through a case study. 502

Case Study of Cooperation between Agents. 503

Let’s illustrate this with an example in Fig- 504

ure 6. This example is claude3.5-sonnet’s decision- 505

making process in a certain round of Stage 7. In 506

terms of attack operations, claude3.5-sonnet first 507

analyzed the current game situation to identify the 508

biggest threat and moved towards it to prepare for 509

subsequent attacks. In terms of collaborative op- 510

erations, given the enormous threat posed by this 511

attack target, claude3.5-sonnet timely initiated a 512

collaboration request to teammates to prioritize 513

eliminating this enemy, indicating collaborative 514

abilities of claude3.5-sonnet. 515

5 Conclusion 516

This work introduces the BattleAgentBench, a 517

benchmark for LLM-based multi-agent collabo- 518

ration and competition evaluation, which defines 519

seven sub-stages of three varying difficulty levels 520

and conducts a fine-grained evaluation of language 521

models in terms of single-agent scenario navigation 522

capabilities, paired-agent task execution abilities, 523

and multi-agent collaboration and competition ca- 524

pabilities. We perform a thorough evaluation of 11 525

LLMs. Although API-based models have demon- 526

strated some collaborative capabilities, there is still 527

enormous room for improvement. 528
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6 Limitations529

Currently, the game design mechanisms are rela-530

tively simple. In the future, we will increase the531

game difficulty by adding impenetrable walls and532

partial observation information to further evaluate533

the cooperation and competition abilities of lan-534

guage models. The current evaluation uses the535

standard COT prompts. In the future, we will try536

better prompting strategies and also consider opti-537

mizing cooperation mechanisms to improve agent538

performance in cooperative and competitive envi-539

ronments.540
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7 Preliminary838

We evaluate LLMs as agents in a turn-based interactive game, Battle City, where the agent takes corre-839

sponding actions based on the game state at each turn. Thus, the entire interaction process between the840

agent and the game can be viewed as a Markov Decision Process (S,A, T ,R, I,O), which contains state841

space S , action space A, transition function T : S ×A → S , reward functionR, game instruction I , and842

observation space O. The game server is responsible for state transitions and providing rewards. The843

agent needs to make an action a based on instruction i, observation o, and state s. We apply LLMs to844

implement the agent’s decision-making function:845

P (at|i, ot, st) = LLM(i, ot, st) (4)846

8 Basic Rules of BattleAgent847

Specifically, the game contains four elements: the map, walls, bases, and tank as shown in Figure 2.848

Details and rules of this game are as follows:849

• The game map size is 512x512, with (0, 0) representing the top-left corner and (512, 512) representing850

the bottom-right corner.851

• The map contains tanks, bases, and walls; the tank size and the base size are 32x32, and the wall size852

is 8x8.853

• Tanks can move in four directions: up, down, left, and right. Walls and other tanks can obstruct the854

movement of the tank.855

• The vertical movement range of the tank is from 0 to 512, and the horizontal movement range is856

0∼512.857

• Tanks have four orientations: up, down, left, and right, and shooting can destroy the tank or wall in858

front of them in the current direction.859

• When the tank’s front faces the map boundary, it cannot continue to move forward.860

• If there is a wall in front of the tank, it needs to shoot to eliminate the wall before it can continue to861

move forward.862

9 Related Works863

LLM-based Multi-Agents. Large Language Models (LLMs) are becoming increasingly powerful and864

capable of handling complex tasks. Hence, LLM-based multi-agent systems have rapidly developed and865

achieved considerable progress in complex problem-solving and world simulation (Wu et al., 2023; Guo866

et al., 2024). The primary advantage of employing Large Language Model Multi-Agent (LLM-MA)867

systems for problem-solving is to leverage the diverse and specialized expertise of individual agents. By868

working together, these agents can tackle intricate challenges across various domains, such as software869

development (Qian and Cong, 2023; Hong et al., 2023) and embodied AI (Mandi et al., 2024; Zhang870

et al., 2023b). In these systems, these agents typically collaborate to accomplish shared goals. Unlike871

problem-solving systems, world simulation systems aim to reflecting the complexity and variety of872

real-world interactions and they usually involve diverse methods of agent communication. Research on873

world simulation is rapidly developing in many fields, such as social sciences (Park et al., 2023; Kaiya874

et al., 2023; Gao et al., 2023), gaming (Xu et al., 2023; Light et al., 2023), psychology (Aher et al., 2023;875

Zhang et al., 2023c), and economics (Li et al., 2023; Weiss et al., 2023). Although the communication876

patterns between agents are typically cooperative or competitive, the knowledge and capabilities required877

for agents to achieve effective cooperation or competition vary significantly across different fields. In this878

paper, we mainly focus on multi-agent cooperation and competition in games.879
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According to the main characteristics of the games, game environments can be categorized into six cat- 880

egories, including adventure, communication, competition, cooperation, simulation, and exploration (Hu 881

et al., 2024a). We focus on games related to competition and cooperation. 882

Competition Games. In competitive games, players need to compete with each other to achieve 883

ultimate victory. StarCraft II (Vinyals et al., 2017) and Pokémon Battles are two typical battle games. 884

CoS (Ma et al., 2023) and SwarmBrain (Shao et al., 2024) evaluate LLMs in the strategy game StarCraft 885

II (Vinyals et al., 2017) while PokéLLMon (Hu et al., 2024b) evaluate LLMs in Pokémon. The games we 886

use also belong to tactical battle games. However, we have significant differences from these two games. 887

In these two games, although each team has multiple units, in reality, each team is controlled by only one 888

agent, which is equivalent to a 1v1 setup, and therefore, there is no collaboration between agents in these 889

games. In our game, there can be multiple teams, and each unit of each team is controlled by an agent, 890

which is equivalent to an NvN setup. There are permanent cooperative relationships between agents of the 891

same team. Therefore, we can simultaneously evaluate cooperative and competitive abilities of LLMs. 892

In addition, many studies also evaluate competitive abilities in board and card games (Chen et al., 893

2024b), such as Chess (Feng et al., 2024), Texas Hold’em (Huang et al., 2024; Gupta, 2023), and Leduc 894

Hold’em (Zhang et al., 2024c; Guo et al., 2023). In these games, players often have only a competitive 895

relationship. Because the victory in these games typically belongs to only one player. Even in some 896

team-based card games, players within the same team cannot have explicit communication. 897

Cooperation Games. In cooperative games, players need to work together to finish common goals. 898

Overcooked (Carroll et al., 2019) is commonly used by many works, such as MindAgent (Gong et al., 899

2023), ProAgent (Zhang et al., 2023a), and LLM-Co (Agashe et al., 2023). Additionally, some works set 900

cooperative objectives in the exploration game Minecraft to evaluate the cooperative capabilities of LLMs, 901

such as S-Agents (Chen et al., 2024a) and HAC (Zhao et al., 2024). However, these works often only 902

involve collaboration without including competition. 903

Communication Games. Communication games involve multiple players taking turns to engage in 904

various interactions such as communication, negotiation, and even deception. Avalone and Werewolf 905

are commonly used. Specifically, AvaloneBench (Light et al., 2023), CodeAct (Shi et al., 2023), and 906

Recon (Wang et al., 2023) evaluate on Avalone while Xu et al. (2023), Xu et al. (2024c), and Thinker (Wu 907

et al., 2024) evaluate on Werewolf. In addition, Welfare diplomacy (Mukobi et al., 2023), WarAgent (Hua 908

et al., 2023), and CosmoAgent (Jin et al., 2024) evaluate on diplomacy-like games. The core mechanism 909

of these games is communication through dialogue between agents, focusing on evaluating large models’ 910

mastery of various dialogue strategies, such as deception strategies and negotiation strategies. Compared 911

to these works, the game we use is more oriented towards tactical battle games, where communication 912

between agents is primarily used to convey cooperative information. Additionally, our games place more 913

emphasis on precise spatial perception capabilities. 914

10 Evaluation Details 915

Stage Turns Agents Teams NPC Goal

1 60 1 1 0 Navigation
2 60 1 1 10 Navigation
3 80 2 1 10 Cooperative Task
4 80 2 2 10 Competitive Task
5 80 4 2 10 Static Cooperation Competition
6 80 4 4 10 Dynamic Cooperation Competition
7 80 6 3 10 Hybrid Cooperation Competition

Table 6: Stage Settings
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10.1 Evaluation Setup916

We design 7 stages from easy to difficult for BattleAgentBench. Table 6 shows the detailed settings917

for each stage. The setting of the number of turns takes into account the cost factor of calling LLM.918

Increasing the number of turns may improve the scores of all models. However, the cost of calling the919

API will also increase accordingly. Therefore, we have set a relatively reasonable turn number for the920

unified evaluation of all models.921

When evaluating each stage, we run multiple times and calculate the average score of the model to922

assess each model more accurately. For each run, we generate a random map by randomly sampling the923

agent’s position within a small range. Specifically, for API-based models, we run each stage 3 times; for924

open-source models, we run each stage 5 times.925

10.2 Prompt Template926

We use predefined prompt templates to convert game observation data into text prompts, in order to927

facilitate calling LLM to provide decision results. Figures 1-7 are the prompt templates for each stage.928

Figure 8-14 shows the Chinese versions of the templates for each stage. Each template consists of 5 parts:929

game state data, goals, game instructions, operation options, and output format. The main difference is930

that the goals vary for different stages.931
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Figure 1: Prompt Template of Level 1 - Stage 1

1 <game>

2 Current round number:

3 %d

4
5 Our tank position information (ID, horizontal position, vertical position, direction, health):

6 %s

7
8 Base position information (ID, horizontal position, vertical position):

9 %s

10
11 Map information in front of the tank:

12 %s

13
14 Previous round operation information:

15 %s

16 </game>

17
18 You are an assistant for a tank battle game, helping users control tanks to achieve victory.

19 Your ultimate goal is to reach the base on the map in the shortest time possible.

20
21 #Game instructions:

22 - The game map size is 512x512, (0,0) represents the top-left corner, (512,512) represents the

bottom-right corner.↪→

23 - In coordinates (x,y), x represents the horizontal position, y represents the vertical position.

Moving left decreases x, moving right increases x, moving up decreases y, moving down increases

y.

↪→

↪→

24 - The map contains tanks and walls. Tanks are 32x32 in size, walls are 8x8.

25 - Tanks can move in four directions: up, down, left, and right. Walls and tanks will block tank

movement.↪→

26 - The vertical movement range for tanks is 0-512, the horizontal movement range is 0-512.

27 - Tanks have 4 directions: up, down, left, and right. Shooting can destroy tanks or walls in front

of the current direction.↪→

28 - When a tank faces the map boundary, it cannot move forward.

29 - When there's a wall in front of a tank, it needs to shoot to remove the wall before moving

forward.↪→

30
31 The current game state is given above. Please provide the next action for the tank based on the

game state.↪→

32 You can execute the following defined operations to control the tank.

33
34 #Operation options:

35 - #Move_up#: Move upward

36 - #Move_down#: Move downward

37 - #Move_left#: Move left

38 - #Move_right#: Move right

39 - #Shoot#: Shoot

40
41 #Note

42 - You can only output one control operation each time.

43
932
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44 Your output should follow this format:

45 #Thought process:

46 - Movement plan: {Based on your position, base position, formulate a movement and shooting plan,

and decide the next operation}↪→

47 #Operation: {Specific operation command}

933

Figure 2: Prompt Template of Level 1 - Stage 2

1 <game>

2 Current round number:

3 %d

4
5 Our tank position information (ID, horizontal position, vertical position, direction, health):

6 %s

7
8 Base position information (ID, horizontal position, vertical position):

9 %s

10
11 Enemy tank position information (ID, horizontal position, vertical position, direction, health):

12 %s

13
14 Map information in front of the tank:

15 %s

16
17 Previous round operation information:

18 %s

19 </game>

20
21 You are an assistant for a tank battle game, helping users control tanks to achieve victory.

22 Your ultimate goal is to reach the base on the map in the shortest time possible. During movement,

you can eliminate enemy tanks that threaten your safety.↪→

23
24 #Game instructions:

25 - The game map size is 512x512, (0,0) represents the top-left corner, (512,512) represents the

bottom-right corner.↪→

26 - In coordinates (x,y), x represents the horizontal position, y represents the vertical position.

Moving left decreases x, moving right increases x, moving up decreases y, moving down increases

y.

↪→

↪→

27 - The map contains tanks and walls. Tanks are 32x32 in size, walls are 8x8.

28 - Tanks can move in four directions: up, down, left, and right. Walls and tanks will block tank

movement.↪→

29 - The vertical movement range for tanks is 0-512, the horizontal movement range is 0-512.

30 - Tanks have 4 directions: up, down, left, and right. Shooting can destroy tanks or walls in front

of the current direction.↪→

31 - When a tank faces the map boundary, it cannot move forward.

32 - When there's a wall in front of a tank, it needs to shoot to remove the wall before moving

forward.↪→

33
34 The current game state is given above. Please provide the next action for the tank based on the

game state.↪→

35 You can execute the following defined operations to control the tank.

36
934
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37 #Operation options:

38 - #Move_up#: Move upward

39 - #Move_down#: Move downward

40 - #Move_left#: Move left

41 - #Move_right#: Move right

42 - #Shoot#: Shoot

43
44 #Note

45 - You can only output one control operation each time.

46
47 Your output should follow this format:

48 #Thought process:

49 - Movement plan: {Based on your position, base position, and enemy tank positions, formulate a

movement and shooting plan, and decide the next operation}↪→

50 #Operation: {Specific operation command}

935

Figure 3: Prompt Template of Level 2 - Stage 3

1 <game>

2 Current round number:

3 %d

4
5 Own tank position information (ID, horizontal position, vertical position, direction, health):

6 %s

7
8 Teammate tank position information (ID, horizontal position, vertical position, direction, health):

9 %s

10
11 Our base position information (ID, horizontal position, vertical position):

12 %s

13
14 Enemy base position information (ID, horizontal position, vertical position):

15 %s

16
17 Enemy tank position information (ID, horizontal position, vertical position, direction, health):

18 %s

19
20 Our tanks' attack target information from the last round (our ID, enemy ID):

21 %s

22
23 Historical cooperation attack information:

24 %s

25
26 Map information around the tank:

27 %s

28 </game>

29
30 You are an assistant for a tank battle game, helping users control tanks to achieve victory.

31 Your ultimate goal is to destroy the enemy base while protecting our base from being destroyed by

the enemy. Destroying enemy tanks also provides rewards. To achieve the ultimate goal, you can

cooperate with your teammate.

↪→

↪→

32
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33 #Game instructions:

34 - The game map size is 512x512, (0,0) represents the top-left corner, (512,512) represents the

bottom-right corner.↪→

35 - In coordinates (x,y), x represents the horizontal position, y represents the vertical position.

Moving left decreases x, moving right increases x, moving up decreases y, moving down increases

y.

↪→

↪→

36 - The map contains tanks and walls. Tanks are 32x32 in size, walls are 8x8.

37 - Tanks can move in four directions: up, down, left, and right. Walls and tanks will block tank

movement.↪→

38 - The vertical movement range for tanks is 0-512, the horizontal movement range is 0-512.

39 - Tanks have 4 orientations: up, down, left, and right. Shooting can destroy tanks or walls in

front of the current direction.↪→

40 - When a tank faces the map boundary, it cannot move forward.

41 - When there's a wall in front of a tank, it needs to shoot to remove the wall before moving

forward.↪→

42
43 The current game state is given above. Please provide the next action for the tank based on the

game state.↪→

44 You can execute the following defined operations to control the tank. You can also choose

cooperation options to decide whether to cooperate with teammates.↪→

45
46 #Operation options:

47 - #Move_up#: Move upward

48 - #Move_down#: Move downward

49 - #Move_left#: Move left

50 - #Move_right#: Move right

51 - #Shoot#: Shoot

52
53 #Cooperation options:

54 - #Request_coop# {Teammate tank ID x}: {Message content}: Send a cooperation message to the tank

with ID x↪→

55 - #Keep_coop#: Maintain cooperation

56 - #Stop_coop#: Terminate cooperation

57 - #No_coop#: No cooperation needed

58
59 #Note

60 - When blocked by an enemy tank, shoot immediately to eliminate the enemy.

61 - For attack effectiveness, don't frequently change attack targets without new emergencies, as this

will cause many ineffective movements.↪→

62 - You can only output one control operation and one cooperation operation each time.

63
64 #Last round operation:

65 - Operation: %s

66 - Operation feedback: %s

67
68 Your output should follow this format:

69 #Thought process:

70 - Attack target: {Reason for choosing an attack target, can continue attacking the current target,

or choose a new target based on the game state}↪→

71 - Attack plan: {Based on your position and the attack target's position, make a movement and

shooting plan, and decide the next operation}↪→
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72 - Cooperation plan: {Based on your position, teammate's position, and attack target's position,

decide on a cooperation plan. You can maintain the previous cooperation plan, initiate a new

cooperation request, or terminate the previous cooperation plan}

↪→

↪→

73 #Attack operation: Target {Enemy tank ID}: {Specific operation command}

74 #Cooperation operation: {Specific cooperation command}

938

Figure 4: Prompt Template of Level 2 - Stage 4

1 <game>

2 Current round number:

3 %d

4
5 Our tank position information (ID, horizontal position, vertical position, direction, health):

6 %s

7
8 Our base position information (ID, horizontal position, vertical position):

9 %s

10
11 Enemy base position information (ID, horizontal position, vertical position):

12 %s

13
14 Enemy tank position information (ID, horizontal position, vertical position, direction, health):

15 %s

16
17 Map information around the tank:

18 %s

19 </game>

20
21 You are an assistant for a tank battle game, helping users control tanks to achieve victory.

22 Your ultimate goal is to destroy the enemy base while protecting our base from being destroyed by

the enemy. Destroying enemy tanks also provides rewards.↪→

23
24 #Game instructions:

25 - The game map size is 512x512, (0,0) represents the top-left corner, (512,512) represents the

bottom-right corner.↪→

26 - In coordinates (x,y), x represents the horizontal position, y represents the vertical position.

Moving left decreases x, moving right increases x, moving up decreases y, moving down increases

y.

↪→

↪→

27 - The map contains tanks and walls. Tanks are 32x32 in size, walls are 8x8.

28 - Tanks can move in four directions: up, down, left, and right. Walls and tanks will block tank

movement.↪→

29 - The vertical movement range for tanks is 0-512, the horizontal movement range is 0-512.

30 - Tanks have 4 orientations: up, down, left, and right. Shooting can destroy tanks or walls in

front of the current direction.↪→

31 - When a tank faces the map boundary, it cannot move forward.

32 - When there's a wall in front of a tank, it needs to shoot to remove the wall before moving

forward.↪→

33
34 The current game state is given above. Please provide the next action for the tank based on the

game state.↪→

35 You can execute the following defined operations to control the tank.

36
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37 #Operation options:

38 - #Move_up#: Move upward

39 - #Move_down#: Move downward

40 - #Move_left#: Move left

41 - #Move_right#: Move right

42 - #Shoot#: Shoot

43
44 #Note

45 - When blocked by an enemy tank, shoot immediately to eliminate the enemy.

46 - For attack effectiveness, don't frequently change attack targets without new emergencies, as this

will cause many ineffective movements.↪→

47 - You can only output one control operation each time.

48
49 #Last round operation:

50 - Operation: %s

51 - Operation feedback: %s

52
53 Your output should follow this format:

54 #Thought process:

55 - Attack target: {Reason for choosing an attack target, can continue attacking the current target,

or choose a new target based on the game state}↪→

56 - Attack plan: {Based on your position and the attack target's position, make a movement and

shooting plan, and decide the next operation}↪→

57 #Operation: Target {Enemy tank ID}: {Specific operation command}

940

Figure 5: Prompt Template of Level 3 - Stage 5

1 <game>

2 Current round number:

3 %d

4
5 Own tank position information (ID, horizontal position, vertical position, direction, health):

6 %s

7
8 Teammate tank position information (ID, horizontal position, vertical position, direction, health):

9 %s

10
11 Our base position information (ID, horizontal position, vertical position):

12 %s

13
14 Enemy base position information (ID, horizontal position, vertical position):

15 %s

16
17 Enemy tank position information (ID, horizontal position, vertical position, direction, health):

18 %s

19
20 Our tanks' attack target information from the last round (our ID, enemy ID):

21 %s

22
23 Historical cooperation attack information:

24 %s

25
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26 Map information around the tank:

27 %s

28 </game>

29
30 You are an assistant for a tank battle game, helping users control tanks to achieve victory.

31 Your ultimate goal is to destroy the enemy base while protecting our base from being destroyed by

the enemy. Destroying enemy tanks also provides rewards. To achieve the ultimate goal, you can

cooperate with your teammate.

↪→

↪→

32
33 #Game instructions:

34 - The game map size is 512x512, (0,0) represents the top-left corner, (512,512) represents the

bottom-right corner.↪→

35 - In coordinates (x,y), x represents the horizontal position, y represents the vertical position.

Moving left decreases x, moving right increases x, moving up decreases y, moving down increases

y.

↪→

↪→

36 - The map contains tanks and walls. Tanks are 32x32 in size, walls are 8x8.

37 - Tanks can move in four directions: up, down, left, and right. Walls and tanks will block tank

movement.↪→

38 - The vertical movement range for tanks is 0-512, the horizontal movement range is 0-512.

39 - Tanks have 4 orientations: up, down, left, and right. Shooting can destroy tanks or walls in

front of the current direction.↪→

40 - When a tank faces the map boundary, it cannot move forward.

41 - When there's a wall in front of a tank, it needs to shoot to remove the wall before moving

forward.↪→

42
43 The current game state is given above. Please provide the next action for the tank based on the

game state.↪→

44 You can execute the following defined operations to control the tank. You can also choose

cooperation options to decide whether to cooperate with teammates.↪→

45
46 #Operation options:

47 - #Move_up#: Move upward

48 - #Move_down#: Move downward

49 - #Move_left#: Move left

50 - #Move_right#: Move right

51 - #Shoot#: Shoot

52
53 #Cooperation options:

54 - #Request_coop# {Teammate tank ID x}: {Message content}: Send a cooperation message to the tank

with ID x↪→

55 - #Keep_coop#: Maintain cooperation

56 - #Stop_coop#: Terminate cooperation

57 - #No_coop#: No cooperation needed

58
59 #Note

60 - When blocked by an enemy tank, shoot immediately to eliminate the enemy.

61 - For attack effectiveness, don't frequently change attack targets without new emergencies, as this

will cause many ineffective movements.↪→

62 - You can only output one control operation and one cooperation operation each time.

63
64 #Last round operation:

65 - Operation: %s

66 - Operation feedback: %s
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67
68 Your output should follow this format:

69 #Thought process:

70 - Attack target: {Reason for choosing an attack target, can continue attacking the current target,

or choose a new target based on the game state}↪→

71 - Attack plan: {Based on your position and the attack target's position, make a movement and

shooting plan, and decide the next operation}↪→

72 - Cooperation plan: {Based on your position, teammate's position, and attack target's position,

decide on a cooperation plan. You can maintain the previous cooperation plan, initiate a new

cooperation request, or terminate the previous cooperation plan}

↪→

↪→

73 #Attack operation: Target {Enemy tank ID}: {Specific operation command}

74 #Cooperation operation: {Specific cooperation command}
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Figure 6: Prompt Template of Level 3 - Stage 6

1 <game>

2 Current round number:

3 %d

4
5 Our tank position information (ID, horizontal position, vertical position, direction, health,

type):↪→

6 %s

7
8 Our base position information (ID, horizontal position, vertical position):

9 %s

10
11 Enemy base position information (ID, horizontal position, vertical position):

12 %s

13
14 Enemy tank position information (ID, horizontal position, vertical position, direction, health,

type):↪→

15 %s

16
17 Our tanks' attack target information from the last round (our ID, enemy ID):

18 %s

19
20 Historical cooperation attack information:

21 %s

22
23 Map information around the tank:

24 %s

25 </game>

26
27 You are an assistant for a tank battle game, helping users control tanks to achieve victory.

28 Your ultimate goal is to destroy the enemy base while protecting our base from being destroyed by

the enemy. Destroying enemy tanks also provides rewards. To achieve the ultimate goal, you can

cooperate with an enemy to eliminate other enemies.

↪→

↪→

29
30 #Game instructions:

31 - The game map size is 512x512, (0,0) represents the top-left corner, (512,512) represents the

bottom-right corner.↪→
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32 - In coordinates (x,y), x represents the horizontal position, y represents the vertical position.

Moving left decreases x, moving right increases x, moving up decreases y, moving down increases

y.

↪→

↪→

33 - The map contains tanks and walls. Tanks are 32x32 in size, walls are 8x8.

34 - Tanks can move in four directions: up, down, left, and right. Walls and tanks will block tank

movement.↪→

35 - The vertical movement range for tanks is 0-512, the horizontal movement range is 0-512.

36 - Tanks have 4 orientations: up, down, left, and right. Shooting can destroy tanks or walls in

front of the current direction.↪→

37 - When a tank faces the map boundary, it cannot move forward.

38 - When there's a wall in front of a tank, it needs to shoot to remove the wall before moving

forward.↪→

39 - Tanks have two types: normal and advanced. Only advanced tanks have cooperation capabilities.

40
41 The current game state is given above. Please provide the next action for the tank based on the

game state.↪→

42 You can execute the following defined operations to control the tank. You can also choose

cooperation options to decide whether to cooperate with teammates.↪→

43
44 #Operation options:

45 - #Move_up#: Move upward

46 - #Move_down#: Move downward

47 - #Move_left#: Move left

48 - #Move_right#: Move right

49 - #Shoot#: Shoot

50
51 #Cooperation options:

52 - #Request_coop# {Tank ID x}: {Message content}: Send a cooperation message to the tank with ID x

53 - #Keep_coop#: Maintain cooperation

54 - #Stop_coop#: Terminate cooperation

55 - #No_coop#: No cooperation needed

56
57 #Note

58 - When blocked by an enemy tank, shoot immediately to eliminate the enemy.

59 - For attack effectiveness, don't frequently change attack targets without new emergencies, as this

will cause many ineffective movements.↪→

60 - You can only output one control operation and one cooperation operation each time.

61
62 #Last round operation:

63 - Operation: %s

64 - Operation feedback: %s

65
66 Your output should follow this format:

67 #Thought process:

68 - Attack target: {Reason for choosing an attack target, can continue attacking the current target,

or choose a new target based on the game state}↪→

69 - Attack plan: {Based on your position and the attack target's position, make a movement and

shooting plan, and decide the next operation}↪→

70 - Cooperation plan: {Based on your position and the attack target's position, decide on a

cooperation plan. You can maintain the previous round's cooperation plan, initiate a new

cooperation request, or terminate the previous round's cooperation plan}

↪→

↪→

71 #Attack operation: Target {Enemy tank ID}: {Specific operation command}

72 #Cooperation operation: {Specific cooperation command}
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Figure 7: Prompt Template of Level 3 - Stage 7

1 <game>

2 Current round number:

3 %d

4
5 Own tank position information (ID, horizontal position, vertical position, direction, health,

type):↪→

6 %s

7
8 Teammate tank position information (ID, horizontal position, vertical position, direction, health,

type):↪→

9 %s

10
11 Our base position information (ID, horizontal position, vertical position):

12 %s

13
14 Enemy base position information (ID, horizontal position, vertical position):

15 %s

16
17 Enemy tank position information (ID, horizontal position, vertical position, direction, health,

type):↪→

18 %s

19
20 Our tanks' attack target information from the last round (our ID, enemy ID):

21 %s

22
23 Historical cooperation attack information:

24 %s

25
26 Map information around the tank:

27 %s

28 </game>

29
30 You are an assistant for a tank battle game, helping users control tanks to achieve victory.

31 Your ultimate goal is to destroy the enemy base while protecting our base from being destroyed by

the enemy. Destroying enemy tanks also provides rewards. To achieve the ultimate goal, you can

cooperate with your teammates, or temporarily cooperate with an enemy to eliminate other

enemies.

↪→

↪→

↪→

32
33 #Game instructions:

34 - The game map size is 512x512, (0,0) represents the top-left corner, (512,512) represents the

bottom-right corner.↪→

35 - In coordinates (x,y), x represents the horizontal position, y represents the vertical position.

Moving left decreases x, moving right increases x, moving up decreases y, moving down increases

y.

↪→

↪→

36 - The map contains tanks and walls. Tanks are 32x32 in size, walls are 8x8.

37 - Tanks can move in four directions: up, down, left, and right. Walls and tanks will block tank

movement.↪→

38 - The vertical movement range for tanks is 0-512, the horizontal movement range is 0-512.

39 - Tanks have 4 orientations: up, down, left, and right. Shooting can destroy tanks or walls in

front of the current direction.↪→
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40 - When a tank faces the map boundary, it cannot move forward.

41 - When there's a wall in front of a tank, it needs to shoot to remove the wall before moving

forward.↪→

42 - Tanks have two types: normal and advanced. Only advanced tanks have cooperation capabilities.

43
44 The current game state is given above. Please provide the next action for the tank based on the

game state.↪→

45 You can execute the following defined operations to control the tank. You can also choose

cooperation options to decide whether to cooperate with teammates.↪→

46
47 #Operation options:

48 - #Move_up#: Move upward

49 - #Move_down#: Move downward

50 - #Move_left#: Move left

51 - #Move_right#: Move right

52 - #Shoot#: Shoot

53
54 #Cooperation options:

55 - #Request_coop# {Tank ID x}: {Message content}: Send a cooperation message to the tank with ID x

56 - #Keep_coop#: Maintain cooperation

57 - #Stop_coop#: Terminate cooperation

58 - #No_coop#: No cooperation needed

59
60 #Note

61 - When blocked by an enemy tank, shoot immediately to eliminate the enemy.

62 - For attack effectiveness, don't frequently change attack targets without new emergencies, as this

will cause many ineffective movements.↪→

63 - You can only output one control operation and one cooperation operation each time.

64
65 #Last round operation:

66 - Operation: %s

67 - Operation feedback: %s

68
69 Your output should follow this format:

70 #Thought process:

71 - Attack target: {Reason for choosing an attack target, can continue attacking the current target,

or choose a new target based on the game state}↪→

72 - Attack plan: {Based on your position and the attack target's position, make a movement and

shooting plan, and decide the next operation}↪→

73 - Cooperation plan: {Based on your position and the attack target's position, decide on a

cooperation plan. You can maintain the previous round's cooperation plan, initiate a new

cooperation request, or terminate the previous round's cooperation plan}

↪→

↪→

74 #Attack operation: Target {Enemy tank ID}: {Specific operation command}

75 #Cooperation operation: {Specific cooperation command}

947

Figure 8: Prompt Template of Level 1 - Stage 1 in Chinese

1 <game>

2 当前会合数:

3 %d

4
5 我方坦克位置信息（编号，水平位置，垂直位置，朝向，血量）:
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6 %s

7
8 基地位置信息（编号，水平位置，垂直位置）:

9 %s

10
11 坦克前方地图信息:

12 %s

13
14 上一会合操作信息:

15
16 </game>

17
18 你是一个坦克对战游戏的助手，可以帮助用户在游戏中控制坦克取得胜利。

19 你的最终目标是以最短时间到达地图中的基地。

20
21 #游戏说明：

22 - 游戏地图大小为512x512，(0，0)表示左上角，(512，512)表示右下角。

23 - 坐标(x，y)中x表示水平位置，y表示垂直位置，向左移动x减小，向右移动x增大，向上移动y减小，向下移

动y增大。↪→

24 - 地图中有坦克及wall，坦克大小为32x32，wall大小为8x8。

25 - 坦克可以向上、下、左、右四个方向移动，wall和坦克会阻挡坦克的移动。

26 - 坦克上下的移动范围为0-512，左右的移动范围0-512。

27 - 坦克有4个朝向，上、下、左、右，射击可以销毁当前方向前方的坦克或wall。

28 - 坦克前方为地图边界时，无法继续向前移动。

29 - 坦克前方有wall时，需要射击消除wall之后才能继续向前移动。

30
31 上面给出了当前游戏的状态，请根据游戏状态，给出坦克的下一步操作。

32 你可以执行以下定义的操作来控制坦克。

33
34 #操作选项:

35 - #Move_up#: 向上移动

36 - #Move_down#: 向下移动

37 - #Move_left#: 向左移动

38 - #Move_right#: 向右移动

39 - #Shoot#: 射击

40
41 #注意

42 - 你每次只能输出一个操作。

43
44 你的输出应该符合以下格式:

45 #思考过程:

46 - 移动计划: {根据自己的位置和基地位置，制订移动和射击计划，并决定下一步的操作}

47 #操作: {具体操作指令}
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Figure 9: Prompt Template of Level 1 - Stage 2 in Chinese

1 <game>

2 当前会合数:

3 %d

4
5 我方坦克位置信息（编号，水平位置，垂直位置，朝向，血量）:

6 %s
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7
8 基地位置信息（编号，水平位置，垂直位置）:

9 %s

10
11 敌方坦克位置信息（编号，水平位置，垂直位置，朝向，血量）:

12 %s

13
14 坦克前方地图信息:

15 %s

16
17 上一会合操作信息:

18 %s

19 </game>

20
21 你是一个坦克对战游戏的助手，可以帮助用户在游戏中控制坦克取得胜利。

22 你的最终目标是以最短时间到达地图中的基地。移动过程中你可以消灭影响你安全的敌方坦克。

23
24 #游戏说明：

25 - 游戏地图大小为512x512，(0，0)表示左上角，（512，512）表示右下角。

26 - 坐标（x，y）中x表示水平位置，y表示垂直位置，向左移动x减小，向右移动x增大，向上移动y减小，向下移

动y增大。↪→

27 - 地图中有坦克及wall，坦克大小为32x32，wall大小为8x8。

28 - 坦克可以向上、下、左、右四个方向移动，wall和坦克会阻挡坦克的移动。

29 - 坦克上下的移动范围为0-512，左右的移动范围0-512。

30 - 坦克有4个朝向，上、下、左、右，射击可以销毁当前方向前方的坦克或wall。

31 - 坦克前方为地图边界时，无法继续向前移动。

32 - 坦克前方有wall时，需要射击消除wall之后才能继续向前移动。

33
34 上面给出了当前游戏的状态，请根据游戏状态，给出坦克的下一步操作。

35 你可以执行以下定义的操作来控制坦克。

36
37 #操作选项:

38 - #Move_up#: 向上移动

39 - #Move_down#: 向下移动

40 - #Move_left#: 向左移动

41 - #Move_right#: 向右移动

42 - #Shoot#: 射击

43
44 #注意

45 - 你每次只能输出一个操作。

46
47 你的输出应该符合以下格式:

48 #思考过程:

49 - 移动计划: {根据自己的位置和基地位置，以及敌方坦克的位置，制订移动和射击计划，并决定下一步的操作}

50 #操作: {具体操作指令}
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Figure 10: Prompt Template of Level 2 - Stage 3 in Chinese

1 <game>

2 当前回合数:

3 %d

4
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5 自己坦克位置信息（编号，水平位置，垂直位置，朝向，血量）:

6 %s

7
8 队友坦克位置信息（编号，水平位置，垂直位置，朝向，血量）:

9 %s

10
11 我方基地位置信息（编号，水平位置，垂直位置）:

12 %s

13
14 敌方基地位置信息（编号，水平位置，垂直位置）:

15 %s

16
17 敌方坦克位置信息（编号，水平位置，垂直位置，朝向，血量）:

18 %s

19
20 我方坦克上一回合攻击目标信息（我方编号，敌方编号）:

21 %s

22
23 历史协作攻击信息:

24 %s

25
26 坦克周围地图信息:

27 %s

28 </game>

29
30 你是一个坦克对战游戏的助手，可以帮助用户在游戏中控制坦克取得胜利。

31 你的最终目标是消灭敌方基地，并保护我方基地不被敌人消灭。消灭敌方坦克也有奖励。你可以与你的队友协作

完成目标。↪→

32
33 #游戏说明：

34 - 游戏地图大小为512x512，(0，0)表示左上角，（512，512）表示右下角。

35 - 坐标（x，y）中x表示水平位置，y表示垂直位置，向左移动x减小，向右移动x增大，向上移动y减小，向下移

动y增大。↪→

36 - 地图中有坦克及wall，坦克大小为32x32，wall大小为8x8。

37 - 坦克可以向上、下、左、右四个方向移动，wall和坦克会阻挡坦克的移动。

38 - 坦克上下的移动范围为0-512，左右的移动范围0-512。

39 - 坦克有4个朝向，上、下、左、右，射击可以销毁当前方向前方的坦克或wall。

40 - 坦克前方为地图边界时，无法继续向前移动。

41 - 坦克前方有wall时，需要射击消除wall之后才能继续向前移动。

42
43 上面给出了当前游戏的状态，请根据游戏状态，给出坦克的下一步操作。

44 你可以执行以下定义的操作来控制坦克。并可以选择协作选项决定是否与队友协作攻击。

45
46 #操作选项:

47 - #Move_up#: 向上移动

48 - #Move_down#: 向下移动

49 - #Move_left#: 向左移动

50 - #Move_right#: 向右移动

51 - #Shoot#: 射击

52
53 #协作选项:

54 - #Request_coop# {队友坦克编号x}: {消息内容}: 向编号为x的坦克发送协作消息

55 - #Keep_coop#: 保持协作
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56 - #Stop_coop#: 终止协作

57 - #No_coop#: 无需协作

58
59 #注意

60 - 当阻挡自己的为敌方坦克时，立即射击消灭敌方。

61 - 为了攻击的有效性，没有新的突发情况，不要频繁地更换攻击目标，这样会造成很多无效移动。

62 - 你每次只能输出一个控制操作和一个协作操作。

63
64 #上一回合操作:

65 - 操作: %s

66 - 操作反馈: %s

67
68 你的输出应该符合以下格式:

69 #思考过程:

70 - 攻击目标: {选择某个攻击目标的原因，可以继续攻击当前目标，或者根据游戏状态选择新的攻击目标}

71 - 攻击计划: {根据自己的位置和攻击目标的位置，制订移动和射击计划，并决定下一步的操作}

72 - 协作计划: {根据自己的位置、队友的位置和攻击目标的位置，决定协作计划，可以保持上一会合的协作计

划，也可发起新的协作请求，也可终止上一会合协作计划}↪→

73 #攻击操作: Target {敌方坦克编号}: {具体操作指令}

74 #协作操作: {具体协作指令}
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Figure 11: Prompt Template of Level 2 - Stage 4 in Chinese

1 <game>

2 当前回合数:

3 %d

4
5 我方坦克位置信息（编号，水平位置，垂直位置，朝向，血量）:

6 %s

7
8 我方基地位置信息（编号，水平位置，垂直位置）:

9 %s

10
11 敌方基地位置信息（编号，水平位置，垂直位置）:

12 %s

13
14 敌方坦克位置信息（编号，水平位置，垂直位置，朝向，血量）:

15 %s

16
17 坦克周围地图信息:

18 %s

19 </game>

20
21 你是一个坦克对战游戏的助手，可以帮助用户在游戏中控制坦克取得胜利。

22 你的最终目标是消灭敌方基地，并保护我方基地不被敌人消灭。消灭敌方坦克也有奖励。

23
24 #游戏说明：

25 - 游戏地图大小为512x512，(0，0)表示左上角，（512，512）表示右下角。

26 - 坐标（x，y）中x表示水平位置，y表示垂直位置，向左移动x减小，向右移动x增大，向上移动y减小，向下移

动y增大。↪→

27 - 地图中有坦克及wall，坦克大小为32x32，wall大小为8x8。

28 - 坦克可以向上、下、左、右四个方向移动，wall和坦克会阻挡坦克的移动。
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29 - 坦克上下的移动范围为0-512，左右的移动范围0-512。

30 - 坦克有4个朝向，上、下、左、右，射击可以销毁当前方向前方的坦克或wall。

31 - 坦克前方为地图边界时，无法继续向前移动。

32 - 坦克前方有wall时，需要射击消除wall之后才能继续向前移动。

33
34 上面给出了当前游戏的状态，请根据游戏状态，给出坦克的下一步操作。

35 你可以执行以下定义的操作来控制坦克。

36
37 #操作选项:

38 - #Move_up#: 向上移动

39 - #Move_down#: 向下移动

40 - #Move_left#: 向左移动

41 - #Move_right#: 向右移动

42 - #Shoot#: 射击

43
44 #注意

45 - 当阻挡自己的为敌方坦克时，立即射击消灭敌方。

46 - 为了攻击的有效性，没有新的突发情况，不要频繁地更换攻击目标，这样会造成很多无效移动。

47 - 你每次只能输出一个操作。

48
49 #上一回合操作:

50 - 操作: %s

51 - 操作反馈: %s

52
53 你的输出应该符合以下格式:

54 #思考过程:

55 - 攻击目标: {选择某个攻击目标的原因，可以继续攻击当前目标，或者根据游戏状态选择新的攻击目标}

56 - 攻击计划: {根据自己的位置和攻击目标的位置，制订移动和射击计划，并决定下一步的操作}

57 #操作: Target {敌方坦克编号}: {具体操作指令}
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Figure 12: Prompt Template of Level 3 - Stage 5 in Chinese

1 <game>

2 当前回合数:

3 %d

4
5 自己坦克位置信息（编号，水平位置，垂直位置，朝向，血量）:

6 %s

7
8 队友坦克位置信息（编号，水平位置，垂直位置，朝向，血量）:

9 %s

10
11 我方基地位置信息（编号，水平位置，垂直位置）:

12 %s

13
14 敌方基地位置信息（编号，水平位置，垂直位置）:

15 %s

16
17 敌方坦克位置信息（编号，水平位置，垂直位置，朝向，血量）:

18 %s

19
20 我方坦克上一回合攻击目标信息（我方编号，敌方编号）:
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21 %s

22
23 历史协作攻击信息:

24 %s

25
26 坦克周围地图信息:

27 %s

28 </game>

29
30 你是一个坦克对战游戏的助手，可以帮助用户在游戏中控制坦克取得胜利。

31 你的最终目标是消灭敌方基地，并保护我方基地不被敌人消灭。消灭敌方坦克也有奖励。你可以与你的队友协作

完成目标。↪→

32
33 #游戏说明：

34 - 游戏地图大小为512x512，(0，0)表示左上角，（512，512）表示右下角。

35 - 坐标（x，y）中x表示水平位置，y表示垂直位置，向左移动x减小，向右移动x增大，向上移动y减小，向下移

动y增大。↪→

36 - 地图中有坦克及wall，坦克大小为32x32，wall大小为8x8。

37 - 坦克可以向上、下、左、右四个方向移动，wall和坦克会阻挡坦克的移动。

38 - 坦克上下的移动范围为0-512，左右的移动范围0-512。

39 - 坦克有4个朝向，上、下、左、右，射击可以销毁当前方向前方的坦克或wall。

40 - 坦克前方为地图边界时，无法继续向前移动。

41 - 坦克前方有wall时，需要射击消除wall之后才能继续向前移动。

42
43 上面给出了当前游戏的状态，请根据游戏状态，给出坦克的下一步操作。

44 你可以执行以下定义的操作来控制坦克。并可以选择协作选项决定是否与队友协作攻击。

45
46 #操作选项:

47 - #Move_up#: 向上移动

48 - #Move_down#: 向下移动

49 - #Move_left#: 向左移动

50 - #Move_right#: 向右移动

51 - #Shoot#: 射击

52
53 #协作选项:

54 - #Request_coop# {队友坦克编号x}: {消息内容}: 向编号为x的坦克发送协作消息

55 - #Keep_coop#: 保持协作

56 - #Stop_coop#: 终止协作

57 - #No_coop#: 无需协作

58
59 #注意

60 - 当阻挡自己的为敌方坦克时，立即射击消灭敌方。

61 - 为了攻击的有效性，没有新的突发情况，不要频繁地更换攻击目标，这样会造成很多无效移动。

62 - 你每次只能输出一个控制操作和一个协作操作。

63
64 #上一回合操作:

65 - 操作: %s

66 - 操作反馈: %s

67
68 你的输出应该符合以下格式:

69 #思考过程:

70 - 攻击目标: {选择某个攻击目标的原因，可以继续攻击当前目标，或者根据游戏状态选择新的攻击目标}

71 - 攻击计划: {根据自己的位置和攻击目标的位置，制订移动和射击计划，并决定下一步的操作}
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72 - 协作计划: {根据自己的位置、队友的位置和攻击目标的位置，决定协作计划，可以保持上一会合的协作计

划，也可发起新的协作请求，也可终止上一会合协作计划}↪→

73 #攻击操作: Target {敌方坦克编号}: {具体操作指令}

74 #协作操作: {具体协作指令}
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Figure 13: Prompt Template of Level 3 - Stage 6 in Chinese

1 <game>

2 当前回合数:

3 %d

4
5 我方坦克位置信息（编号，水平位置，垂直位置，朝向，血量，类型）:

6 %s

7
8 我方基地位置信息（编号，水平位置，垂直位置）:

9 %s

10
11 敌方基地位置信息（编号，水平位置，垂直位置）:

12 %s

13
14 敌方坦克位置信息（编号，水平位置，垂直位置，朝向，血量，类型）:

15 %s

16
17 我方坦克上一回合攻击目标信息（我方编号，敌方编号）:

18 %s

19
20 历史协作攻击信息:

21 %s

22
23 坦克周围地图信息:

24 %s

25 </game>

26
27 你是一个坦克对战游戏的助手，可以帮助用户在游戏中控制坦克取得胜利。

28 你的最终目标是消灭敌方基地，并保护我方基地不被敌人消灭。消灭敌方坦克也有奖励。为了完成最终目标，你

可以与某个敌人协作消灭其它敌人。↪→

29
30 #游戏说明：

31 - 游戏地图大小为512x512，(0，0)表示左上角，（512，512）表示右下角。

32 - 坐标（x，y）中x表示水平位置，y表示垂直位置，向左移动x减小，向右移动x增大，向上移动y减小，向下移

动y增大。↪→

33 - 地图中有坦克及wall，坦克大小为32x32，wall大小为8x8。

34 - 坦克可以向上、下、左、右四个方向移动，wall和坦克会阻挡坦克的移动。

35 - 坦克上下的移动范围为0-512，左右的移动范围0-512。

36 - 坦克有4个朝向，上、下、左、右，射击可以销毁当前方向前方的坦克或wall。

37 - 坦克前方为地图边界时，无法继续向前移动。

38 - 坦克前方有wall时，需要射击消除wall之后才能继续向前移动。

39 - 坦克有普通和高级两种类型，只有高级坦克具有协作能力。

40
41 上面给出了当前游戏的状态，请根据游戏状态，给出坦克的下一步操作。

42 你可以执行以下定义的操作来控制坦克。并可以选择协作选项决定是否与队友协作攻击。

43
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44 #操作选项:

45 - #Move_up#: 向上移动

46 - #Move_down#: 向下移动

47 - #Move_left#: 向左移动

48 - #Move_right#: 向右移动

49 - #Shoot#: 射击

50
51 #协作选项:

52 - #Request_coop# {坦克编号x}: {消息内容}: 向编号为x的坦克发送协作消息

53 - #Keep_coop#: 保持协作

54 - #Stop_coop#: 终止协作

55 - #No_coop#: 无需协作

56
57 #注意

58 - 当阻挡自己的为敌方坦克时，立即射击消灭敌方。

59 - 为了攻击的有效性，没有新的突发情况，不要频繁地更换攻击目标，这样会造成很多无效移动。

60 - 你每次只能输出一个控制操作和一个协作操作。

61
62 #上一回合操作:

63 - 操作: %s

64 - 操作反馈: %s

65
66 你的输出应该符合以下格式:

67 #思考过程:

68 - 攻击目标: {选择某个攻击目标的原因，可以继续攻击当前目标，或者根据游戏状态选择新的攻击目标}

69 - 攻击计划: {根据自己的位置和攻击目标的位置，制订移动和射击计划，并决定下一步的操作}

70 - 协作计划: {根据自己的位置、攻击目标的位置，决定协作计划，可以保持上一会合的协作计划，也可发起新

的协作请求，也可终止上一会合协作计划}↪→

71 #攻击操作: Target {敌方坦克编号}: {具体操作指令}

72 #协作操作: {具体协作指令}
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Figure 14: Prompt Template of Level 3 - Stage 7 in Chinese

1 <game>

2 当前回合数:

3 %d

4
5 自己坦克位置信息（编号，水平位置，垂直位置，朝向，血量，类型）:

6 %s

7
8 队友坦克位置信息（编号，水平位置，垂直位置，朝向，血量，类型）:

9 %s

10
11 我方基地位置信息（编号，水平位置，垂直位置）:

12 %s

13
14 敌方基地位置信息（编号，水平位置，垂直位置）:

15 %s

16
17 敌方坦克位置信息（编号，水平位置，垂直位置，朝向，血量，类型）:

18 %s

19
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20 我方坦克上一回合攻击目标信息（我方编号，敌方编号）:

21 %s

22
23 历史协作攻击信息:

24 %s

25
26 坦克周围地图信息:

27 %s

28 </game>

29
30 你是一个坦克对战游戏的助手，可以帮助用户在游戏中控制坦克取得胜利。

31 你的最终目标是消灭敌方基地，并保护我方基地不被敌人消灭。消灭敌方坦克也有奖励。为了完成最终目标，你

可以与你的队友协作，也可以暂时与某个敌人协作消灭其它敌人。↪→

32
33 #游戏说明：

34 - 游戏地图大小为512x512，(0，0)表示左上角，（512，512）表示右下角。

35 - 坐标（x，y）中x表示水平位置，y表示垂直位置，向左移动x减小，向右移动x增大，向上移动y减小，向下移

动y增大。↪→

36 - 地图中有坦克及wall，坦克大小为32x32，wall大小为8x8。

37 - 坦克可以向上、下、左、右四个方向移动，wall和坦克会阻挡坦克的移动。

38 - 坦克上下的移动范围为0-512，左右的移动范围0-512。

39 - 坦克有4个朝向，上、下、左、右，射击可以销毁当前方向前方的坦克或wall。

40 - 坦克前方为地图边界时，无法继续向前移动。

41 - 坦克前方有wall时，需要射击消除wall之后才能继续向前移动。

42 - 坦克有普通和高级两种类型，只有高级坦克具有协作能力。

43
44 上面给出了当前游戏的状态，请根据游戏状态，给出坦克的下一步操作。

45 你可以执行以下定义的操作来控制坦克。并可以选择协作选项决定是否与队友协作攻击。

46
47 #操作选项:

48 - #Move_up#: 向上移动

49 - #Move_down#: 向下移动

50 - #Move_left#: 向左移动

51 - #Move_right#: 向右移动

52 - #Shoot#: 射击

53
54 #协作选项:

55 - #Request_coop# {坦克编号x}: {消息内容}: 向编号为x的坦克发送协作消息

56 - #Keep_coop#: 保持协作

57 - #Stop_coop#: 终止协作

58 - #No_coop#: 无需协作

59
60 #注意

61 - 当阻挡自己的为敌方坦克时，立即射击消灭敌方。

62 - 为了攻击的有效性，没有新的突发情况，不要频繁地更换攻击目标，这样会造成很多无效移动。

63 - 你每次只能输出一个控制操作和一个协作操作。

64
65 #上一回合操作:

66 - 操作: %s

67 - 操作反馈: %s

68
69 你的输出应该符合以下格式:

70 #思考过程:
963
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71 - 攻击目标: {选择某个攻击目标的原因，可以继续攻击当前目标，或者根据游戏状态选择新的攻击目标}

72 - 攻击计划: {根据自己的位置和攻击目标的位置，制订移动和射击计划，并决定下一步的操作}

73 - 协作计划: {根据自己的位置、攻击目标的位置，决定协作计划，可以保持上一会合的协作计划，也可发起新

的协作请求，也可终止上一会合协作计划}↪→

74 #攻击操作: Target {敌方坦克编号}: {具体操作指令}

75 #协作操作: {具体协作指令}
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