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ABSTRACT

The primary objective of material science is discovery of novel materials. Because
an unseen region can have a high probability of target materials (molecules), high
predictive accuracy in out-of-distribution and few-shot regions is essential. How-
ever, limited data are available in material science because of high labeling costs.
To overcome these difficulties, numerous techniques have been proposed for im-
age and text domains. However, applying these techniques to material data is
difficult because the data consists of combinatorial (non-Euclidean) input and con-
tinuous labels. In particular, in mixup-based methods, mixed labels are clustered
in the middle range of the training set, which renders structured samples invalid.
In this study, a novel data augmentation method is proposed for non-Euclidean
input with regression tasks. (1) A mixup technique capable of extrapolation is de-
fined to broaden not only the structure but also the label distribution. In contrast
to existing mixup-based methods, the proposed method minimizes label imbal-
ance. (2) The proposed method optimizes pseudo-label from the mixup-based
approaches using decoder’s knowledge of generative models. We proved that the
proposed method generates high-quality pseudo data for the ZINC database. Fur-
thermore, the phosphorescent organic light-emitting diode was used to prove that
the method is effective in real problems with large-sized and highly complex prop-
erties. Moreover, this method can improve property prediction models.

1 INTRODUCTION

Because deep learning technologies have achieved excellent results in various fields, including vi-
sion and linguistic tasks, machine learning is increasingly being incorporated in chemistry (Baum
et al., 2021). Although numerous deep learning techniques are applied to drugs and material domains
(Carracedo-Reboredo et al., 2021; Popova et al., 2018; Vamathevan et al., 2019), applying some spe-
cific techniques is difficult because of inadequate data. The high cost of acquiring data points is the
primary cause of inadequacy. For example, the synthesis of a phosphorescent organic light-emitting
diode (OLED) molecule requires 1 − 3 months and costs approximatly $20,000. Therefore, sim-
ulation, such as Density Function Theory (DFT) (Sholl & Steckel, 2011), is performed. However,
simulation requires considerable time and resources (Patel & Ong, 2019). Moreover, because the
mechanisms to express some key physical properties are unknown in many cases, calculating these
parameters is difficult and results in a high calculation error. Furthermore, unlike vision and linguis-
tic tasks, manual labeling is impossible in specific target.

When training with a small dataset, the predictive models do not generalize satisfactorily and may
exhibit overfitting. To solve the small-data problem, various methods, including adding regular-
ization terms, applying dropout techniques, adding batch normalization layers, and using transfer
learning models, have been proposed (Srivastava et al., 2014; Santurkar et al., 2018; Rice et al.,
2020). In contrast to aforementioned methods, data augmentation approaches have been used to
fundamentally solve the overfitting problem by increasing the number of training samples (Van Dyk
& Meng, 2001). With the increase in the number of original datasets, the model should learn more
information and exhibit improved accuracy and stability. Image data augmentation techniques, such
as rotation, translation, flipping, cropping, color space, and noise injection, have been applied to
deep convolutional networks. These augmentation methods have achieved considerable improve-
ment in several major computer vision tasks and improved generalization capability (Shorten &
Khoshgoftaar, 2019). Data augmentation methods have been applied to other fields such as natural
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language processing and speech recognition (Morris et al., 2020; Feng et al., 2021; Ko et al., 2017;
Park et al., 2019).

Mixup is a data augmentation method in which virtual examples are constructed by using convex
combinations of examples and their labels (Zhang et al., 2018; Verma et al., 2019). This method
improves the performance and robustness of neural network architectures in various fields such as
image classification (Zhang et al., 2018; Verma et al., 2019; Yun et al., 2019; Lamb et al., 2019;
Guo et al., 2019b), text classification (Guo et al., 2019a; Guo, 2020; Jindal et al., 2020), and graph
classification (Wang et al., 2021; Guo & Mao, 2021; Han et al., 2022; Park et al., 2022). However,
the use of mixup in regression tasks is limited because mixup typically generates examples with
labels in the middle range of the train dataset. Remix (Chou et al., 2020) has been proposed to
alleviate these issues, but it is not suitable for regression tasks. Furthermore, in material science, the
primary interest is to discover new materials with excellent properties. These properties typically lie
in the tail part of the label distribution.

In this study, we introduced new data augmentation methods for combinatorial (non-Euclidean)
input with regression tasks (Fig. 1). The contributions of this study can be summarized as follows:

1. A mixup technique capable of extrapolation is proposed (ExtraMix). This broadens the
continuous label’s distribution. Unlike the existing mixup methods, ExtraMix has fewer
label-imbalancing problems.

2. Pseudo-label from the mixup methods can be optimized by decoder’s knowledge of con-
ditional variational auto-encoder (cVAE). This method not only improves the accuracy of
the pseudo-label, but also adjusts them so that the probability of the joint occurrence of
multi-label is maximized.

3. We proposed suitable mixup-based techniques for the molecular domain. We achieved
performance improvement even in difficult cases (phosphorescent OLED), large-sized
molecules with complex properties.

2 RELATED WORK, BACKGROUND

2.1 MIXUP FOR MOLECULAR DATA

Unlike data in the Euclidean space, interpolation of molecules is not simple. Because molecules can
be expressed as graphs, graph mixup methods can be applied to molecular data. Wang et al. (2021)
applied mixup in the latent space, whereas Guo & Mao (2021) and Park et al. (2022) directly applied
mixup in the input space. By contrast, Yoshimori (2021) and Han et al. (2022) transformed a graph(s)
in a class into a 2D matrix, and subsequently applied mixup. A unique characteristic of molecular
data is validity. Because not all graphs are valid molecules, creating valid molecules through mixup
is essential. Wang et al. (2021) and Yoshimori (2021) developed mixup latent variables that do not
correspond to actual graphs in the input space. Guo & Mao (2021), Park et al. (2022), and Han et al.
(2022) developed mixup graphs in the input space, but these are rarely valid in terms of molecules.
However, using generative models such as variational autoencoder (VAE) (Kingma et al., 2014) to
molecular mixup, can generate molecules with high validity (Kang & Cho, 2018; Kwon et al., 2022).

2.2 DEEP LEARNING APPROACHES FOR HANDLING MOLECULES

To handle molecular structures with deep learning models, representation design is crucial (Raghu-
nathan & Priyakumar, 2022). The graph structure is widely used to represent molecules because
mapping the atoms and bonds of molecules to nodes and edges of graph, respectively, is intuitive.
To learn graph representation, many graph neural networks (GNNs), such as GCN, GIN, GAT, and
DimeNet (Kipf & Welling, 2017; Veličković et al., 2018; Xu et al., 2019; Klicpera et al., 2020),
have been proposed. Molecular property prediction can be performed by applying the classification
or regression layers on the representation. The graph generative models exhibit complex character-
istics of graphs and generate likely graphs. With deep learning expected to directly design the target
molecules based on the data, the application of the graph generative models has attracted consid-
erable research attention (You et al., 2018; Liao et al., 2019; Yoo et al., 2020; Cao & Kipf, 2018;
Simonovsky & Komodakis, 2018; Jo et al., 2022).
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Figure 1: Proposed methods: from the latent points (zi and zj) of the two inputs obtained using the
encoder of cVAE, a new latent point(zmix) is generated in the outward direction by ExtraMix. The
mixed label (ymix) are optimized using the decoder’s knowledge (yOPt) with the fixed zmix. The
bottom figures reveal performance comparisons. The left image presents a label error of generated
samples (measurement: mean absolute error). The middle image is the label histogram of samples
generated by each method. The right image denotes predictor’s error when each generated dataset
was utilized with the train dataset (from OOD-y set of ZINC DB). The baseline was trained by only
the train dataset.

Simplified molecular input line entry system (SMILES) (Weininger, 1988), a string-based represen-
tation, is widley used to represent molecular structures. Because the method has limited expressive
power, graph representation is increasingly being used, particularly when 3D coordinates of atoms
are critical. However, it is easier to handle than graphs, and the powerful and fast models designed
to deal with the sequence data, such as transformers (Vaswani et al.) can be directly used without
any change. Moreover, in the domain in which 3D coordinates, which are time-consuming, are
not available, the performance of SMILES-based models is similar to that of graph-based models.
Becuase of such advantages, many researchers are still willing to use SMILES rather than graphs.

2.3 CONDITIONAL VARIATIONAL AUTO-ENCODER

The cVAE (Kang & Cho, 2018; Kingma et al., 2014) is designed to generate data given certain
conditions such as classes or labels. In the cVAE, input x is assumed to be generated from pθ(x|y, z)
conditioned on labels y and latent variable z. The prior distribution of z is assumed to be Gaussian
distribution, that is, p(z) = N (z|0, I). We use variational inference to approximate the posterior
distribution of z, given x and y, as follows

qφ(z|x, y) = N (z|µφ(x, y), diag(σφ(x, y))). (1)

From the perspective of the autoencoder, qφ(z|x, y) and pθ(x|y, z) are called encoder and decoder,
respectively. To handle string data, a structure, such as gated recurrent unit (GRU) (Cho et al., 2014)
or long short-term memory (LSTM) (Sak et al., 2014), is typically used. In this study, because the
transformer outperformed GRU and LSTM in cVAE, transformer encoders were used for µφ(x, y)
and σφ(x, y) and a transformer decoder was used for pθ(x|y, z). The objective of the cVAE is to
maximize evidence lower bound (ELBO), which is a lower bound of the marginal log-likelihood:

log pθ(x|y) ≥ Eqφ(z|x,y)[log pθ(x|y, z)]− KLD(qφ(·|x, y)||p(·)).
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We define Lrecon = −Eqφ(z|x,y)[log pθ(x|y, z)] because it can be considered a reconstruction loss.
Lreg = KLD(qφ(·|x, y)||p(·)) behaves like a regularizing term. In summary, parameters θ and φ are
optimized to minimize Ltotal = Lrecon + Lreg. Given target labels y, a new sample x having these
labels is generated as follows:

z ∼ p(z), x ∼ pθ(x|y, z). (2)

3 EXTRAPOLATABLE MIXUP AND LABEL OPTIMIZATION

Generally, mixup-based approaches for combinatorial input are performed on the latent space. How-
ever, if labels are continuous values, mixed labels are not used because they are unreliabe. According
to our study, cVAE can be used to obtain somewhat accurate mixed labels for regression. Herein,
we propose two techniques for more accurate data generation using cVAE.

3.1 EXTRAMIX

General mixup approaches are as follows:

xmix = λxi + (1− λ)xj , ymix = λyi + (1− λ)yj , (3)

where λ ∈ [0, 1]. Two points, (xi, yi) and (xj , yj) are randomly sampled from train (or real)
samples. Generally, labels y are one-hot vector. In these approaches, the features are assumed to
have a somewhat locally linear appearance in the input space-like convex set. Thus, the vicinity of
a specific x is assumed to have features similar to the x, and this result will be the same from the
label perspective. For instance, the regions in the direction of xj from xi have higher probability of
having the feature xj than the regions in other directions. With the same assumption, regions in the
direction opposite to xj in xi will have an increased probability of having the opposite features to xj .
If the form of label is a binary class, the meaning of the mixup could be difficult to interpret in the
opposite direction; however, it is clearer in the continuous value. (In Wei et al. (2022), negative label
smoothing for class was found to enhance classifiers.) Furthermore, a label distribution expansion
is critical for continuous labels than for class labels. The label distribution expansion is similar to
the generation of new classes.

To obtain diverse pseudo-data, we propose an extrapolatable mixup approach (ExtraMix). In this
study, because we focused on a non-Euclidean input, the mixup process was performed in the latent
space from the encoder of cVAE (zi = Encoder(xi), zj = Encoder(xj)). Two randomly sampled
data can be mixed as follows:

zmix = (1 + λ)zi − λzj , ymix = (1 + λ)yi − λyj , (4)

where λ ∈ [0, 1]. If the range of λ is changed to [−1, 0], the equation 4 is similar to the equa-
tion 3. After ExtraMix of two points, the decoder of cVAE generates xmix using zmix and ymix:
pθ(xmix|ymix, zmix). Here, ymix is both condition for cVAE and a pseudo-label of xmix. This sim-
ple method provides reliable distribution extensions of the label and input. Thus, ExtraMix clearly
reduces undesirable oscillations when predicting outside the train dataset’s label range.

3.2 LABEL OPTIMIZATION USING DECODER OF CVAE (YOPT)

Although cVAE generates some plausible mixed labels, the label error can be large as the number
of label types increases, and the labels do not exhibit a linear characteristic in the latent space. In
the cVAE, the decoder is a probability distribution of input x for given z and y. Here, y is generally
called a condition, but at some perspective it can be viewed as a deterministic part of z. After cVAE
was trained, the log-likelihood of whether specific zmix and ymix fit the decoder knowledge can be
checked. Instead of using log-likelihood, we can use the cross-entropy (CE) with the generated input
xmix as follows

CE(xmix, x) = −
∑

xmix log pθ(x|ymix, zmix) (5)

where xmix is one-hot vector from the decoder. Here, ymix is a label that will be used for the train
of predictors. Therefore, we are more interested in ymix than in zmix if xmix is valid. To obtain more
accurate ymix for xmix, ymix can be optimized by the gradient of equation 5.

ymixopt = ymix − γ
dCE(xmix, x)

dymix
, (6)
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where γ indicates a learning rate of gradient descent. From this process, an initial mixed label ymix
can be close to answer label. This method also reflects a relation information between the label
types if the cVAE condition is multi-dimensional (pθ(x|ymix1 , ymix2 , ..., ymixK , zmix), K: the number of

conditions). Not only ymix but also zmix can be optimized. For example, if an initial mixed label is to be
maintained, zmix can be optimized to minimize the entropy of predictions (=logit) of each token.

4 MIXUP STRATEGY FOR MOLECULAR DOMAIN

The mixup in molecule has many differences from the image domains. (1) Because the input is
one-hot vectors, and a valid structure is required, the latent space of generative models should be
used. (2) A generated molecule xmix does not map a unique point zmix. Thus, the method is not
one-to-one mapping. For instance, even if zmix = 0.9zi + 0.1zj , xmix having the same structure
as that of xi can be generated. This result can be removed by a novelty check. (3) For the same
reason as (2), a possibility that duplicate molecules with different ymix are generated during the
mixup process exists. To address this issue, the duplicated molecules are removed and an average of
all duplicated molecule’s mixed labels becomes the mixed label by ensemble (ymix,ens). According
to our experimental result, rather than randomly de-duplicating, using ymix,ens resulted in a slight
performance improvement. As such, unlike the image domain, a data augmentation efficiency is
somewhat lower because of novelty, uniqueness, and validity.

5 EXPERIMENT

5.1 DATABASE AND TARGET TASK

For non-Euclidean input with regression tasks, we selected ZINC 250K database (DB) (Kus-
ner et al., 2017). The input of molecule is SMILES (Weininger, 1988) and the vocabulary for
SMILES contains 39 symbols. The minimum, median, and maximum lengths of a SMILES string
in ZINC250K are 9, 44, and 120, respectively. It has three-type properties, namely molecule weight
(molwt), log Partition-coefficient (LogP) and Qualitative Estimate of Drug-likeness (QED), which
are continuous values. These properties’ average values of ZINC 250k DB are [331.4, 2.45, 0.73].
To analyze the performance in a small-data situation, we justified two-type evaluation sets. (1)
Random5k and Random25k. We randomly sampled 5,000 and 25,000 samples for the training
set from ZINC 250K DB, and each training set had validation and test sets. (2) OOD-y5k and
OOD-y25k: Out-of-distribution (OOD) domain set for property LogP. To justify the OOD set, 2,500
samples with the largest and smallest LogP value were defined as the testing set. Next, the valida-
tion set consisted of 2,500 samples with the largest and smallest LogP value of the remaining data.
After defining the validation and testing set, 5,000 and 25,000 samples of the remaining data were
randomly sampled as training set. The range of LogP of each set does not overlap. The specification
of OLED DB is described in Section 5.8.

5.2 MODEL STRUCTURE AND TRAINING PHASE

As reported in many papers, controlling the KL and reconstruction losses of VAE is critical. To
reduce a catastrophic forgetting, we applied controllable VAE (Shao et al., 2020) and empirically
found that setting the KL loss to approximately 20 is adequate in the molecular domain. The encoder
and decoder of VAE were implemented with the transformer structure, and each part had three
layers. The number of the latent variables is 100, and each VAE model was selected based on the
ELBO. For a high level of reconstruction power, we used a multi-decoder VAE (Kwon et al., 2022).
The results revealed approximately 40% smaller reconstruction loss compared with those of single-
decoder VAE. After VAE or conditional VAE models were trained, we generated new samples using
encoder and decoder. For a stable mixup of latent variables, the weight of mix λ was sampled from
Beta(0.2, 1.2).1 The learning rate for latent optimization γ was 0.001, and gradient descent was
performed in 50 steps.

1We experimented to detail the change of several metrics, such as validity, uniqueness, and novelty, accord-
ing to λ. As λ increased, validity decreased, but uniqueness and novelty increased. The label error of Mixup
was the smallest when Beta(0.2,1.2), and a valid ratio was 0.83.
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Table 1: Label error of generated molecules: yOpt+ indicates filtered database of deleting 5% sam-
ples with the largest reconstruction loss from the decoder. (30,000 samples for each method)

MAE trainDB: Random5k trainDB: Random25k trainDB: OOD-y 25k

Methods molwt LogP QED molwt LogP QED molwt LogP QED

VAE Mixup 31.861 1.317 0.100 21.014 1.020 0.090 24.739 1.033 0.124

cVAE

Mixup 11.021 0.563 0.077 7.237 0.467 0.070 8.475 0.511 0.087
MixupyOpt 9.485 0.513 0.076 6.609 0.446 0.076 7.253 0.453 0.084
MixupyOpt+ 9.337 0.504 0.075 6.464 0.438 0.074 7.035 0.449 0.083
ExtraMix 13.171 0.668 0.100 7.852 0.499 0.079 9.042 0.538 0.098

ExtraMixyOpt 11.449 0.618 0.102 6.943 0.469 0.083 7.744 0.484 0.096
ExtraMixyOpt+ 11.228 0.592 0.098 6.765 0.463 0.082 7.394 0.471 0.093

The predictor’s structure is almost similar to that of BERT (Devlin et al., 2018) and consists of an
eight-layer; each regression part of the property has two-layer multi-layer perceptron. Because we
consider molecular data, some differences exist. General molecules have many identical atom types.
Thus, many duplicates of the same vocab exist. Furthermore, each atom of a molecule is strongly
influenced by neighboring atoms. Therefore, we removed a position embedding part and added a
relative positional encoding (Shaw et al., 2018) (k = 5).

All models were trained using the Adam optimizer (Ruder, 2016) with β1 = 0.9, β2 = 0.999, and
= 10−6, and we applied a polynomial decay (end learning rate = 0.0). Each model’s batch size was
128. Initial learning rates for cVAE and predictors were 10−4 and 10−3, respectively.

5.3 EVALUATION: LABEL ACCURACY

In data augmentation, (pseudo-) label accuracy is critical. However, checking the label accuracy in
real world is difficult when labels are obtained through high cost experiments. By contrast, ZINC
DB’s labels are simulation values, so the simulated result from RDkit (Landrum) can be considered
the answer label. In this subsection, the simulation value is assumed to be the correct answer.
Two baselines, namely VAE-Mixup and cVAE-Mixup, were used. VAE-Mixup indicates samples
that were generated by VAE with interpolation-based mixup. cVAE-Mixup denotes samples that
were generated by conditional VAE with interpolation-based mixup. As seen in Table 1, cVAE-
Mixup is considerably better than VAE-Mixup. Among cVAE results, except for QED property,
yOpt has always revealed better results. Extramix results revealed that the inside region of two
points on manifold can represent better than the outer region of two points on manifold. Despite
these results, the reason why Extramix is preferred for regression models will be analyzed in the
following subsections.

5.4 EVALUATION: CHEMICAL AND LABEL DISTRIBUTIONS

The latent variables were transfer to 2-dimensional value (Van der Maaten & Hinton, 2008). The left
part of Fig. 2 shows distributions of each database. Samples from Mixup are more close to the train
samples than samples from ExtraMix. Because ExtraMix generates some OOD samples, its mixed
label accuracy can be worse than that of Mixup.

The expansion of the label distribution is also very important for the predictive models. The range
of pseudo-labels and answer labels can be analyzed through the OOD-y5k set. The right part of Fig.
2 reveals the label range of each database. Mixup cannot generate samples outside the label range of
the train set. As Mixup is not perfect, some generated samples show OOD-y value according to the
answer value by RDkit. From this analysis, we can confirm that ExtraMix’s coverage is considerably
wider in terms of labels. Thus, the samples generated by ExtraMix are more helpful in predicting
OOD samples than those obtained from Mixup if they exhibit a similar pseudo-label accuracy.

5.5 EVALUATION: LABEL-BALANCING

In general, many samples are present in a specific region (=many-shot region). In this case, the
predictive accuracy of the many-shot region is excellent. However, it is likely to be low in the region
with small number of samples (few-shot region). In a domain, such as new material discovery,
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Figure 3: Histograms of labels (Left: molwt, Right: LogP): Mixup has increased the label imbal-
ancing issue. ExtraMix generated some samples in a few-shot region.

prediction accuracy in a few-shot region is more crucial than that in many-shot region. To analyze
this, we prepared histograms of molwt and LogP, as shown in Fig. 3 (Random5k). Mixup reveals
severe label imbalance than the training set by generating samples in almost many-shot regions.
However, ExtraMix produced samples in diverse areas. Table 2 confirms this result. ExtraMix
shows higher standard deviation than that of Mixup. Thus, the labels of ExtraMix are more balanced
than those of Mixup.

5.6 EVALUATION: EXAMPLES OF MIXUP DATA

Examples of generated molecules are displayed in Fig. 4. Two molecules were randomly sampled,
and five molecules were generated by two real samples. The leftmost molecule has “Br” as in Sample
1, but the rest of the generated molecules do not have “Br”. In the three generated molecules close
to Sample 1, “O” exists at the end part, as in Sample 1. By contrast, the three molecules close to
Sample 2 have a ring structure with two “N” as in Sample 2. The tendency of the structure change
according to the change in the latent value was observed in our experiments.

5.7 EVALUATION: PROPERTY PREDICTOR - ZINC DB

To utilize the generated samples with pseudo-labels, we used a regression loss of the generated
DB as pre-training. The baseline was trained by only the train DB, and the others were sequen-
tially trained using each generated DB and the train DB. All predictive models were trained by
molwt, LogP and QED, simultaneously (multi-task learning). Table 3 shows each method’s predic-
tive error through mean absolute error (MAE). Each figure in Table 3 is the average value of five
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Table 2: Mean and standard deviations of labels.
molwt LogP QED

Mean Std Mean Std Mean Std
Train set 331.40 61.48 2.45 1.43 0.73 0.14
Mixup 323.31 47.59 2.40 1.07 0.72 0.11

ExtraMixyOpt 310.87 78.66 2.42 1.85 0.76 0.18

train sample 1 train sample 2

latent space

Generated molecules by two training samples (with pseudo-label)

molWt, LogP, QED = 426.3, 3.70, 0.38 molWt, LogP, QED = 338.4, 2.04, 0.74

438.8, 3.82, 0.24

383.7, 2.90, 0.58

362.4, 2.73, 0.68
346.1, 2.64, 0.70

321.6, 1.76, 0.84

Figure 4: Example molecules generated by Mixup and ExtraMix: We selected two samples from
Random5k. Upper molecules were generated from the weighted sum of two latent variable. Red
points denote the results of ExtraMix.

trials. Because molecules generated by VAE exhibit very low label accuracy (Table 1), they achieved
poor performance when used in predictive model training (Random5k, MAE: molwt 31.156, LogP
1.133, QED 0.103). ExtraMixyOpt outperformed the other methods. [Mixup+ExtraMix]yOpt is the
result when both MixupyOpt and ExtraMixyOpt were used to pre-train. Table 3 also reveals a result of
OOD-y cases. In case of OOD-y25k, although Mixup and MixupyOpt achieved worse performance
than that of Baseline, ExtraMix and ExtraMixyOpt outperformed Baseline. Because masked language
model (MLM) loss can be applied to SMILES, pre-trained model using MLM loss was prepared by
Mixup and ExtraMix samples (Random25k). When [Mixup+ExtraMix]yOpt was trained from the
pre-trained model using MLM loss, the predictor performed better than before (LogP MAE 0.0594
→ 0.0423).

Figure 5: Examples of phosphorescent OLED
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Table 3: Predictive error (MAE): Average of five trials presented in each figure. All mixup-based
methods used cVAE.

trainDB Random5k Random25k OOD-y5k OOD-y25k
Methods molwt LogP QED molwt LogP QED LogP LogP
Baseline 1.5990 0.1519 0.0294 0.9505 0.0718 0.0108 0.9476 0.7110
Mixup 1.5789 0.1420 0.0288 0.9472 0.0611 0.0088 0.9292 0.7119

MixupyOpt 1.6489 0.1371 0.0279 0.9744 0.0612 0.0090 0.8950 0.7194
ExtraMix 1.6318 0.1370 0.0287 0.9546 0.0624 0.0091 0.9106 0.6830

ExtraMixyOpt 1.5856 0.1347 0.0280 0.8884 0.0589 0.0082 0.8857 0.6742
[Mixup+ExtraMix]yOpt 1.5745 0.1323 0.0270 0.9038 0.0594 0.0085 0.8955 0.6881

Table 4: Predictive accuracy (R2) of phosphorescent OLED: Each method used the same pre-trained
model which trained masked language model loss.

OLED dopant R2

Methods Area Peak Ts Orientation average
Baseline 0.6267 0.9118 0.5917 0.7184 0.7121
Mixup 0.6487 0.9029 0.6151 0.7128 0.7199

[Mixup+ExtraMix]yOpt 0.6540 0.9117 0.6632 0.7269 0.7389

5.8 EVALUATION: PROPERTY PREDICTOR - PHOSPHORESCENT OLED

Phosphorescent OLED is widely used in the current industry, and it is on averagely about 3-time
bigger size than ZINC 250k DB. Because the material has one metallic atom, such as Iridium or
Platinum, its physical mechanism is more complex than that of other organic molecules. Further-
more, calculating relevant properties is difficult or impossible with existing simulators. Moreover,
because these materials are expensive to synthesize and evaluate, limited data are available. These
data are usually private, and therefore, they are not publicly available. Only a few samples, in Fig.
5, can be published. The approximate specifications of our OLED DB are as follows. Approximate
1,000 ∼ 2,000 samples, which have over ten types of properties, were obtained from synthesis and
evaluation in the laboratory. In addition, approximately 100,000 ∼ 200,000 samples with only sim-
ulated properties, such as homo, and lumo, were considered. This simulated DB was used for the
pre-training stage. The average and maximum number of atom without hydrogen were 64.7 and 108,
respectively (the maximum lengths of SMILES is 314). Among several properties, we focused on
four properties, namely emission spectra shape (normalized Area), central wavelength (Peak), sub-
limation temperature (Ts), and Orientation. Area and Peak are related to a efficiency and color. Ts is
the temperature required to deposit phosphorescent OLED on the OLED device, and Orientation is
a property related to luminous efficiency. To summarize, in this subsection, we compared Baseline,
Mixup and [Mixup+ExtraMix]yOpt. All methods used the same pre-trained model by simulated DB.
The measurement is R2 because inter molecular trends are more crucial than accurate predictions in
this domain. Table 4 details the property prediction’s accuracy in terms of R2. On average, Mixup
without yOpt outperformed Baseline. However the improvement was 0.0078, which was smaller
than that of [Mixup+ExtraMix]yOpt, which was 0.0268. In particular, the proposed method exhibited
excellent performance improvement in Ts. From this evaluation, we confirmed that our proposed
method works well in large-sized molecules with highly complex properties.

6 CONCLUSION

In this study, novel data augmentation methods were introduced for non-Euclidean data with regres-
sion tasks. These methods are based on the mixup approach. The proposed methods can be used to
expand data distribution to outside the training set with a proper continuous label, alleviate the data
imbalance, and enable data augmentation in the OOD domain or the few shot regions. Moreover,
the proposed methods can optimize an initial mixed label using decoder knowledge of generative
models. We can also use the relation information between multi-condition (multi-label) from the
decoder. The methods exhibited several meaningful results. In particular, the predictive models out-
performed the interpolation-based mixup. Moreover, we confirmed that the methods are effective
even in high-complexity domains, such as phosphorescent OLED.

9



Under review as a conference paper at ICLR 2023

REFERENCES

Zachary J. Baum, Xiang Yu, Philippe Y. Ayala, Yanan Zhao, Steven P. Watkins, and Qiongqiong
Zhou. Artificial intelligence in chemistry: Current trends and future directions. Journal of Chem-
ical Information and Modeling, 61:3197–3212, 2021.

Nicola De Cao and Thomas Kipf. Molgan: An implicit generative model for small molecular graphs.
In ICML 2018 workshop on Theoretical Foundations and Applications of Deep Generative Mod-
els, 2018.
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