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Abstract

A good initialization of deep learning models is es-
sential since it can help them converge better and
faster. One recent and underexplored approach
to a good initialization is to use Graph HyperNet-
works (GHNs) to predict good model parameters
given its computational graph. One key limita-
tion of GHNs is that for very wide networks a
GHN copies small predicted chunks of param-
eters multiple times and requires an extremely
large number of parameters to support full predic-
tion, which greatly hinders its adoption in practice.
To address this limitation, we propose LOGAH
(Low-rank GrAph Hypernetworks), a GHN with
a low-rank parameter decoder that expands to sig-
nificantly wider networks without requiring as
excessive increase of parameters as in previous
attempts. LOGAH allows us to predict the pa-
rameters of large neural networks in a memory-
efficient manner. We show that vision models
(i.e., ViT) initialized with LOGAH achieve better
performance than those initialized randomly or
using existing GHNs.

1. Introduction
A good initialization has always been essential to achieve
optimal model performance (Glorot and Bengio, 2010; He
et al., 2015; Mishkin and Matas, 2015; Huang et al., 2020).
However, to train recent large vision and language models
practitioners favor simple random-based initialization and
focus on other aspects to increase performance, such as scale
of data and models (Radford et al., 2018; Touvron et al.,
2023; AI@Meta, 2024; Dosovitskiy et al., 2021; Dehghani
et al., 2023). In general, the aspects like network architec-
tures and datasets remain similar, e.g. Transformer-based
architectures (Vaswani et al., 2023) and ImageNet (Rus-
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Figure 1: Comparison of parameter counts between GHN-3
and LOGAH. GHN-3 requires a larger hidden dimension to
support wider networks (x axis), which increases the size of
GHN-3 exponentially (y axis).

sakovsky et al., 2015) (for vision) or The Pile (Gao et al.,
2020) (for language) datasets.

Leveraging this prior knowledge of the architecture and
dataset may help to initialize models in a much stronger
way. One potential approach to do so is Graph HyperNet-
works (GHNs) (Zhang et al., 2018; Knyazev et al., 2021;
2023). This approach allows one to predict initial param-
eters of neural networks to converge faster and/or achieve
better performance. Using a set of neural network architec-
tures {fG} as training data, GHN HD, parameterized by θ,
is trained to predict the parameters of these neural networks
(wpred = HD(f

G, θ)) to minimize the loss function on the
dataset D. The predicted wpred can serve as a stronger initial-
ization compared to random-based initialization methods.
The key strength of GHNs is that a trained GHN HD can
predict parameters well even for unseen (e.g. wider and
deeper) networks.

However, to predict parameters for very wide networks (of-
ten with a large number of parameters), previous GHNs
(Knyazev et al., 2021; 2023) had to copy small chunks of
parameters multiple times instead of fully predicting them
due to the sheer amount of parameters required to predict
all parameters, thus significantly limiting the performance
of the resulting networks. Furthermore, to unlock the capa-
bility of predicting parameters of a larger size, GHNs need
larger hidden sizes d, leading to an exponential increase in
the number of parameters growing as O(d3) (Figure 1).

To overcome this limitation, we propose LOGAH, a GHN
with a low-rank parameter decoder. This novel approach not
only supports significantly wider networks but also does so
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without requiring an excessive number of parameters grow-
ing as O(d2) instead of O(d3). For instance, our smallest
LOGAH-TINY has only 2.5M parameters, yet it can predict
parameters with up to 2048 channels, including ViT-Large
(in 307M Parameters), without copying parameters.

In this work, we make the following contributions:

• We propose LOGAH with an improved low-rank decoder
that is more scalable and can predict parameters of large
networks without copying while having fewer trainable
parameters and a lower training cost (Section 3).

• We create a new dataset of small ViT architectures, al-
lowing GHNs to be trained on Transformers for vision
tasks (Section 4). LOGAH shows excellent generalized
capability on larger models.

• We outperform GHN-3 (Knyazev et al., 2023) as an ini-
tialization approach in multiple vision tasks by predicting
more diverse and performant parameters (Section 5).

2. Preliminaries
2.1. Graph HyperNetworks

Graph HyperNetworks (GHNs) (Zhang et al., 2020;
Knyazev et al., 2021) are widely used for neural networks’
parameter prediction. The input fed to GHN HD(θ) is a
computational graph fG of a neural network f ; GHN pre-
dicts its parameters wpred = HD(f

G; θ), where D is the
training dataset. In our paper, f can be a ViT model (Doso-
vitskiy et al., 2021), and D can be the image classification
task (i.e., CIFAR and ImageNet.).

Knyazev et al. (2021; 2023) trained GHN HD by Adam
over M training architectures {fG

a }Ma=1 and N training data
samples {xj , yj}Nj=1 on the following optimization problem:

argmin
θ

1

NM

N∑
j=1

M∑
a=1

L(fa(xj ;HD(f
G
a ; θ)), yj). (1)

A meta-batch of m training architectures is sampled in the
training stage where HD predicts parameters. Meanwhile,
a mini-batch of n training samples x is sampled and fed
into the parameter-predicted m architectures to get m ×
n predictions. The cross-entropy loss L is computed for
classification task. Afterwards, the loss is back-propagated
to update the parameters θ of HD by gradient descent. In
our work, we created VITS-1K datasets, consisting of 1K
small training architectures, for predicting parameters for
larger ViT models. We describe the details in Section 4.

The computational graph fG = (V,E) for input is a Di-
rected Acyclic Graph (DAG), where V denotes the op-
erations (e.g., pooling, self-attention, etc.), and E corre-
sponds to the forward pass flow of inputs through f . The
d-dimensional node features H(1) ∈ R|V |×d are obtained by
an embedding layer (i-th node: h(1)

i = Embed(h(0)
i ), where

h(0)
i is a one-hot vector representing an operation) and fed as

the input for GHN. In GHN-3 (Knyazev et al., 2023), after
L Graphormer layers (Ying et al., 2021), the node features
H(L) ∈ R|V |×d are fed to the decoder described below.

2.2. GHN Decoder

Knyazev et al. (2021; 2023) have the decoder based on a
simple MLP predicting a tensor of shape d× d× 16× 16,
where d is relatively small (d = 384 even in the largest
GHN-3). The decoder takes the output node features of
the last Graphormer layer to predict parameters wpred. This
tensor is copied when the target weight has a larger d or
sliced when the target is smaller. The parameter count of the
decoder in GHN-3 (Knyazev et al., 2021; 2023)1 PGHN is:

8d3 + 4d2 × 16× 16 + 32d2 + d× num class. (2)

3. Scalable Graph HyperNetworks: LOGAH
Our LOGAH model improves on the following aspects: (1)
designing a novel low-rank decoder not only with fewer
amounts of parameters, but also avoiding inefficient param-
eter repetitions on prediction, (2) supporting larger models
(often wider) prediction without involving extremely larger
amounts of parameters as in previous works, e.g. LOGAH-
TINY with only 2.5M parameters can in principle support
ViT-Large or larger, while existing methods (Knyazev et al.,
2023) would require ∼ 104M parameters.

Low-Rank Decoder. In Knyazev et al. (2023), the final
output dimensionality of the decoder is d×d×h×w, where
d can be 64 or 128, and typically h = w = 16. The key
problem is that for large networks, the tensor needs to be
repeated to fill all channels because d is small.

Considering a convolutional weight W with size: (Cout ×
Cin × h×w), we can reshape it into a matrix W of (Cout ·
h)× (Cin · w) where h,w are much smaller than Cout and
Cin. Inspired by (Hu et al., 2021), we can now introduce the
low-rank decomposition: W = AB ∈ R(Cout·h)×(Cin·w),
where A ∈ R(Cout·h)×r, B ∈ Rr×(Cin·w), r denotes the
low-rank. In this way, we reduce the amounts of parameters
from Cout · Cin · h · w to r · ((Cout · h) + (Cin · w)).
Therefore, the whole process is as follows: after the MLPs
(multilayer perceptron) the input H(L) ∈ R|V |×d is trans-
formed into W̃ ∈ R|V |×2K×r:

W̃ = MLP(H(L)) ∈ R|V |×2K×r, (3)

where K := max(Cout · h,Cin · w), so that we can avoid
repetition operations in GHN-3. Then we split W̃ into two
matrices A,BT ∈ R|V |×K×r and only take the needed bits

1Please refer to Appendix C and https://github.com/
SamsungSAILMontreal/ghn3/blob/main/ghn3/nn.
py for more details
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to construct W = AB. The architecture of the MLPs is
shown in Appendix E, which involves the low-rank transfor-
mation inside. In this way, the number of parameters in the
decoder of LOGAH is:

PLOGAH = 4d2 + 32d2 + 8d× 2r2 + r ×K. (4)

Theoretically, we can fix r as a much smaller constant hy-
perparameter than d, then Equation 4 would be in O(d2),
less than the complexity of original GHN’s decoder O(d3).
In practice, considering a small rank r would hinder the
model’s performance, so we set it to r ≈ d

2 as an increase
of d. Under this setting, we compare the amounts of two
decoder’s parameters in detail as follows.

#Parameters Reduction. Without loss of generality, we
assume K = Cout · h, and in our following settings for
low-rank r (details in Table 3 in Appendix D)2: r ≈ d

2 .
Then PGHN − PLOGAH we obtain:

∆P = PGHN − PLOGAH (5)

= 4d2 × (162 − 1)−r × Cout · h (6)

+ 8d× (d2 − 2r2) + d× num class. (7)

Since r ≈ d/2, 162 − 1 ≈ 162, and in our experiments we
set K = max(Cout · h,Cin · w) = 2048 · 16, we can just
compare the first term and second term in Eqn . (7):

∆1 = 4d2 × (162 − 1)−r × Cout · h (8)

≈ 4d2 × 162 − d× 1024 · 16 (9)
= 16d · (64d− 1024). (10)

Therefore, ∆1 > 0 since in our settings d = 64, 128, 256,
etc, which means that LOGAH’s decoder requires fewer
parameters (∆P > 0), even if we let r increase with d.

Due to the low-rank mechanism, LOGAH can support pre-
dicting the parameter tensors with a larger shape but with
fewer parameters. The parameters comparison between dif-
ferent versions of GHN-3 and LOGAH is shown in Figure
1. Since GHN-3 can only support the predicted parameters
as the same width as the hidden dimension d, we fit the
curve of GHN-3 and obtain the potential number of parame-
ters needed to fully predict parameters with larger shapes.
Compared to GHN-3, our LOGAH can support wider ten-
sor shapes with much fewer parameters, which can support
larger and wider models in practice (referring to Table 4).

4. VITS-1K Datasets
For sampling training architectures in previous GHNs,
Knyazev et al. (2021) built DeepNets-1M, a dataset of 1
million diverse computational graphs. While DeepNets-
1M contains architectures with transformer layers, in most

2Although in LOGAH-LARGE setting: d = r = 256, Eqn.
(10) will obtain 16d · (64d− 2048) > 0 since d is very large.

cases their transformer layers are mixed with other layers
due to the random-based computational graph generation,
so DeepNets-1M is not optimal to train a GHN for pre-
dicting ViT parameters. Therefore we introduce VITS-1K,
containing 1K different ViT-style computational graphs, par-
ticularly for training GHNs to predict ViT parameters.

VITS-1K. We produce diverse ViT models by varying
the number of layers L, heads H and hidden dimension D.
Since ViT models have different scale versions (as illus-
trated in Table 4 of Appendix F), we also need to ensure that
our training architectures will be diverse enough and uni-
formly distributed in terms of parameter count. Therefore,
when generating these architectures, for deeper networks
(with more layers) we control them to be narrower (with a
smaller hidden dimension) and vice versa. Figure 5 shows
the distribution of the amounts of parameters in VITS-1K,
which is almost uniformly distributed and the maximum
parameters of these architectures are restricted to 10M (only
around of half of ViT-Small’s parameters). The details of
VITS-1K dataset’s generation can be found in Appendix H.

5. Experiments
We evaluate if neural networks initialized with the param-
eters wpred predicted by LOGAH can perform better than
those by GHN-3 and random initialization after training.

LOGAH Variants. We design four different scales of LO-
GAH from TINY to LARGE, by gradually increasing the
number of layers L, hidden dimension d, heads H , as well
as the low-rank r. We also vary the meta-batch size m for
training GHN-3 and LOGAH, indicated at the end of the
model name (e.g. /M1). We compare the number of pa-
rameters and estimate the training time difference between
LOGAH with GHN-3, shown in Table 3. We highlight that
GHN-3 and LOGAH are trained only once on each dataset,
so that the same model can predict parameters for many ar-
chitectures making the training cost of GHN-3 and LOGAH
amortized. Both GHN-3 and LOGAH are trained on the
VITS-1K architectures for fair comparison. The details of
GHN training setup is illustrated in Appendix I.

We test ViT-small and ViT-base on CIFAR-10, CIFAR-100
(Krizhevsky et al., 2009), and ILSVRC-2012 ImageNet
(Russakovsky et al., 2015) with different initialization meth-
ods: (1) random initialization (RANDINIT) implemented by
default in PyTorch, (2) orthogonal initialization (ORTHINIT)
(Saxe et al., 2014), (3) parameters predicted by GHN-3, and
(4) parameters predicted by LOGAH. We acknowledge that
there are many other strong initialization methods (Dauphin
and Schoenholz, 2019; Zhang et al., 2019; Trockman and
Kolter, 2023) that we do not compare to. In this short work,
we mainly aim to outperform GHN-3 which already out-
performed such strong methods as (Zhu et al., 2021; Yang
et al., 2022).
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5.1. Experiments on CIFAR-100
In the CIFAR-100 task, we train LOGAH-TINY-M1 and
LOGAH-SMALL-M1. The results are shown Table 1.
Low-rank decoder is more effective. Although LOGAH-
SMALL has only 21.4M parameters, it achieves the best
performance in ViT-Small and ViT-Base, much better than
GHN-3-Large, which is almost 10× larger. In detail, we
gain +0.53 and +5.39 in accuracy on ViT-Small and ViT-
Base respectively vs the best baseline. Additionally, in ViT-
Small, LOGAH-TINY-M1 is worse than GHN-3-Small and
GHN-3-Large, which may imply that there is no significant
difference when initializing smaller models. However, when
the model size turns larger, the improvement becomes more
obvious, from 53.95 by RANDINIT to 56.42 by LOGAH-
TINY-M1, while GHN-3-Large only achieves 52.80.

Table 1: CIFAR-100 top-1 accuracy (%) on ViT-Small and
ViT-Base in different initialization settings. ViT models are
trained for 100 epochs in each initialization setting.

Initialization CIFAR-100
ViT-Small ViT-Base

RANDINIT 53.97 53.95
ORTHINIT 49.76 48.38

GHN-3-T/m1 54.20 51.83
GHN-3-S/m1 55.57 52.71

GHN-3-L/m1 55.65 52.80

LOGAH-T/M1 54.47 56.42
LOGAH-S/M1 56.18 59.34

LOGAH-T/M8 57.48 58.52
LOGAH-S/M8 59.67 60.11

Increasing meta-batch can boost performances further.
When setting meta-batch m = 1, we have already ob-
served a huge improvement in both ViT-Small and ViT-Base.
Now we investigate whether increasing the meta batch size
can further boost the performance. Specifically, we train
LOGAH-TINY and LOGAH-SMALL with m = 4, 8 on the
CIFAR-100 task, and then evaluate them.

The results are shown in Figure 6 and Figure 7 (in Ap-
pendix J). Increasing m can steadily stimulate the potential
of LOGAH. For example, LOGAH-TINY-M8 with 2.5M
parameters can achieve 57.48 in ViT-Small and 58.52 in ViT-
Base, compared with 55.65 and 52.80 via GHN-3-Large in
214.7M parameters.

5.2. Experiments on ImageNet
Based from experiment results on CIFAR-100, on ImageNet
we train LOGAH with meta-batch size m = 8 directly.
The evaluation results are shown in Table 2. With the in-
crease of the LOGAH’s scale, we can observe a steady
improvement on the top-1 accuracy. LOGAH-LARGE/M8
achieves +1.95 and +1.01 enhancement over ORTHINIT
on ViT-Small and ViT-Base, respectively.

The training loss, training top-1 accuracy and validation
top-1 accuracy of ViT-Small on ImageNet initialized by
RANDINIT and LOGAH-L/M8 are presented in Figure 2.

Table 2: ImageNet top-1 accuracy (%) on ViT-Small, ViT-
Base, and ViT-Large in different initialization settings.

Initialization ImageNet
ViT-Small ViT-Base

RANDINIT (1 Epoch) 8.93 5.95
ORTHINIT (1 Epoch) 6.04 9.84
LOGAH-S/M8 (1 Epoch) 32.65 11.00
LOGAH-B/M8 (1 Epoch) 37.68 9.37
LOGAH-L/M8 (1 Epoch) 31.74 11.08

RANDINIT (50 Epochs) 62.04 62.53
ORTHINIT (50 Epochs) 62.08 62.96
LOGAH-S/M8 (50 Epochs) 62.65 63.74
LOGAH-B/M8 (50 Epochs) 63.01 63.80
LOGAH-L/M8 (50 Epochs) 64.03 63.97

Figure 2: Loss and accuracy curves of ViT-Small compar-
isons between RANDINIT and LOGAH-L/M8 on ImageNet.

LOGAH-initialization can speed up the convergence and
accuracy improvement at the early steps.

5.3. Transfer Learning Experiments
In this section, we explore the setting when LOGAH is
trained on one dataset, but the predicted initialization is
transferred to another dataset. We conduct the transfer learn-
ing experiments from CIFAR-100 to CIFAR-10, and from
ImageNet to CIFAR-100.
CIFAR-100 to CIAFR-10. For transferring to CIFAR-10,
we re-initialize the classification layer of ViT-Small or ViT-
Base using a Kaiming normal distribution (He et al., 2015)
with 10 outputs. Then we train the entire network for 100
epochs. The results are presented in Figure 8 in Appendix K.
LOGAH trained on CIFAR-100 predicts initialization that
is useful for CIFAR-10 improving on RANDINIT and OR-
THINIT, which implies that LOGAH has transfer learning
ability across different tasks in similar data distributions.
ImageNet to CIFAR-100. We keep the same setting as
above. The results are shown in Figure 9 and Figure 10 in
Appendix L. In this case LOGAH initialization does not
transfer as well. This may be due to a larger distribution
shift compared to our CIFAR-100 → CIFAR-10 experiment,
which requires more investigation in future work.

6. Conclusion
In this work, we propose LOGAH, a low-rank Graph Hy-
perNetwork (GHN) that provides a strong initialization for
ViTs. We believe that data-driven initialization methods
have a lot of potential to reduce training costs, which is
especially important for large costly models. Our approach
could be potentially further improved by training LoGAH on
larger and more diverse ViT architectures. We also believe
our approach is promising for the language transformers.
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A. Related Work
Large Models Pretraining. The large-scale pretrained
models first appeared in the NLP field (Yin et al., 2022;
Guo et al., 2022). The improvement and success are
mainly attributed to self-supervised learning and Trans-
former (Vaswani et al., 2023). More and more large lan-
guage models are developed based on it, extending to larger
sizes for better performance under pretraining with mas-
sive data (Devlin et al., 2019; Brown et al., 2020; Touvron
et al., 2023). Inspired by the advancement of Transformer,
many Transformer-based vision models are also proposed,
and some pretraining methods have been explored (Dosovit-
skiy et al., 2021; Carion et al., 2020; He et al., 2021; Chen
et al., 2020). Our work focuses on predicting parameters for
two Transformer-based models (ViT and GPT-2) to reduce
pretraining costs.

Parameter Prediction. Hypernetworks (Ha et al., 2016)
are often leveraged for predicting model’s parameter. Many
research works have extended the hypernetwork’s capability
to generalize on unseen architectures (Zhang et al., 2018;
Nirkin et al., 2021; Knyazev et al., 2021), datasets (Re-
queima et al., 2020; Lin et al., 2021; Zhmoginov et al., 2022;
Kirsch et al., 2024), or to generate interpretable networks
(Liao et al., 2023). Our paper is also based on Graph Hyper-
Networks (GHNs), but overcomes the extreme increase of
parameters needed in previous GHNs. LOGAH can support
larger models with just 1% parameters, showing a better
ability to predict parameters for larger networks.

Initialization and Learning to Grow Models. Several
methods have improved on random initialization by learning
from data (Dauphin and Schoenholz, 2019; Yang et al.,
2022). However, GHN-3 (Knyazev et al., 2023) showed
better performance making it a favourable approach to build
on. Other methods learn to initialize a bigger model from
a smaller pretrained model (Evci et al., 2022; Wang et al.,
2023). These methods reduce training time, however, a
smaller pretrained model of exactly the same architecture

as the target model is not always available, which limits the
approach.

B. Limitations
Although our model LOGAH shows outstanding perfor-
mances compared to GHN-3 and other random initialization
methods across the extensive experiments, there are still
limitations. We also conduct the experiments on language
tasks, however, we find it is difficult to observe the similar
improvement on the language modelling, which indicate that
the architecture of LOGAH may be required to be adapted
to language models. Furthermore, to predict parameters for
drastically novel architectures (e.g. (Gu and Dao, 2023)),
the GHN might be needed to be trained to avoid a big distri-
bution shift. In future work, it would be intriguing to show
LOGAH’s ability on modern LLMs (Touvron et al., 2023).

C. Details of the amounts of parameters of
decoders in GHN-3

The theory amount of parameters of decoders in GHN-3 is
shown below:

4× in feature × d× h× w + MLP d1 × MLP d2 (11)

+ MLP d2 × d2 + d× num class (12)

where in feature is the input feature’s dimension of the de-
coder (set as d in GHN-3), and MLP d1,MLP d2 denote the
dimension of 1st and 2nd layers of MLP (set as 4d and 8d in
experiments respectively), h,w are the last two dimensions
of the predicted tensor’s shape (set as 16) and num class
is the number of classes of the dataset. Thereby, we can
simplify Equation (11) to (2).

D. Details of LOGAH variants and GHN-3
variants.

We include the details of LOGAH and GHN-3 in different
scales, in Table 3.

E. Details of MLPs in the decoder of LOGAH
The MLPs has 4 layers and the activation function σ(·) is
ReLU (Fukushima, 1975):

x = M3

(
σ

(
M2

(
σ
(
M1(H)

))))
(13)

x = reshape(x) ∈ R|V |×2r×r (14)

x = reshape
(
M4(σ(x))

)
∈ R|V |×2K×r (15)
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Table 3: Details of LOGAH variants and GHN-3 variants. All LOGAH variants are set with K = 2048 · 16. We estimate
the train time of each model based on meta-batch m = 1 and the CIFAR-100 dataset for 300 epochs.

Model r L d H Max Width P Train Time

LoGAH-Tiny 32 3 64 8 2048 2.5M 7.05h
LoGAH-Small 90 5 128 16 2048 21.4M 7.25h
LoGAH-Base 128 5 256 16 2048 78.2M 10.30h
LoGAH-Large 256 12 256 16 2048 289.4M 21.0h

GHN-3-Tiny - 3 64 8 64 6.9M 7.20h
GHN-3-Small - 5 128 16 128 35.8M 7.75h
GHN-3-Large - 12 256 16 256 214.7M 12.40h
GHN-3-XLarge - 24 384 16 384 654.4M 24.0h

where Mi, i ∈ {1, 2, 3, 4} are learnable matrices:

M1 ∈ Rd×4d,M2 ∈ R4d×8d

M3 ∈ R8d×2r2 ,M4 ∈ Rr×K

We also provide the code implementation of it as shown in
Figure 3.

F. Details of variants of ViT models
We provide the details of ViT in different sizes. L,D,H, P
denotes the numbers of layers, heads, hidden dimension and
parameters, respectively.

Model L D MLP size H P

ViT-S 12 384 1536 6 22M
ViT-B 12 768 3072 12 86M
ViT-L 24 1024 4096 16 307M

Table 4: Details of ViT variants

G. Distribution of VITS-1K datasets
The distributions of VITS-1K is shown in Figure 5.

H. Details of generating VITS-1K dataset
As mentioned above, we change the values in layers L,
heads H , and hidden dimension D of ViT, as well as restrict-
ing these models size. The details are shown in Figure 4.

I. Details of GHN Training Setup.
The GHN models, including GHN-3 and our LOGAH, are
trained for 300 epochs on VITS-1K. In detail, we con-
duct experiments on the following datasets: CIFAR-100
(Krizhevsky et al., 2009) (with batch size b = 64) and
ILSVRC-2012 ImageNet (Russakovsky et al., 2015) (with
batch size b = 128). When setting meta-batch m = 1, we
train the models using automatic mixed precision in PyTorch

with a cosine annealing learning rate schedule starting at
lr = 1e−3, weight decay λ = 1e−2, and predicted param-
eter regularization γ = 3e−5 (Knyazev et al., 2023). All
GHN models, including GHN-3 and LOGAH, are trained
separately on each task dataset.

J. Performances of LOGAH-TINY/SMALL
trained by different meta-batch m in and
ViT-Small and ViT-Base on CIFAR-100.

The performances of LOGAH-TINY/SMALL with different
meta-batch in ViT-Small and ViT-Base on CIFAR-100 are
presented in Figure 7.

K. Transfer experiments from CIFAR-100 to
CIFAR-10

The transfer learning experiments from CIFAR-100 to
CIFAR-10 on ViT-Small is presented in Figure 8.

L. Transfer experiments from ImageNet to
CIFAR-100

The transfer learning experiments from ImageNet to CIFAR-
100 on ViT-Small and ViT-Base are shown in Figure 9 and
Figure 10.
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class ConvDecoder3LoRA(nn.Module):
def __init__(self,

in_features,
ck=32,
r=32,
hid=(64,),
num_classes=None):

super(ConvDecoder3LoRA, self).__init__()

assert len(hid) > 0, hid
self.r = r
self.ck = ck
self.num_classes = num_classes
self.mlp = MLP(in_features=in_features,

hid=(*hid, r*2*r),
activation=’relu’,
last_activation=None)

self.l2 = nn.Linear(int(r), ck)
self.relu = nn.ReLU(inplace=True)

self.seq = nn.Sequential(
self.relu,
self.l2

)

def forward(self, x, max_shape=(1,1,1,1), class_pred=False, n_dim = 4):
if class_pred:

n_dim = 2
x = self.mlp(x).view(-1, 2*self.r, self.r) # [b, 2*r, r]
x = self.seq(x).view(-1, 2*self.ck, self.r) # [b, 2*ck, r]
A, B_t = torch.split(x, self.ck, dim=1) # A=[b, ck, r] and B=[b, ck, r]
B = B_t.transpose(1,2) # A=[b, ck, r] and B=[b, r, ck]
# fix shape of A and B before matmul through indexing
c_out, c_in, k_out, k_in = max_shape
A = A[:, :(c_out*k_out), :] # [b, c_out*k_out, r]
B = B[:, :, :(c_in*k_in)] # [b, r, c_in*k_in]
W = torch.bmm(A, B) # [b, c_out*k_out, c_in*k_in]
if n_dim == 1: # We want [c_out]

assert c_in == 1 and k_out == 1 and k_in == 1
W = W.reshape(-1, c_out)

elif n_dim == 2: # we already have a 2D matrix
pass

elif n_dim == 4:
W = W.reshape(-1, c_out, k_out, c_in, k_in).transpose(2, 3) # [b, c_out, c_in,

k_out, k_in]
else:

raise NotImplementedError("n_dim must be 1 or 2 or 3")
#print(W.shape)
return W

Figure 3: Code for Low-rank decoder in LOGAH.
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layers = np.random.randint(3, 10)
if layers > 5:

dim_min = 128
dim_max = 256

elif layers > 3:
dim_min = 256
dim_max = 384

else:
dim_min = 384
dim_max = 512

hidden_dim = np.random.choice(np.arange(dim_min, dim_max+1, 32))
mlp_dim = hidden_dim * 4

if hidden_dim % 12 == 0:
heads = np.random.choice([3, 6, 12])

elif hidden_dim % 6 == 0:
heads = np.random.choice([3, 6])

elif hidden_dim % 3 == 0:
heads = 3

else:
heads = np.random.choice([4, 8])

net = _vision_transformer(
patch_size = 2,
num_layers = layers,
num_heads = heads,
hidden_dim = hidden_dim,
mlp_dim = mlp_dim,
num_classes = 100,
image_size = 32,
weights = None,
progress = False,

)

Figure 4: Code for generating ViT-style models used for VITS-1K dataset.
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Figure 5: The parameters distribution in VITS-1K.
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Figure 6: Performances of LOGAH-TINY/SMALL trained
by different meta-batch m in ViT-Small on CIFAR-100.
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Figure 7: Performances of LOGAH-TINY/SMALL trained
by different meta-batch m in ViT-Base on CIFAR-100.
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Figure 8: Performances of LOGAH-TINY/SMALL trained
on CIFAR-100 by different meta-batch m in ViT-Small on
CIFAR-10.
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Figure 9: Performances of LOGAH-SMALL/BASE/LARGE-
M8 trained on ImageNet with meta-batch m = 8 in ViT-
Small on CIFAR-100.
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Figure 10: Performances of LOGAH-
SMALL/BASE/LARGE-M8 trained on ImageNet with
meta-batch m = 8 in ViT-Base on CIFAR-100.
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