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Abstract

Deploying large language models (LLMs) in001
real-world applications is often hindered by002
strict computational and latency constraints.003
While dynamic inference offers the flexibility004
to adjust model behavior based on varying re-005
source budgets, existing methods are frequently006
limited by hardware inefficiencies or perfor-007
mance degradation. In this paper, we intro-008
duce Balcony, a simple yet highly effective009
framework for depth-based dynamic infer-010
ence. By freezing the pretrained LLM and in-011
serting additional transformer layers at selected012
exit points, Balcony maintains the full model’s013
performance while enabling real-time adapta-014
tion to different computational budgets. These015
additional layers are trained using a straight-016
forward self-distillation loss, aligning the sub-017
model outputs with those of the full model.018
This approach requires significantly fewer train-019
ing tokens and tunable parameters, drastically020
reducing computational costs compared to prior021
methods. When applied to the LLaMA3-8B022
model, using only 0.2% of the original pre-023
training data, Balcony achieves minimal perfor-024
mance degradation while enabling significant025
speedups. Remarkably, we show that Balcony026
outperforms state-of-the-art methods such as027
Flextron and Layerskip as well as other lead-028
ing compression techniques on multiple models029
and at various scales, across a variety of bench-030
marks.031

1 Introduction032

We are entering an era of rapid advancements in033

generative foundation models, with tens or even034

hundreds of billions of parameters emerging at an035

accelerating pace Touvron et al. (2023); Bai et al.036

(2023); DeepSeek-AI et al. (2024). The demand037

for their deployment is greater than ever. However,038

deploying these models in real-world applications,039

particularly in industrial environments, whether on040

edge devices or in cloud settings, is constrained by041

strict computational and latency requirements.042

Figure 1: An overview of the Balcony inference. Bal-
cony preserves the base model’s performance while en-
abling efficient, on-the-fly adaptation to different com-
putational budgets.

These constraints are not static; they fluctuate 043

based on task complexity, sample difficulty, user 044

load, and inference budget. To address these chal- 045

lenges, dynamic inference has become increasingly 046

important. This approach allows models to adjust 047

their computational demands on the fly, eliminat- 048

ing the need for expensive and time-consuming 049

retraining. As a result, it enables more efficient and 050

scalable deployment. 051

Dynamic inference is typically achieved in two 052

ways: 1) width-based methods, which adjust the 053

number of active neurons and attention heads in 054

a model Kudugunta et al. (2023); Yu and Huang 055

(2019a), and 2) depth-based methods, which selec- 056

tively reduce the number of transformer layers used 057

during inference Kavehzadeh et al. (2024). 058

However, GPUs are inherently optimized for par- 059

allelized deep computations, making depth-based 060

compression significantly more favorable in terms 061

of speed and efficiency. Reducing depth results in 062

fewer sequential operations, which directly trans- 063

lates to lower latency and improved throughput. 064
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This effect is illustrated in Figure 2, where for a065

fixed parameter budget, reducing depth consistently066

yields greater speed improvements compared to re-067

ducing width.068

As a result, prior research has explored methods069

that introduce elasticity along the depth dimension070

Xin et al. (2020); Kavehzadeh et al. (2024); El-071

houshi et al. (2024). Despite its advantages, depth-072

based dynamic inference introduces a critical chal-073

lenge: it often degrades both full-model accuracy074

and sub-model performance. This occurs because075

existing methods require extensive perturbation to076

the base model.077

Specifically, at each exit point, the sub-model078

must serve two competing roles: producing an inter-079

mediate representation for the next layer (to support080

larger sub-models) while simultaneously generat-081

ing a refined output representation at the current082

layer. These competing objectives at the training083

time lead to conflicting gradients, introducing a084

trade-off that ultimately compromises the accuracy085

of both the sub-models and the full model. Rotem086

et al. (2023); Kavehzadeh et al. (2024).087

In this paper, we propose Balcony, a simple088

yet highly efficient framework for depth-based dy-089

namic inference. By freezing the pretrained LLM090

and adding a decoder layer at each exit point, Bal-091

cony preserves the base model’s performance while092

enabling efficient, on-the-fly adaptation to differ-093

ent computational budgets. While there is an in-094

herent trade-off between sub-model accuracy and095

computational cost, we show that adding a single096

transformer layer and sharing the LM head, across097

all sub-models achieves an optimal balance. We098

train the Balcony layers using a straightforward099

self-distillation loss, aligning Balcony layers out-100

puts with those of the full model.101

In contrast to prior works, which also train the102

base model, freezing enables lossless performance103

on the original base model and allows for efficient104

tuning due to the low number of tunable parameters.105

Additionally, freezing facilitates seamless adapta-106

tion to different computational budgets during in-107

ference by simply switching the Balcony layers.108

Our experiments demonstrate that for LLaMA3-109

8B, freezing the base model and tuning only the110

Balcony layers (2.5% of full model parameters for111

each balcony layer), using just 0.2% of the data112

compared to the 15T tokens used for full model113

pretraining, yields remarkably strong results.114

Notably, Balcony surpasses state-of-the-art115

(SoTA) dynamic inference methods, including116
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Figure 2: Speed-up as a function of the ratio of active
parameters in modified versions of Llama 3 8B. Com-
parisons are shown between width-only and depth-only
modifications, with the unmodified baseline included
for reference.

Flextron Cai et al. (2024) and LayerSkip Elhoushi 117

et al. (2024), while using a minimal training ap- 118

proach that requires a much simpler training flow, 119

significantly fewer training tokens and a much 120

smaller number of tunable parameters (see Related 121

Work for details on the training strategies used in 122

these methods). This paper makes the following 123

key contributions: 124

• Introducing Balcony, a depth-based dynamic 125

inference framework that employs single 126

transformer layers at exit points while freez- 127

ing the base model. 128

• Efficient tuning of Balcony through a self- 129

distillation loss on a small dataset, signifi- 130

cantly reducing training costs compared to 131

prior methods while outperforming Flextron, 132

LayerSkip and SoTA compression methods. 133

• An extensive evaluation of the proposed 134

framework through ablation studies on various 135

components of the method, including pretrain- 136

ing on a 1B-parameter LLM. 137

2 Related work 138

Dynamic inference has gained significant atten- 139

tion over the past decade, with various methods 140

proposed to make CNNs and small-scale encoder 141

based NLP models dynamic Yu et al. (2018); Yu 142

and Huang (2019b); Li et al. (2021); Cai et al. 143

(2020); Xin et al. (2020); Hou et al. (2020); Kusu- 144

pati et al. (2022). These approaches often require 145

sophisticated and heavy training, are architecture- 146

dependent and hence have not yet been effec- 147

tively translated to modern large-scale generative 148
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LLMs. This paper focuses specifically on genera-149

tive LLMs, emphasizing approaches applied within150

the realm of generative AI.151

MatFormer Kudugunta et al. (2023) introduces a152

nested architecture along the width that enables the153

extraction of multiple sub-models by incorporating154

a nested Feed Forward Network (FFN) block struc-155

ture from a single trained network. The largest156

reported MatFormer model is an 850M decoder-157

only language model (MatLM), from which smaller158

models ranging from 582M to 850M parameters159

can be derived. MatFormer demonstrates superior160

performance compared to independently trained161

models and older methods like OFA Cai et al.162

(2020) and DynaBERT Hou et al. (2020).163

Building on this, Flextron proposed a more so-164

phisticated approach that integrates a nested elas-165

tic structure with input-adaptive routing, allowing166

automatic token processing through sub-networks.167

However, their training strategy is highly sophisti-168

cated: first, they train a large number of submodels169

using their nested architecture. Then, they train170

routers to select the appropriate submodels based171

on a given budget (for static inference) or dynami-172

cally for each token (for adaptive inference). How-173

ever, training the router is challenging due to lim-174

ited gradient flow. To address this, they introduce175

an auxiliary model that provides the necessary sig-176

nals to facilitate the router’s training. We demon-177

strate that, with significantly fewer training tokens178

and a far simpler training approach, our submodels179

achieve superior performance.180

Similar to Balcony, SortedLLaMA Kavehzadeh181

et al. (2024) explores elasticity along the depth182

dimension by extending the SortedNet Valipour183

et al. (2023) training technique to generative LLMs.184

They eliminate the need for pretraining by replac-185

ing standard fine-tuning with sorted fine-tuning.186

LayerSkip Elhoushi et al. (2024) is another recent187

dynamic depth approach that is used along specula-188

tive decoding for faster inference. During training,189

the method employs layer dropout with increasing190

rates for deeper layers and applies an early exit191

loss on all transformer layers while sharing the LM192

head.193

Note that the approaches mentioned above per-194

turb the base model to create a nested design of sub-195

models, allowing multiple submodels to be hosted196

within a shared architecture while reducing mem-197

ory overhead. This, in turn, leads to performance198

degradation in the full model. In contrast, our199

method achieves the same objective without en-200

Figure 3: Training in the Balcony framework: By freez-
ing the pretrained base LLM and adding a decoder layer
at each exit point, Balcony can outperform SoTA with
significantly fewer training tokens.

forcing a nested structure. Instead, we freeze the 201

base model and train only the Balcony Exit and 202

auxiliary tokens, ensuring that the base model’s 203

performance remains intact and uncompromised 204

by nested biases. Additionally, since all submodels 205

share the same base model, the memory overhead 206

of loading multiple submodels simultaneously or 207

switching between them remains manageable. 208

3 Balcony framework 209

In this section, we present the architecture, train- 210

ing, and inference methods for the proposed frame- 211

work. Consider a model M with N layers, where 212

each layer is represented by the function Xi = 213

f(Xi−1,Wi), with i ∈ [1, N ] indexing the layers, 214

Xi−1 being the input to layer i (with dimensions 215

B × S × D for batch size, sequence length, and 216

embedding dimension), and Wi denoting the pa- 217

rameters for that layer. In this context, the term 218

"layers" includes not only traditional transformer 219

blocks but also other depthwise modules, such as 220

Mamba Gu and Dao (2023) and Mixture of Experts 221

(MoE) Fedus et al. (2022) blocks. 222

Our objective is to make the model M dynamic 223

in depth, allowing it to adapt to user-defined goals, 224

such as latency, memory, and accuracy. To achieve 225

this, we introduce exit points based on the desired 226

inference time and resource budget. For instance, 227

in cloud computing, we can select exit layers de- 228

pending on the query-per-second rate. Similarly, on 229

edge devices, one can extract submodels depending 230

on the available computation budget. 231

An exit point in our framework refers to a desig- 232

nated layer within the model where inference can 233

be halted, allowing a prediction to be generated 234
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using a lightweight Balcony module instead of pro-235

cessing all layers of the model. We introduce a set236

of exit points E ⊆ {1, 2, . . . , N}, each associated237

with a Balcony module. At each exit point j ∈ E ,238

the intermediate representation Xj is processed by239

a Balcony module, defined as:240

X ′
j = fb(Xj ,W ′

j), (1)241

where fb represents a Balcony module composed of242

a decoder layer(e.g a transformer block) followed243

by a normalization layer, W ′
j is the set of parame-244

ters for the Balcony module, and X ′
j is the output245

of the Balcony module at exit point j.246

At each exit point, the intermediate output Xj247

is forwarded to the corresponding Balcony mod-248

ule f(Xj ,W ′
j) then passes through an RMSNorm249

layer, followed by a shared LM head and a softmax250

function to produce the final probabilities. The LM251

head is the same as that of the original model and is252

shared across all submodels. The transformer layer253

in Balcony uses the same architecture as the base254

model.255

During training, self-distillation is used to256

align the probability distribution p(·;W1:j ,W ′
j , )257

of each submodel with the full model’s distribu-258

tion p(·;W1:N ). This is achieved by minimizing259

the Kullback-Leibler (KL) divergence across all260

possible next tokens at position t. The objective261

function is given by:262

L =
∑
j∈E

KL
(
p(·;W1:N ) ∥ p(·;W1:j ,W ′

j)
)
, (2)263

where W ′
j represents the balcony layer inserted264

after layer j, and KL(· ∥ ·) denotes the Kullback-265

Leibler divergence.266

Note that both the base model parameters W1:N267

and the LM head remain frozen during training.268

In our framework, Balcony layers are initialized269

from the last transformer layer of the trained model270

(see Section 4.3 for the impact of this initialization).271

The rationale behind this choice is that the last layer272

is already aligned with the shared LM head, which273

helps in seamlessly integrating the Balcony layers274

for effective submodel extraction.275

Since the base model remains frozen, the train-276

ing of Balcony layers is independent; each Balcony277

layer receives gradients based only on its corre-278

sponding submodel’s loss. Consequently, while all279

Balcony layers can be trained in a single training280

round to minimize computation, they can also be281

added and trained individually without impacting282

any other submodel.283

4 Experiments 284

4.1 Setup 285

Model Configuration We compare the perfor- 286

mance of Balcony to SoTA methods using two 287

models, LLaMA3-8B and LLaMA2-7B. The ra- 288

tionale behind selecting these models is that prior 289

SoTA works have reported their results on them. 290

To explore the methods at a smaller scale, we use 291

an LLM with the same architecture as LLaMA3- 292

1B and train it on FineWebEDU and Cosmopedia 293

V2, which are part of the SmoLLM corpus Ben Al- 294

lal et al. (2024) from Hugging Face. We refer to 295

this model as LLM-1B. This model provides a a 296

baseline on which Balcony and sortedNet method 297

are applied to. It also provides a baseline for our 298

training from scratch experiment. 299

Training Details For fine-tuning, both LLaMA3- 300

8B and LLaMA2-7B were trained with a batch size 301

of 256 for 30K steps using a cosine learning rate 302

scheduler with a maximum learning rate of 5e−4. 303

The sequence length was set to 4,096 tokens, and 304

the training corpus consisted of 31.5B tokens from 305

Cosmopedia V2. LLM-1B followed the same fine- 306

tuning setup but with a sequence length of 2,048 307

tokens and 15.7B tokens from Cosmopedia V2. 308

For pretraining, LLM-1B was trained from scratch 309

using FineWebEDU and Cosmopedia V2, with a 310

batch size of 384 for 500K steps, a sequence length 311

of 2,048 tokens, and a learning rate of 5e−4 fol- 312

lowing a trapezoidal scheduler. For pretraining the 313

LLM-1B model from scratch, we used 384B tokens 314

sourced from FineWebEDU and Cosmopedia V2. 315

Baselines For the baseline in this paper, Flextron is 316

used as the SoTA method in width-based dynamic 317

inference, and LayerSkip and Sorted are considered 318

for depth-based dynamic inference. In the compar- 319

ison, the number of non-embedding parameters 320

is reported. Regarding speedup, for depth-based 321

methods, similar speedup can be achieved across 322

different methods with the same number of param- 323

eters. However, for width-based methods, the same 324

number of parameters results in lower speedup, as 325

shown in Figure 2. Since Flextron is not open- 326

sourced, speedup comparisons cannot be reported. 327

Nonetheless, for the same number of parameters, 328

Balcony is expected to deliver better speedup. Fur- 329

thermore, we contrast our method with several 330

prominent open-source and compression model 331

families, specifically, OpenLLaMA Geng and Liu 332

(2023), Compresso Guo et al. (2023), NutePruner 333
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Table 1: We evaluate the downstream task performance of Balcony, comparing it against Flextron, LayerSkip, open-
source models, and other compression methods. For LayerSkip, we evaluated their publicly available models. For
all other baselines, the results are taken from their papers. We report zero-shot accuracy on ARC-easy, LAMBADA,
PIQA, and WinoGrande, along with 5-shot performance on MMLU. For LayerSkip, we evaluated their publicly
available models. #Params denotes the number of non-embedding parameters.

Method Model # Params ARC-E LAMBADA PIQA Winogrande MMLU (5) Avg. (Drop)

Base Llama2-7B-Full model 6.5B 76.3 71.1 78.1 69.1 45.9 68.1

B
al

co
ny

Balcony-XL 6.5B 76.3 71.1 78.1 69.1 45.9 68.1(0)
Balcony-L 4.4B 72 67 75.9 67.5 45 65.5 (-2.6)
Balcony-M 3.8B 68.9 61.3 75.2 66 43 62.9 (-5.2)
Balcony-S 3.2B 64.9 54.9 73.5 63.8 39.8 59.4 (-8.7)

L
ay

er
Sk

ip Layerskip-XL 6.5B 76.5 70.5 77.6 70.3 43.2 67.6 (-0.5)
Layerskip-L 4.4B 68.5 65.9 73.7 66.4 42.4 63.4 (-4.7)
Layerskip-M 3.8B 61.4 55.1 71.1 65.8 42.4 59.2 (-8.9)
Layerskip-S 3.2B 50.3 43.5 68.6 63.9 37.8 52.8 (-15.3)

Fl
ex

tr
on

Full 6.5B 75.1 71.5 77.5 69.1 45.1 67.7 (-0.4)
Dynamic 7x 4.1B 68.6 65.1 76.1 63.7 42.2 63.1 (-5)
Dynamic 6x 3.9B 67.1 63.8 74.9 62.2 39.4 61.5 (-6.6)
Dynamic 5x 3.4B 66.5 62.9 74.1 62 36.8 60.5 (-7.6)

Base LLaMA3-8B 6.9B 81.8 71.2 80.1 73.6 65.0 74.3

B
al

co
ny

Balcony-XL 6.9B 81.8 71.2 80.1 73.6 65.0 74.3 (0)
Balcony-L 4.7B 77.0 67.0 77.4 72.3 64.0 71.6 (-2.7)
Balcony-M 4.4B 75.7 62.7 76.7 69.7 64.4 69.9 (-4.4)
Balcony-S 3.4B 70.0 54.5 75.0 68.1 48.3 63.2 (-11.1)

L
ay

er
Sk

ip LayerSkip-XL 6.9B 79.7 72.5 80.1 73.8 59.6 73.2 (-1.1)
LayerSkip-L 4.7B 73.2 61.8 77.2 71.0 59.1 68.5 (-5.8)
LayerSkip-M 4.4B 68.6 60.8 74.2 70.1 59.3 66.7 (-7.6)
LayerSkip-S 3.4B 59.0 47.7 70.4 66.4 37.8 56.3 (-18)

Fl
ex

tr
on

Full-Flextron-8B 6.4B 71.7 69.7 79.4 68.8 35.4 65
Dynamic-0.7× 4.3B 67.0 64.8 75.9 64.1 30.0 60.4
Dynamic-0.6× 3.9B 66.2 63.7 76.1 62.7 29.1 59.6
Dynamic-0.5× 3.3B 65.0 62.5 75.8 61.8 27.1 58.4

O
pe

n-
So

ur
ce OpenLLaMA-7Bv2 6.5B 69.5 63.8 79.9 66.0 40.4 63.92

OpenLLaMA-3Bv2 3.2B 63.7 59.1 78.1 63.3 25.7 58.0
NutePrune 3.2B 51.7 - 71.0 57.5 - -
Compresso-compressed LLaMA-7B 4.5B 66.0 - 72.9 63.4 25.9 -
LaCo-compressed LLaMA2-7B 4.7B - - 69.8 - 26.5 -

Table 2: Training cost comparison for Flextron, LayerSkip and Balcony methods applied to LLaMA2-7B and
LLaMA3-8B models, with costs presented in terms of tokens. In the Balcony method, the base model is frozen, and
only the Balcony layers are updated. Each Balcony layer is a single transformer layer, comprising 202M parameters.
The training cost for Flextron is taken from the paper Yu and Huang (2019a). Additionally, the table includes the
percentage of pretraining cost relative to the total pretraining cost for each method.

Method Number of tunable parameters Training cost in tokens Percentage of pretraining tokens

LLaMA2-7B
Pretraining 7B 2T 100%
Balcony 3× 200M = 600M 31B 1.5%
Flextron 7B 89.9B (Main model excluding the router) 4.50%
LayerSkip 7B 52B 2.6%

LLaMA3-8B Pretraining 8B 15T 100%
Balcony 3× 200M = 600M 31B 0.2%
LayerSkip 8B 419B 2.8%

Li et al. (2024), SliceGPT Ashkboos et al. (2024),334

and LaCo Yang et al. (2024). Evaluation is per-335

formed on ARC (Clark et al., 2018), BoolQ (Clark336

et al., 2019), OpenbookQA (Mihaylov et al., 2018),337

PIQA (Bisk et al., 2020a), WinoGrande (Sakaguchi338

et al., 2021), LAMBADA (Paperno et al., 2016b),339

5-shot MMLU (Hendrycks et al., 2020), and 10-340

shot HellaSwag (Zellers et al., 2019a). These eval- 341

uations were conducted using the LM-Evaluation- 342

Harness repository (Gao et al., 2024). 343

4.2 Results 344

Analysis of speedup in dynamic depth vs dy- 345

namic width To evaluate the effectiveness of depth- 346
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based model pruning in our Balcony framework,347

we conducted an empirical analysis comparing the348

impact of width pruning and depth pruning on349

model latency.The latency measurements in Fig-350

ure 2 were obtained using vLLM Kwon et al. (2023)351

for efficient deployment and were performed on an352

NVIDIA V100 32GB GPU, prompt size of 32, out-353

put size of 2048. These measurements compare354

both depth and width pruning on LlaMA38B. In355

depth pruning, the number of hidden layers was356

reduced from 32 layers to fewer layers, leading to357

an almost linear reduction in the number of active358

parameters proportional to the number of layers.359

For width pruning, we initially reduced the inter-360

mediate size of the MLP block until it reached the361

hidden size, followed by reducing the number of362

attention heads.363

Figure 2 clearly illustrates that for all tested pa-364

rameter ratios, representing pruned models rela-365

tive to the non-pruned base model, depth pruning366

consistently yields higher speed-ups compared to367

width pruning. This reinforces the effectiveness of368

depth-based pruning strategies in achieving signifi-369

cant latency reductions.370

Balcony performance In this section, we assess371

Balcony’s performance on several downstream372

tasks, as shown in Table 1. We use LLaMA2-7B373

as the baseline and compare it to Flextron and Lay-374

erSkip. The results for Flextron are taken from375

their original paper, while for LayerSkip, the dy-376

namic models are open-sourced, so we conducted377

our own evaluation using the provided dynamic378

LLaMA-7B. For Flextron, we report the dynamic379

version, as it demonstrates superior performance380

compared to the static version. Among the three381

methods, Balcony is the only one that maintains382

the performance of the full model by freezing it383

during tuning. In contrast, both Flextron and Lay-384

erSkip experience a performance drop for their full385

models. For smaller submodels, with reductions386

of approximately 7x, 6x, and 5x in the number of387

non-embedding parameters, Balcony shows a sig-388

nificantly smaller performance drop compared to389

the baselines. The only exception is Balcony-S,390

which, with 3.2B parameters, experiences a 1.1%391

larger drop than the Dynamic Flextron model at392

3.4B parameters.393

The same evaluation is also performed on394

LLaMA-3-8B. Here, we compare the base model395

to those of Balcony and LayerSkip. Similarly, the396

LayerSkip results are obtained using their open-397

sourced model. For Flextron, their 8B model 398

(Flextron-8B) does not come from the same base 399

model and is therefore placed in a separate section 400

of the paper. It can be observed that for all sub- 401

model sizes, from Small to XL, Balcony provides 402

significantly less performance drop than LayerSkip 403

across all submodels. 404

Figure 4 plots the trade-off between accuracy 405

and the number of parameters for the Balcony- 406

LLaMA7B family models and compares them 407

against those of Flextron-Dynamic, Flextron-static, 408

and LayerSkip, as well as post-hoc compression 409

methods like Compresso, LLM-Pruner, SliceGPT, 410

and LaCo. The Balcony model family achieves 411

superior performance on both MMLU and ARC-E 412

compared to all the baselines. 413
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Figure 4: The Balcony-LLaMA2-7B model family
demonstrates superior performance on MMLU and
ARC-E compared to Flextron-Dynamic/Static, Lay-
erSkip and post-hoc compression methods like Com-
presso, LLM-Pruner, SliceGPT, and LaCo.

Balcony speedup Table 3 shows the latency of Bal- 414

cony family models.The latency measurements in 415

seconds are based on vLLM Kwon et al. (2023) for 416

efficient deployment and conducted on an NVIDIA 417

V100 32GB GPU. The latency is measured in sec- 418

onds for 30 dummy input samples with a prompting 419
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length of 32, a generation length of 2048, a batch420

size of 2 and float16 precision.421

Table 3: Average latency (in seconds) for Balcony fam-
ily models at different scaling factors. Speed-up factors
(relative to the full model) are shown in parentheses.

Model Full 0.7× 0.6× 0.5×

Balcony-Llama3-8B 58.16 41.82 (1.4×) 35.26 (1.7×) 30.37 (1.9×)

Balcony-Llama2-7B 52.54 37.23 (1.4×) 32.46 (1.6×) 27.99 (1.9×)

4.3 Ablation studies422

Pretraining from scratch In this experiment, we423

train both the base model and the Balcony layers424

from scratch to assess the representational capac-425

ity of Balcony compared to a nested design. This426

approach is particularly useful when the entire pre-427

training budget is allocated to developing a dy-428

namic model.429

We begin by training the LLM-1B model from430

scratch, which serves as the baseline for normal431

training (see the Training Details in 4.1). Next, we432

train the Balcony layers alongside the base model433

using the same training budget. The Balcony layers434

are initialized randomly, and since we are training435

from scratch, we omit self-distillation. Instead,436

we use the average loss over all submodels as the437

training objective. The Balcony exit layers are438

placed after layers 4, 8, 12, and 16 of the model.439

We also compare Balcony’s representational ca-440

pacity to SortedLLaMA, which applies sorting441

training only at the fine-tuning stage. To ensure442

a fair comparison, we perform the same pretrain-443

ing with SortedLLaMA, but with a sorted objective444

function. The results, shown in Table 4, indicate445

that for all submodels, pretraining using the Bal-446

cony design outperforms the nested approach used447

in SortedLLaMA. However, it is important to note448

that when training from scratch, since the base449

model is not frozen, the accuracy of the resulting450

model, despite outperforming SortedLLaMA, is451

lower than the baseline model.452

Furthermore, we compare pretraining with the453

standard efficient training method proposed by Bal-454

cony and evaluate it against tuning using the Sorted455

approach. Note that in Balcony, the base model is456

frozen, and only the Balcony module is updated,457

whereas in the Sorted approach, the entire model458

is updated. The results show that Balcony pro-459

vides significantly higher accuracy across submod-460

els compared to the Sorted approach.461

Random Initialization, MLP-Only and462

Attention-Only Balcony A key question that463

arises is why we use a single transformer decoder 464

layer and why we initialize it from the final 465

layer of the full architecture. To investigate this, 466

we conduct an ablation study by repeating the 467

Balcony-LLM-1B experiment under different 468

configurations to assess the impact of each module. 469

First, we perform balcony training with randomly 470

initialized balcony modules (transformer decoders) 471

to evaluate the effect of initializing from the final 472

layer on submodel performance. Additionally, 473

we train balcony models with MLP-only and 474

Attention-only modules, using the same set of 475

intermediate layers in the LLM-1B model, to 476

isolate the contributions of each component. 477

Figure 5 presents the average results of these 478

submodels across ARC-E, ARC-C, BoolQ, 479

HellaSwag, Lambada, MMLU, OpenBookQA, 480

PIQA, and Winogrande benchmarks. As shown, 481

standard balcony training with a transformer 482

decoder initialized from the final layer outperforms 483

both random initialization and the MLP-only and 484

Attention-only variants. 485

Effect of Cross-Entropy Loss During post- 486

training of the balcony modules, we used only 487

KL-divergence loss between the frozen, pretrained 488

full model’s output and the outputs of the balcony 489

modules. To examine the potential effect of in- 490

corporating Cross-Entropy (CE) loss in training 491

balcony modules, we conducted an ablation study 492

by training them with both KL-divergence and CE 493

loss on the submodels of our LLM-1B model. In 494

this experiment, we set the KL loss weight to 0.001. 495

Figure 5 presents the results of standard balcony 496

training (KL-only) and the KL + CE variant across 497

different submodels and benchmarks. As shown, 498

incorporating CE loss does not yield significant 499

improvements in the performance of balcony sub- 500

models. 501

Effect of Freezing during Balcony Training Dur- 502

ing balcony training, we kept the pretrained back- 503

bone model weights frozen. To assess the impact 504

of updating the main model’s weights alongside the 505

balcony modules, we conducted an ablation study 506

where the backbone model’s weights were also 507

made trainable. Additionally, we included another 508

dynamic inference baseline that does not freeze 509

the backbone model’s weights: Sorted Fine-Tuning 510

(Kavehzadeh et al., 2024). Figure 5 presents the 511

results of three setups: standard balcony train- 512

ing (frozen backbone), balcony training with an 513

unfrozen backbone, and Sorted Fine-Tuning (un- 514
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Table 4: Performance Comparison of pretraining from scratch and tuning a Pretrained model for Balcony and Sorted
Approaches. For pretraining, both the Balcony and Sorted methods use 384B tokens. In the standard approach, 15B
tokens are used to tune the baseline. In the Balcony method, the base model is frozen while in Sorted approach, the
entire model is updated. The reported numbers represent 5-shot performance on MMLU, 10-shot performance on
HellaSwag and zero-shot on other tasks. The notation #Params refers to the number of non-embedding parameters.

Model # Params ARC-C ARC-E BoolQ Lambada-Op Lambada-ST OpenBookQA PIQA Winogrande HellaSwag(10) MMLU(5) Avg

LLM-1B (Baseline) 973M 37.6 74.3 58.4 50.4 43.3 30 74.9 59.8 46.4 25.9 50.1

Pr
et

ra
in

in
g

Balcony-XL 973M 38.1 72.7 60 47.9 40.2 27.8 74.4 56.2 45.5 25.1 48.8
Sorted-XL 973M 36.6 71.8 59.8 43.6 35.6 28.8 72.8 53.67 43.5 25.6 47.2

Balcony-L 790M 37.8 72 61.8 47.4 40 27.2 74.4 55.17 44.4 25.3 48.6
Sorted-L 729M 35.3 71.8 60.9 43.1 35.6 28.6 71.8 54.38 42.5 24.8 46.9

Balcony-M 547M 33.4 69.1 62.9 46.2 37.8 26.4 71.5 56.75 41.7 26.1 47.2
Sorted-M 486M 32.1 68.1 60.3 42.2 32.7 26.8 70.4 54.06 40.4 24.8 45.2

Balcony-S 304M 27 63.6 60.5 36.3 24.2 23.2 70.5 50.7 35.7 25.9 41.8
Sorted-S 243M 26.5 61.6 60 31.8 20 21 67.4 50.59 34 27.1 40

St
an

da
rd

Balcony-XL 973M 37.6 74.3 58.4 50.4 43.3 30 74.9 59.8 46.4 25.9 50.1
Sorted-XL 973M 34.4 68.1 49.9 46.3 34.8 27 72.2 56.7 43.2 25.7 45.8

Balcony-L 790M 32.8 66.3 61.4 45.1 36.4 25.4 71.3 57.6 41.3 26.3 46.4
Sorted-L 729M 30.5 57.5 53.4 39.2 26.7 22.4 67.4 53.7 36.8 25.5 41.3

Balcony-M 547M 24.9 58.7 61.4 29.5 20.5 21.8 67.8 53.4 34.3 27.2 40
Sorted-M 486M 22.9 44.2 43.4 20.2 13 17.8 63.7 52.6 30.4 25.5 33.4

Balcony-M 304M 22.3 51.7 62 19.3 8.2 17.4 64.1 52.2 30.3 24.6 35.2
Sorted-S 243M 21.2 40.8 55.6 11.3 4.4 13.6 60.3 49.1 27.9 25.6 31
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Figure 5: Ablation studies on the Balcony framework. From left to right: (1) Impact of random initialization and the
contributions of MLP-only and Attention-only modules. (2) Effect of incorporating Cross-Entropy (CE) loss in
self-distillation. (3) Effect of freezing the main architecture during post-training. The results are the average scores
across ARC-E, ARC-C, BoolQ, HellaSwag, Lambada, MMLU, OpenBookQA, PIQA, and Winogrande.

frozen backbone) on different submodels of the515

LLM-1B model. As observed, training balcony516

modules while keeping the backbone model frozen517

not only preserves the performance of the full518

pretrained architecture but also outperforms both519

the unfrozen balcony and Sorted Fine-Tuning ap-520

proaches across most submodels. More detailed521

results can be found in the appendix.522

5 Conclusion523

In this paper, we presented Balcony, a novel frame-524

work for depth-based dynamic inference that ad-525

dresses key challenges in the deployment of large-526

scale language models under strict computational527

constraints. By introducing additional transformer528

layers at selected exit points and training them with529

a self-distillation loss, Balcony enables flexible,530

real-time adaptation to various computational bud-531

gets without compromising the performance of the532

full model. Our experiments demonstrate that Bal-533

cony achieves minimal performance degradation 534

while using a small training budget. This efficiency 535

represents a significant improvement over state-of- 536

the-art methods. Balcony’s simplicity, effective- 537

ness, and minimal resource requirements position 538

it as a promising approach to dynamic inference, 539

paving the way for more efficient deployment of 540

large-scale models across diverse hardware environ- 541

ments. Future work will explore extending Balcony 542

and combining it with more efficient architectures, 543

such as MoE and state space models like Mamba, 544

to further enhance performance and scalability. Ad- 545

ditionally, Balcony can be leveraged for self specu- 546

lative decoding (Leviathan et al., 2023; Chen et al., 547

2023) to achieve speedup without degradation of 548

model performance. 549
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6 Limitations550

While Balcony minimizes performance degrada-551

tion at reduced latencies, there remains an inherent552

trade-off between latency and model accuracy. For553

extremely low-latency requirements, further perfor-554

mance degradation might be inevitable and com-555

bining Balcony with width compression methods556

may become necessary.557

While Balcony can be easily combined with cer-558

tain compression strategies, like quantization, we559

have not explored how it interacts with techniques560

(e.g., low-rank factorization or pruning). Under-561

standing these interactions could further optimize562

memory and speed.563

Also, in our experiments, we only evaluate the564

model at predefined budgets. However, implement-565

ing token-level confidence-based exits could po-566

tentially yield better trade-offs between accuracy567

and latency, and help boost our performance even568

further.569
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A Benchmark Descriptions 785

This section provides a brief overview of the bench- 786

marks used for evaluation. 787

A.1 ARC-E (AI2 Reasoning Challenge - Easy) 788

ARC-E consists of multiple-choice science ques- 789

tions designed to evaluate a model’s reasoning abil- 790

ity (Clark et al., 2018). The dataset contains 7,787 791

questions, with 2,251 categorized as ’easy.’ These 792

questions require commonsense reasoning beyond 793

simple retrieval. 794

A.2 LAMBADA 795

LAMBADA evaluates a model’s ability to predict 796

the last word of a passage, requiring deep con- 797

textual understanding (Paperno et al., 2016a). It 798

consists of 10,022 book passages, where the final 799

word is only guessable with full comprehension. 800

A.3 PIQA (Physical Commonsense 801

Reasoning) 802

PIQA assesses a model’s ability to reason about 803

physical interactions (Bisk et al., 2020b). The 804

dataset contains 16,000 training and 2,000 vali- 805

dation questions, evaluating how well models un- 806

derstand everyday physical tasks. 807

A.4 Winogrande 808

Winogrande is a large-scale dataset designed for 809

commonsense reasoning using Winograd-style 810

problems (Sakaguchi et al., 2020). It contains over 811

44,000 sentence-pair problems that require resolv- 812

ing ambiguous pronouns using contextual knowl- 813

edge. 814

A.5 MMLU 5 (Massive Multitask Language 815

Understanding) 816

MMLU tests knowledge and reasoning across 57 817

domains (Hendrycks et al., 2021). The MMLU- 818

5 subset focuses on five key categories to assess 819

broad cognitive abilities through multiple-choice 820

questions ranging from elementary to expert level. 821

A.6 HellaSwag 822

HellaSwag Zellers et al. (2019b) is a large-scale rea- 823

soning benchmark that tests the ability of models to 824

predict the most likely continuation of a sentence in 825

everyday situations. The dataset contains multiple- 826

choice questions designed to challenge models on 827

contextual reasoning and world knowledge. 828
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B Ablations829

In order to select the best architecture for the Bal-830

cony model, ablation studies were conducted on831

different loss functions, activation functions, and832

parameter initialization methods.833

B.1 Effect of CE and KL Losses834

In the Balcony architecture, two possible loss func-835

tions can help align the Balcony layer’s output with836

that of the full model. One end-to-end approach837

is to match the generated output using the Cross-838

Entropy (CE) loss. Another approach is to ap-839

ply a distillation objective by aligning the logits840

of the full model and the Balcony layer using the841

Kullback-Leibler (KL) divergence loss.842

From Figure 6, we observe that combining both843

KL divergence and CE loss leads to a slight but844

consistent decrease in performance across different845

exit layers and benchmarks.846

B.2 Effect of Freezing847

Depending on the training budget, different lay-848

ers of the architecture can be either frozen or un-849

frozen. To analyze the trade-off between perfor-850

mance and training cost, we report benchmark eval-851

uation scores for both the frozen and unfrozen ver-852

sions of the main model alongside the Balcony853

layer. Additionally, we compare these results with854

Sorted (Kavehzadeh et al., 2024), which shares the855

same base structure as Balcony but without exit856

layers.857

Interestingly, in Figure 7 we observe that the858

frozen Balcony model outperforms its unfrozen859

counterparts. This result suggests that freezing860

layers may help mitigate issues such as catastrophic861

forgetting and overfitting, which often occur when862

fine-tuning a larger network.863

B.3 Effect of Random Inititialization864

The initialization of a generative model plays a865

crucial role in its performance, especially under a866

limited training budget. The Balcony architecture867

consists of multiple submodules, including MLP868

layers, attention layers, and the Balcony exit layer.869

From our evaluations on eleven different bench-870

marks, we observe that our chosen initialization871

strategy, where the Balcony layer is initialized us-872

ing the last layer of the full model, outperforms873

all other initialization variations. The results are874

shown in Figure 8875
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Figure 6: Ablation study on the impact of including CE loss in self-distillation. The results are the score across
ARC-E, ARC-C, BoolQ, HellaSwag, Lambada, MMLU, OpenBookQA, PIQA, and Winogrande benchmarks.
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Figure 7: Ablation study on the impact of freezing the main architecture during post training. The results are
the score across ARC-E, ARC-C, BoolQ, HellaSwag, Lambada, MMLU, OpenBookQA, PIQA, and Winogrande
benchmarks.
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Figure 8: Ablation study on the impact of random initialization of balcony modules compared to regular balcony
training starting from the full model final transformer layer weights. Also study on the effect of each MLP and
Self-Attention modules in the balcony submodels’ performance. The results are the score across ARC-E, ARC-C,
BoolQ, HellaSwag, Lambada, MMLU, OpenBookQA, PIQA, and Winogrande benchmarks.
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