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Abstract

We study the matrix denoising problem of estimating the singular vectors of a
rank-1 signal corrupted by noise with both column and row correlations. Existing
works are either unable to pinpoint the exact asymptotic estimation error or, when
they do so, the resulting approaches (e.g., based on whitening or singular value
shrinkage) remain vastly suboptimal. On top of this, most of the literature has
focused on the special case of estimating the left singular vector of the signal
when the noise only possesses row correlation (one-sided heteroscedasticity). In
contrast, our work establishes the information-theoretic and algorithmic limits of
matrix denoising with doubly heteroscedastic noise. We characterize the exact
asymptotic minimum mean square error, and design a novel spectral estimator
with rigorous optimality guarantees: under a technical condition, it attains positive
correlation with the signals whenever information-theoretically possible and, for
one-sided heteroscedasticity, it also achieves the Bayes-optimal error. Numerical
experiments demonstrate the significant advantage of our theoretically principled
method with the state of the art. The proofs draw connections with statistical
physics and approximate message passing, departing drastically from standard
random matrix theory techniques.

1 Introduction

Matrix denoising is a central primitive in statistics and machine learning, and the problem is to
recover a signal X € R™*? from an observation A = X + W corrupted by additive noise W. This
finds applications across multiple domains of sciences, e.g., imaging [24, 63], biology [14, 46] and
astronomy [70, 5]. When X has low rank and W i.i.d. entries, A is the standard model for principal
component analysis, typically referred to as the Johnstone spiked covariance model [42]. When
n, d are both large and proportional, which corresponds to the most sample-efficient regime, its
Bayes-optimal limits are well understood [52], and it has been established how to achieve them
efficiently [56]. Minimax/non-asymptotic guarantees are also available in special cases, such as
sparse PCA [18], Gaussian mixtures [72] and certain joint scalings of (n, d) [57].

However, in most applications, noise is highly structured and correlated, thereby calling for more
realistic assumptions on W than having i.i.d. entries. A recent line of work addresses this concern
by studying matrix denoising with heteroscedastic noise [1, 69, 33, 44, 26], resting on two basic
ideas: whitening and singular value shrinkage. Whitening refers to multiplying the data matrix by
the square root of the inverse covariance, in order to reduce the model to one with i.i.d. noise; and
singular value shrinkage retains the singular vectors of the data while deflating the singular values to
correct for the noise. Though the exact asymptotic performance of these algorithms has been derived
[69, 33, 44, 26], their optimality is yet to be determined from a Bayesian standpoint. In fact, we will
prove that whitening and shrinkage are not the correct way to approach Bayes optimality.
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Main contributions. We focus on the prototypical model A = X + W, where X = %u*v*T isa

rank-1 signal, A is the signal-to-noise ratio (SNR), and W = =/ 21721/2 is doubly heterogeneous

noise. Here v*, v* follow i.i.d. priors; W contains i.i.d. Gaussian entries; the covariance matrices
=, X capture column and row correlations; and we consider the typical high-dimensional regime in
which n, d are both large and proportional. Our main results are summarized below.

1. We design an efficient spectral estimator to recover ©*, v*, and we provide a precise asymp-
totic analysis of its performance, see Theorem 5.1. This estimator is given by the top singular
vectors of a matrix obtained by carefully pre-processing A, see (5.3).

2. When the priors of u*, v* are standard Gaussian, we show in Corollary 5.2 that the spectral
estimator above is optimal in the following sense: (i) under a technical condition, it achieves
the optimal weak recovery threshold, namely its mean square error is non-trivial as soon
as this is information-theoretically possible; (ii) it achieves the Bayes-optimal error for
u* (resp. v*) when = (resp. X)) is the identity. These optimality guarantees follow from
rigorously obtaining the asymptotic minimum mean square error (MMSE) for the estimation
of the whitened signals Z~'/2u* and ¥~ /20*, see Theorem 4.2.

Our spectral estimator only involves matrix multiplication and computing principal singular vectors.
Practically, this can be efficiently done using standard SVD algorithms or power iteration [48].
For both one-sided and double heteroscedasticity, numerical experiments in Figures 2 and 3 show
significant advantage of our spectral estimator for moderate SNRs over HeteroPCA [76] and shrinkage-
based methods, i.e., Whiten-Shrink-reColor [44, 45], OptShrink [59], and ScreeNOT [27].

Proof techniques. We take a completely different route from classical approaches in statistics and
random matrix theory (e.g., whitening and shrinkage), and instead exploit tools from statistical physics
and the theory of approximate message passing. In particular, the MMSE for the whitened signals
E’l/zu*, ¥~1/24* is obtained via an interpolation argument [10, 52, 53]. This result allows us to
derive the weak recovery threshold for estimating the true signals u*, v*. Moreover, for one-sided
heteroscedasticity, this MMSE coincides with that for estimating the true signal on the homoscedastic
side. Evaluating the Bayes-optimal estimators requires solving high-dimensional integrals that are
computationally intractable. To circumvent this issue, we propose an efficient spectral method that
still enjoys optimality guarantees. Its design and analysis draw connections with a family of iterative
algorithms called approximate message passing (AMP) [11, 32]. All our results are mathematically
rigorous, with the only technical condition being “(5.1) implies o5 < 1” in Theorem 5.1 that we only
managed to verify numerically, but not analytically; see Remark 5.1.

2 Related work

Research on matrix denoising in the homoscedastic case (2 = I,,, > = I) has a rich history, and in
random matrix theory properties of the spectrum and eigenspaces of A have been studied exhaustively.
Most prominently, the BBP phase transition phenomenon [4] (and its finite-sample counterpart [60])
unveils a threshold of the SNR A above which a pair of outlier singular value and singular vector
emerge. Under i.i.d. priors, the asymptotic Bayes-optimal estimation error has been derived [52, 53],
rigorously justifying predictions from statistical physics [47]. The proof uses the interpolation method
due to Guerra [35], originally developed in the context of mean-field spin glasses. Besides low-rank
matrix estimation, this method (including its adaptive variant [10] and the Aizenman—Sims—Starr
scheme [2]) has also been applied to a range of problems, including spiked tensor estimation [49],
generalized linear models [9], stochastic block models [74] and group synchronization [73].

Moving to the heteroscedastic case, an active line of work concerns optimal singular value shrinkage
methods [44, 33, 45, 69, 59, 26]. These methods can be regarded as a special family of rotationally
invariant estimators, which apply a univariate function 77: R>¢ — R to each empirical singular value.
An example widely employed by practitioners is the thresholding function 7y(y) = y1{y > 6}
[27]. In the presence of noise heteroscedasticity, most of these results are based on whitening [43].

Another model of noise heterogeneity common in the literature takes W = W o A°!/2, where W
has i.i.d. Gaussian entries, A is a deterministic block matrix with fixed (i.e., constant with respect to
n, d) number of blocks, and o denotes the element-wise product. This means that the entries of the
noise are independent but non-identically distributed, and they follow the variance profile A. The
corresponding low-rank perturbation A, known as a spiked inhomogeneous matrix, has attracted
attention from both the information-theoretic [12, 66, 36] and the algorithmic sides [38, 50, 61].



Spiked inhomogeneous matrices have some connections with the model considered in this paper: if
A has rank 1, such A can be realized by taking =, 3 to be diagonal with suitable block structures.
Finally, non-asymptotic results for the heteroscedastic and the inhomogeneous models have been
derived in varying generality in [76, 82, 23, 1, 17]. We highlight that our paper is the first to establish
information-theoretic and algorithmic limits for doubly heteroscedastic noise.

Our characterization of the spectral estimator relies on an AMP algorithm that converges to it by
performing power iteration. AMP refers to a family of iterative procedures, whose performance in
the high-dimensional limit is precisely characterized by a low-dimensional deterministic recursion
called state evolution [11, 15]. Originally introduced for compressed sensing [28], AMP algorithms
have been developed for various settings, including low-rank estimation [56, 31, 6] and inference in
generalized linear models [64, 65, 71]. Beyond statistical estimation, AMP proves its versatility as
both an efficient algorithm and a proof technique for studying e.g. posterior sampling [58], spectral
universality [30], first order methods with random data [22], mismatched estimation [8], spectral
estimators for generalized linear models [79, 80] and their combination with linear estimators [54].

3 Problem setup

Consider the following rank-1 rectangular matrix estimation problem with doubly heteroscedastic
noise where we observe

A
A= Sy + W e R (3.1)
n

and aim to estimate u*,v*. The following assumptions are imposed throughout the paper. The
dimensions n, d — oo obey the proportional scaling n/d — § € (0, 00), where ¢ is the aspect ratio.
The SNR \ € [0, 00) is a known constant (relative to n, d). The signals (u*,v*) ~ P®" ® Q®?
have i.i.d. priors, where P, () are distributions on R with mean 0 and variance 1. The unknown noise
matrix has the form W = E1/2IWx1/2 € R"*4, with W; ; "~ A/(0,1/n) independent of (u*,v*).
The covariances = € R™*", 3 € R4*? are known, deterministic,’ strictly positive definite and satisfy

1 1
lim —Tr(2) = lim - Tr(X) = 1. 3.2
A THE) = i g T 42
Their empirical spectral distributionj (ESD) converge (as n,d — oo s.t. n/d — 00) weakly to the
laws of the random variables = and ¥.. Furthermore, ||Z||,, |||, are uniformly bounded over d. The
supports of =% are compact subsets of (0, 00). For all € > 0, there exists dy € N s.t. for all d > dy,

supp(ESD(Z)) C supp(E) + [—¢,¢], supp(ESD(L)) C supp(T) + [—¢, €] (3.3)

The trace assumption (3.2) on the covariances is for normalization purposes since the values of the
traces, if not 1, can be absorbed into A. The support assumption (3.3) excludes outliers in the spectra
of covariances which may contribute to undesirable spikes in A [69].

4 Information-theoretic limits

For mathematical convenience, in this section, we switch to an equivalent rescaled model
Y = vnA = | Luro* T 4 EV2251/2 ¢ Rrxd, “.1)
n

where v := A% and Z = /nW contains i.i.d. elements Z; ; bd- N(0,1). Abusing terminology, we
refer to « as the SNR of Y. Define also o := 1/§ € (0, 00) so that d/n — «. The scaling of the
parameters in (4.1) turns out to be more convenient for presenting the results in this section. Results
for Y can be easily translated to A by a change of variables.

Let u* :== 2~ 1/2¢* and 7* := ¥~ /20" denote the whitened signals. The main result of this section
is Theorem 4.2, which characterizes the performance of the matrix minimum mean square error

'All our results hold verbatim if =, ¥ are random matrices independent of each other and of u*, v*, W.



(MMSE) associated to the estimation of u*(v*) T, u*(u*)" and ©*(2*) T, via the corresponding
Bayes-optimal estimators:

1 ~k (oo TR (oyE 2
MMSE, (7) = %E[Hu @) —E[w @) |Y] HF}, 42)
u 1 ~x [~ ~ o~ 2
MMSEY (7) = EE[HU @) —E[u@)T Y] HF], 7))
v 1 ~s sk e [k 27
MMSE? (7) = E]EU @) —E[F @) 7| Y]] @4)
Our characterization involves a pair of parameters (¢};, ¢};) € Rzzo defined as the largest solution to
g5 1S ]
g =E|— = | ¢ =E—"=_ 4.5)
L+ ayg,= L+, |

Here and throughout the paper, all expectations involving =, 3 are computed as integrals against the
limiting spectral distributions of =, 3.

The proposition below, proved in Appendix A, justifies the existence of the solution to (4.5) and
identifies when a non-trivial solution emerges.

Proposition 4.1. The fixed point equation (4.5) always has a trivial solution (0,0). There exists a
non-trivial solution (q,, q};) € R2 if and only if

ar?E [i”] E [E’z} >1, (4.6)
in which case the non-trivial solution is unique.

We are now ready to state our main result on the MMSE.
Theorem 4.2. Assume P = Q = N(0,1). For almost every v > 0,

lim MMSE, (4) = E[E’l}E[i’l} — 4.7)
n—roo
. u =112 .2 . v =112 2
lim MMSE (y) = ]E{: } —q.”, lim MMSE; (y) = ]E[Z } —q,". (4.8)
n—oo n—oo

We note that
tim —LE[|a* @) 7] = im Le[ja)e]m ] =eEE[ET] @9

n—oo M, n—o0 TLd
where the last step follows from Proposition G.2. This quantity represents the trivial error in the
estimation of u* (v*) T, which is achieved by the all-0 estimator. Analogous considerations hold for

o~k
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u*(u*) " and v*(v*) T, for which the trivial estimation error is {E 1} and E[E 1} , respectively.
Thus, Proposition 4.1 and Theorem 4.2 identify (4.6) as the condition for non-trivial estimation, and
the smallest v that satisfies (4.6) gives the weak recovery threshold.

We show below that the weak recovery threshold is the same for the estimation of the true signals
w*v* T u*u* " and v*v* . In this case, since the signal priors are Gaussian, using the same passages
as in (4.9) one has that the trivial estimation error for u*v*T, w*u* " and v*v* | is always equal to 1.
Corollary 4.3. Assume P = Q = N(0,1). The MMSE associated to the estimation of w o s
non-trivial, i.e, 1
lim —E U

n—oo nd

2
wo' T —E[uro T |v] HF} <1 (4.10)
if and only if (4.6) holds. The same result holds for the MMSE ofu*u*T and v*v* .

Proof strategy. To derive the characterizations in Theorem 4.2, we write the posterior distribution
of u*,v* given Y in a Gibbs form, i.e., its density is the exponential of a Hamiltonian normalized by
a partition function. The interpolation argument relates the log-partition function (also referred to as
the ‘free energy’) of the posterior to that of the posteriors of two Gaussian location models. Since
1.i.d. Gaussianity is key to this approach, the challenge is to handle noise covariances. Our idea is



to incorporate the covariances into the priors. In terms of the Hamiltonian, the model is equivalent
to the estimation of the whitened signals Z~1/2u*, ©.~1/2¢p*, whose priors have covariances, in the
presence of i.i.d. Gaussian noise. We then manage to carry out the interpolation argument for the
equivalent model and evaluate the free energy of the corresponding Gaussian location models.

Specifically, let us starting by writing down the expression of the posterior distribution after setting
up some notation. For u € R, v € R?, let & := /2y, 7 := ¥ ~1/20. Define the densities

~ VAREIAPOEY ), Q) = () QR ),

where the determinant factors ensure that the integrals equal 1. With P = Q = A(0,1), we have
P =N(0,,271),Q = N(04,£71), and from Bayes’ rule the posterior of (u*,v*) given Y is

1
Pu,v|Y)=—— exp(?—ln(E_l/zu, 2_1/211)) dP®"(u) dQ®%(v), (4.11)
Zn(7)
where the Hamiltonian and the partition function are given respectively by
M, (U0, 7) = \/>~TZU + XaTe T - %Hangnang, 4.12)
/ / exp (Ho (272, 57120) ) dP#" () dQ(v) / / exp(H, (11, 7)) dP(i1) dO (7).
(4.13)

Define the free energy as
1
Faly) = —Ellog Za(7)]. (4.14)
The major technical step is to characterize F,,(7) in the large n limit in terms of a bivariate functional
F introduced below. This is the core component to derive the MMSE characterization.

For a positive random variable 3 subject to the conditions in Section 3, let

Ye() = %(7114: [iﬂ . E[log(l n ﬁ“)] ) (4.15)

As shown in Appendix B, 1)5(7) is the limiting free energy of a Gaussian channel, in which one

wishes to estimate z* € R"™ from the observation Y = ,/yz* + ¥1/2Z corrupted by anisotropic
Gaussian noise with covariance Y. Using (4.15), let us define the replica symmetric potential F:

F(qus qv) = ¥=(avqu) + a¥s(vqu) — %QUQm
and the set of critical points of F:
C(v, @) = {(qu, ) € R:( : N T (qu: q0) = 0,02F (qu, qw) = 0}
= {(qu @) € Ry 1 qu = 205 (avqw), gv = 205 (vau) } (4.16)

= {(qu: @) € R : (qu, qu) solves (4.5)},

where the last equality is a direct calculation of 9L, 1//5. The following result, proved in Appendix C,
shows that the limit of F,,(y) is given by a dimension-free variational problem involving F (g, qv)-

Theorem 4.4 (Free energy). Assume P = @Q = N(0,1). Then, we have

lim ]:n( )— sup lnf ]:(quv(Iv) = sup ]:(QanU)7
n—00 qv = >0 qu (qu,qv)EC(v,)

and sup, inf,, and sup,, . yare achieved by the same (g%, q%) in Proposition 4.1.

Remark 4.1 (Equivalent models). Informally, the above result says that the matrix model (4.1) is
equivalent at the level of Hamiltonian to the following two statistically uncorrelated vector models:

YUi= Jaygut +EV2ZY € R, YV = \[ygut + 5220 € RY, 4.17)
with ¢, g the largest solution to (4.5) and (u*,v*, Z%, ZV) ~ PE"@Q%YQN (0, I,) N (04, I4).



Remark 4.2 (Gaussian priors). Theorem 4.4 crucially relies on having Gaussian priors P, (). This
assumption is mainly used to derive single-letter (i.e., dimension-free) expressions of the free energy
of the vector models in (4.17) which, under Gaussian priors, are nothing but Gaussian integrals. The
free energy, and hence the MMSE, are expected to be sensitive to the priors. Indeed, this is already
the case in the homoscedastic setting = = [,,, > = I3 [52]. An extension towards general i.i.d. priors
is a challenging open problem and, in fact, without posing additional assumptions on =, ¥, it is
unclear whether a single-letter expression for free energy and MMSE is possible.

At this point, the MMSE can be derived from the above characterization of free energy. Indeed, let
D(a) == {7 > 0 : F has a unique maximizer (¢*, ¢*) over C(v, a)}.

The envelope theorem [51, Corollary 4] ensures that D(«) is equal to R~ up to a countable set.
Using algebraic relations between free energy and MMSE, we prove (4.7) and (4.8) for all v € D(«)
(and, thus, for almost every v > 0). Then, using the Nishimori identity (Proposition G.4) and
the fact that the ESDs of =, 3 are upper and lower bounded by constants independent of n and d,
Corollary 4.3 also follows. The formal arguments are contained in Appendix D.

S Spectral estimator

This section introduces a spectral estimator that meets the weak recovery threshold and, for one-sided
heteroscedasticity, attains the Bayes-optimal error. Suppose that the following condition holds

Dy - ——
71[«:[2 Q}E[E 2} > 1, (5.1)
which is equivalent to (4.6). Under this condition, the fixed point equations (4.5) have a unique pair of
positive solutions (¢, ¢*). For convenience, we also define the rescalings p* = Aq) /6, v* = A\¢g,,
and the auxiliary quantities

1 A A
el G e 52
O [+ 3 A+ E
Now, we pre-process the data matrix A as
A* = N + b)), +2)7 V2271240 V2N + )y + 2) 72, (5.3)

from which we obtain the spectral estimators

=1/2 * * =\—1/2 * = *
= Nur/— (A(p* +0") 1, +:) (A I, +:)U1(A ) 7 (5.4a)
[EV2(N (e + ) Iy + E) =2 (AL + E)ua (A7)
21/2 * *
5=, AW* + )y + )"V (W g + X)vg (AY) ’ (5.4b)
[Z12(A (v + ) Ia + 2) "2 (W Ig + D)o (A7) |
where w1 (-)/v1(+) denote the top left/right singular vectors and
A I (5.5)
“ A+ 17 v v 417

Note that 7,7, > 0, provided that (5.1) holds. The pre-processing of A in (5.3) and the form of
the spectral estimators in (5.4) come from the derivation of a suitable AMP algorithm, and they are
discussed at the end of the section. We finally defer to Appendix E.3 the definition of the scalar
quantity o5 obtained via a fixed point equation depending only on =, 3, A, 9, see (E.26) for details.

Our main result, Theorem 5.1, shows that, under the criticality condition (5.1), the matrix A* exhibits
a spectral gap between the top two singular values, and it characterizes the performance of the spectral
estimators in (5.4), proving that they achieve weak recovery of u* and v*, respectively.

Theorem 5.1. Suppose that (5.1) holds and that, for any ¢ > 0,

. —x 2
by b))
5 —cx Bls B—cX alsupsupp(E")

*

[11]

limE
Bls

*] =00, (5.6

a—=



ight heteroscedasti .
15 Tight heteroscedastic doubly heteroscedastic
), sim 15

singular value
singular value

X A
0 1 2 3 4 5 0 1 2 3 4 5
A A

0

(a) E = I,, and ¥ a Toeplitz matrix with p = 0.9. (b) = a circulant matrix withc = 0.1,/ =5and X a
Toeplitz matrix with p = 0.5.

Figure 1: Top two singular values of A* in (5.3), where d = 4000, = 4 and each simulation is
averaged over 10 i.i.d. trials. The singular values computed experimentally (‘sim’ in the legends and
% in the plots) closely match our theoretical prediction in (5.7) (‘thy’ in the legends and solid curves
with the same color in the plots). The threshold A* is such that equality holds in (5.1). We note that
the green curve corresponding to o3 is smaller than 1 for A > A\*, i.e., when (5.1) holds.

(SR U < U S — . Sy oSSk
where & == YT, Y= YO and s .= c-supsupp(X ). Let A*, 1,0, 0} be defined
in (5.3), (5.4) and (E.26), and c;(A*) denote the i-th largest singular value of A*. Then, if 05 < 1,
the following limits hold in probability:

. *\ * _1s *
nl;rrgo c1(A")=1>0} = nhﬂngo o2(AY), (5.7)
u, u* . v, v*
lim |A<7>| =1, lim M =1, (5.8)
n—oo ||y Ju* |l d—oo [[0]l5]lv*]l,
lim iHu*u*T - ﬂﬁTHQ =1-7n! lim i‘ vt — ﬁﬁ—r’r =1-n! (5.9)
n—oo n Y dSeo d? F v
1 T T7? 2 2
Mo T = =1- . 5.10
Jm g™ - = 1 10

Remark 5.1 (Assumptions). To guarantee a spectral gap for A* and the weak recoverability of u*, v*
via the proposed spectral method, we also require the algebraic condition o5 < 1. We conjecture
that this condition is implied by (5.1), and we have verified that this is the case in all our numerical
experiments (see Figure 1 for two concrete examples). The additional assumption (5.6) is a mild
regularity condition on the covariances. It ensures that the densities of E*,i* decay sufficiently
slowly at the edges of the support, so that o is well-posed [79].

Remark 5.2 (Signal priors). Theorem 5.1 does not require the prior distributions P, @) to be Gaussian,
and it is valid for any i.i.d. prior with mean 0 and variance 1.

On the one hand, Corollary 4.3 shows that, if (5.1) is violated, the problem is information-theoretically
impossible, i.e., no estimator achieves non-trivial error. On the other hand, Theorem 5.1 exhibits
a pair of estimators that achieves non-trivial error as soon as (5.1) holds — under the additional
assumption o5 < 1 which we conjecture to be implied by (5.1). Thus, the spectral method in (5.4) is
optimal in terms of weak recovery threshold. Though such estimators do not attain the optimal error,
when both priors are Gaussian and Z = I,,, uti | is the Bayes-optimal estimate for wrur

Corollary 5.2. Assume P = Q = N(0,1), and consider the setting of Theorem 5.1 with the
additional assumption = = I,,. Then, 1, = \/, i.e., Ut ' achieves the MMSE for wrur

The claim readily follows by noting that, when = = I,,, the first equation in (4.5) becomes

P U A 00 | e R
o T4 ayg: 1+ (A2/0)(6pr/N) T4 At w
where the last equality is by the definition (5.5) of 7. Let us highlight that, even if £ = I,,, 4 still
makes non-trivial use of the other covariance ¥1/2. At the information-theoretic level, this is reflected
by the fact that $'/2 enters ¢ through the fixed point equations (4.5). Therefore, even though the
matrix model in (4.1) is equivalent to a pair of uncorrelated vector models in (4.17) in the sense of
the free energy, the tasks of estimating u* and v* cannot be decoupled.




o
©

¥ spectral, sim
0.7 [——spectral, thy

e
~

o
o

Sos| 1

v 0.5
| HeteroPCA, sim
T

right overlap
o
IS

o ¢
w

1 spectral, sim
spectral, thy
1 Leeb-Romanov, sim
Leeb-Romanov, thy
0.5r| § OptShrink, sim
ScreeNOT, sim

e
N

e
-

=)

0.5 1 1.5 0.5 1 1.5 0.5 1 15 2
A A A

(a) Normalized correlation with ©* (b) Normalized correlation with v* (c) Matrix MSE for u*v* "

Figure 2: Performance comparison when = = I,, and X is a circulant matrix. The numerical results
closely follow the predictions of Theorem 5.1, and our spectral estimators in (5.4) outperform all
other methods (Leeb—Romanov, OptShrink, ScreeNOT, and HeteroPCA), especially at low SNR.
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Figure 3: Performance comparison when = is a Toeplitz matrix and X is circulant. The numerical
results closely follow the predictions of Theorem 5.1, and our spectral estimators in (5.4) outperform
all other methods (Leeb, OptShrink, and ScreeNOT), especially at low SNR.

Numerical experiments. Figures 2 and 3 demonstrate the advantage of our method over existing
approaches, and they display an accurate agreement between simulations (‘sim’ in the legends and X
in the plots) and the theoretical predictions of Theorem 5.1 (‘thy’ in the legends and solid curves with
the same color in the plots), both plotted as a function of A. In both figures, n = 4000, d = 2000 (so
§ =2),and P = Q = N(0,1). Each data point is computed from 20 i.i.d. trials and error bars are
reported at 1 standard deviation. We let = be either the identity or a Toeplitz matrix [77, 41, 19], i.e.,
Eij = p‘i*j | with p = 0.9. We let X be a circulant matrix [40, 39]: the first row has 1 in the first
position, ¢ = 0.0078 in the second through (¢ 4 1)-st position and in the last ¢ positions (¢ = 300),
with the remaining entries being 0; for 2 < ¢ < d, the i-th row is a cyclic shift of the (¢ — 1)-st row to
the right by 1 position. Both matrices satisfy (5.6) and the conditions of Section 3.

Our spectral estimator outperforms all other approaches: Leeb—Romanov [44], OptShrink [59],
ScreeNOT [27], and HeteroPCA [76] in the one-sided heteroscedastic case (Figure 2); Leeb [45],
OptShrink, and ScreeNOT in the doubly heteroscedastic case (Figure 3). When computing the
normalized correlation with the signals (left/right overlap), the performance of Leeb—Romanov and
Leeb is the same as the estimators Z'/2u; (2~1/2A%~1/2) 21/2y) (2-1/2 A% ~1/2) referred to as
‘whiten’ in Figures 2a and 2b; the performance of OptShrink and ScreeNOT is the same as the
estimators uj (A), vy (A) referred to as ‘vanilla’ in Figures 3a and 3b. The advantage of our approach
(in black) is especially significant at low SNR; as SNR increases, Leeb-Romanov and Leeb (in red)
achieve similar performance; a much larger SNR (> 2 and > 3 in Figures 2 and 3) is required by
HeteroPCA, OptShrink and ScreeNOT (in magenta, blue and green) to perform comparably.

Finally, Figure 4 shows the presence of spectral outliers in A* and their absence in A at a fixed A.

Proof strategy. The design and analysis of the spectral estimator in (5.4) comprise two steps,
detailed in Appendix E. The first step is to present an AMP algorithm dubbed Bayes-AMP for matrix
denoising with doubly heteroscedastic noise. Specifically, its iterates are updated as

—_— — ——1~t— ~ * 1 * —_——
ut == AN T - p 2T, At =gl (), o = - Tr((Vg; (u)Z71), (5.11)
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Figure 4: Spectra of A and A* averaged over 10 i.i.d. trials, where d = 4000,0 = 4. An outlier
singular value emerges in the spectrum of A* due to the pre-processing on A.
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where V denotes the Jacobian matrix, and the functions gf, f;, ; are specified below in (5.12).
As common in AMP algorithms, the iterates (5.11) are accompanied with a state evolution which
accurately tracks their behavior via a simple deterministic recursion: the joint empirical distribution
of (u*,v*,ut,v**1) converges to the random variables (U*, V*, Uy, Vi1 1), see Proposition E.1 for a
formal statement and the recursive description of the laws of such random variables. Then, the name
‘Bayes-AMP’ is motivated by the fact that g}, f;, | are the posterior-mean denoisers given by

g9; () =EU" U =u],  fii(v) =EVT[ Vi1 =0]. (5.12)

Remarkably, Bayes-AMP operates on =~ ! AX !, as opposed to the widely adopted ansatz of
considering the whitened matrix Z~1/24%~1/2. The advantage of operating on Z~*AX~! is that
the fixed point of the corresponding state evolution matches the extremizers of the free energy in
(4.5). This would not be the case if Bayes-AMP used the whitening Z~'/24% /2. Indeed, one
can repeat the analysis of an AMP that operates on Z~'/2A%.~1/2 The fixed point equations of the
resulting state evolution do not match the information-theoretically optimal one in (4.5). In particular,
the weak recovery threshold coming out of this approach is strictly larger than the optimal one in
(4.6), as long as at least one of =, X is not a multiple of the identity. Since these derivations led to
suboptimal results, the details were left out from the paper.

The design of Bayes-AMP and the proof of its state evolution follow a two-step reduction detailed in
Appendix F. Using a change of variables, we show in Appendix F.2 that Bayes-AMP can be realized
by an auxiliary AMP with non-separable denoising functions (meaning that g;, f; 1 cannot be written

as univariate functions applied component-wise) operatmg on E71/2A%1/2 = —ﬂ @) + w.
Then, in Appendix F.1 we simulate the auxiliary AMP using a standard AMP operatmg on the i.i.d.
Gaussian matrix W, whose state evolution has been established in [13, 34].

However, Bayes-AMP by itself is not a practical algorithm since it needs a warm start, i.e., an
initialization that achieves non-trivial error. Thus, the second step is to design a spectral estimator
that solves the fixed point equation of Bayes-AMP, which turns out to be an eigen-equation for A*.

To offer the readers an intuition on how the spectral estimators arise from Bayes-AMP, we now
heuristically derive the form (5.3) of A* and the expression (5.4) of the spectral estimator. To do so,
we note that the large-n limits of ¢, b.1 coincide with the auxiliary quantities ¢*, b* defined in (5.2).



Furthermore, when the priors of u*, v* are Gaussian, (5.12) reduces to
gr(u) = X\ 2~ 4+ 1) " tu, fi(v) = AT 1),
where we recall that 1* = A} /6 and v* = Ag;; are rescalings of the non-trivial solution (g7, ¢};) of
(4.5). Denoting by u, v the fixed points of the iteration (5.11), after some manipulations we have
g @u=A(Dp,  f(S)=A"Tg(E),

where A* is given in (5.3) and

8(3) = VA" + 6T + )2 (A I, + E)IEV2,

f(2) = VAW + ) g+ D)2 D, + )7 1nl/2,
This suggests that A* has top singular value equal to 1 and (g(=)u, f(X)v) are aligned with the corre-

sponding singular vectors (u1(A*), v (A*)). Moreover, state evolution implies that the distribution
of the fixed point (u, v) is close to that of

(W BN+ /[ dwy, v STt 4 /v dw,),
with (wy,w,) ~ N(0,,271) ® N (04,27!) independent of u*,v*. Thus, to obtain estimates of

(u*,v*), we take (Z2g(Z)tuy (A%), BFf(X) 1oy (A*)) and suitably rescale their norm, which leads
to the expressions in (5.4). More details on the above heuristics are discussed in Appendix E.2.

The most outstanding step remains to make the heuristics rigorous. This involves proving that
Zut, Tott! are aligned with the proposed spectral estimator, which allows for a performance charac-
terization via state evolution. The formal argument is carried out in Appendix E.4.

6 Concluding remarks

In this work, we establish information-theoretic limits and propose an efficient spectral method with
optimality guarantees, for matrix estimation with doubly heteroscedastic noise. On the one hand,
under Gaussian priors, we give a rigorous characterization of the MMSE; on the other hand, we
present a spectral estimator that (i) achieves the information-theoretic weak recovery threshold, and
(ii) is Bayes-optimal for the estimation of one of the signals, when the noise is heteroscedastic only
on the other side. While our analysis focuses on rank-1 estimation, we expect that all results admit
proper extensions to rank-r signals, where r is a constant independent on n, d.

The design and analysis of the spectral estimator draws connections with approximate message
passing and, along the way, we introduce a Bayes-AMP algorithm which could be of independent
interest. In this paper, we employ Bayes-AMP solely as a proof technique. However, one could use
the spectral method designed here as an initialization of Bayes-AMP itself, after suitably correcting
its iterates. This strategy has been successfully carried out for i.i.d. Gaussian noise in [56] and for
rotationally invariant noise in [55, 81]. Bayes-AMP is well equipped to exploit signal priors more
informative than the Gaussian one, and AMP algorithms are known to achieve the information-
theoretically optimal estimation error for low-rank matrix inference [56, 6]. Nevertheless, we point
out two obstacles towards doing so in the presence of doubly heteroscedastic noise. First, for general
priors, establishing the information-theoretic limits remains a challenging open problem, and it is
unclear whether a low-dimensional characterization of the free energy (and, hence, of the MMSE) is
possible. Second, even for Gaussian priors, Bayes-AMP reduces to the proposed spectral estimator,
which is not Bayes-optimal for the general case of doubly heteroscedastic noise.

Finally, the proposed spectral estimator makes non-trivial use of the covariances =, >, which are
assumed to be known. When such matrices possess additional structure — e.g., they are sparse [21],
their inverses are sparse [19] or they are circulant or Toeplitz [75] — their consistent estimation
is possible, see also the survey [20]. However, in general, =, > cannot be consistently estimated
from the data when n and d grow proportionally. Thus, a challenging open problem is to construct
estimators that retain comparable performance without knowing the noise covariances. The paper
[33] addresses the challenge of unknown covariances by considering a modified model where one
additionally observes an independent copy of noise. The statistician can then estimate the covariance
from the noise-only observation and use it as a surrogate of the true covariance for estimating the
signals from the spiked model. It is possible to derive similar results in the doubly heteroskedastic
setting considered in our paper. If the covariances are completely unknown, then our model (with
Gaussian priors) is equivalent to a spiked matrix model with a certain bi-rotationally invariant noise.
This problem is expected to exhibit rather different behaviors than when covariances are known, see
[7, 29] for recent progress on understanding the statistical and computational limits for such models.
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Notation. All vectors are column vectors. The singular values of a matrix A € R"*? (where
n > d without loss of generality) are denoted by o1(A) > -+ > g4(A) > 0 and the corresponding
left/right singular vectors are denoted by uj (A), - -+ ,uq(A) € S*" L and vy (A),- - ,v4(A) € S4 L.
The (real) eigenvalues of a symmetric matrix B € R?*? are denoted by \;(B) > -+ > \4(B)
and the corresponding eigenvectors are denoted by vy (B), - -- ,v4(B) € S~ (which will not be
confused with the right singular vectors, whenever they are different, since we will never talk about
both simultaneously for a square asymmetric matrix). We generally put overlines on capital letters
to indicate a scalar random variable, e.g., X € R, whose support is denoted by supp(X). The
limit/liminf/limsup in probability are denoted by p-lim, p-liminf, p-limsup. The product distribution
whose i-th (i € [k]) marginal is given by P; is denoted by P; ®- - -® Py, with the shorthand P®* when
all P;’s are equal to P. The gradient of f: R™ — R, or with abuse of notation, the Jacobian matrix of
F:R"™ — R% are denoted by Vf € R", VF € R¥*", The partial derivative of f(x1,--- ,x,) with
respect to x; is denoted by either 8%if(xl, cooyxp)or 0 f(xy, -, zy,). All log and exp are to the
base e. We use the standard notation of sup(.S), inf(.S) for a subset S C R. We generally use C' > 0
to denote a sufficiently large constant independent of n, d. Its dependence on other parameters will
be specified, though its value may change across passages. We use the standard big O notation.

A Proof of Proposition 4.1

We eliminate ¢,, and write a fixed point equation only involving g,:

=2 1g-2
aYqu=
go =E V]E{quv§71+1}2
=

=2 -1
AY(Gy =
7E [aqu§71+1] o+l

Denote the RHS by f(g,). Recall that we are only interested in non-negative solutions (g, ¢,). So
let us restrict attention on f to the domain R>(. We have f(0) = 0 and

——9 =—2
f(q) =E [
(E[Es o 1) ] (s 1)
(0) = ay’E [iiz}EF&],
2
——2 9e—3
p B e
fa)=-2E (a E_1+1)2 E (E[ s }2_14—1)3
o= Rl =
7@7 042")/2:
e [} =2 J1o-1 2 E =—1 3 <07
(yﬁ{%}z +1> (aqu: +1)
avg,=E +1
W]E[E_l}E_Q
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It then becomes evident that a non-trivial fixed point ¢, > 0 exists if and only if f/(0) > 1 and in
this case, the non-trivial fixed point is unique.

Finally, by the first equation in (4.5), there is a non-trivial fixed point g, if and only if there is a
non-trivial fixed point g,,, which completes the proof.

B Auxiliary Gaussian channel

We formally introduce here the auxiliary model mentioned in Section 4. Consider a Gaussian channel
with blocklength n, input *, output Y, anisotropic Gaussian noise X'/2Z and SNR ~:

Y = 2" +2Y2Z e R", (B.1)
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where
(", Z) ~ pen QN (0, I,).

By similar derivations as in Section 4, the posterior distribution of z* given Y can be written as

dP(z|Y) = exp(H,(z)) dP®"(x),

1
Zn(7)

where the Hamiltonian and the partition function are

H,(z) =~z* 'Sz + VZTE Y2 %xTZ_lx,

Zn(y) = /n exp(H,(z)) dP®"(x).

Define the free energy as
1
Fu(v) = ~Ellog Z(7)]-

With P = AN(0,1), Z,(v) becomes a Gaussian integral that can be computed as below using
Proposition G.1:

T
Zn(y) = L exp(; (’yzflx* + ﬁEil/zZ) (7271 + In)_l (72*11;* + ﬁ21/2Z>>.

Vdet(YE7t 4 1)

Therefore, by Proposition G.2,

n—oo

p-lim F,, () = —%E [log (7@71 + 1)} + %721[*3 {22 (7?71 + 1)1] + %’}/E [Zl (’yiil + 1)1}

%(VE[E’I] —E[log(l +yi’1)}). (B.2)

The above functional is nothing but ¢=(7) introduced in (4.15) which will play an important role in
characterizing the free energy of the original model (4.1).

C Proof of Theorem 4.4

Before diving into the proof, we make further notation adjustments for the ease of applying the
interpolation argument. Specifically, we will henceforth assume v = 1 by incorporating the actual
value of +y into the prior distributions P, (),

/Rx2 dP(z) = 7, /RmQ dQ(x) = 1.

This is obviously equivalent to the previous setting. So we can drop the dependence on ~ and write
MMSE,,, Z,,, F,, for MMSE,, (), Z,.(7), Fn(7) defined in (4.2), (4.13) and (4.14).

We will also assume that =, 3 are diagonal. This is without loss of generality since the Gaussianity

of P, Q, W ensures that both the prior distributions and the noise matrix are rotationally invariant.
Furthermore, we truncate P, @ so that they are supported on [— K, K] for a constant K > 0. The
approximation error in the free energy due to truncation can be made arbitrarily small if K is
sufficiently large, since the free energy is pseudo-Lipschitz in the prior distribution with respect to
the Wasserstein-2 metric.

The proof follows an interpolation argument [10, 52, 53] with suitable modifications to take care of
the noise heteroscedasticity featured by the covariances =, X. To start with, define the interpolating
models:

Y = +Vaq(t)u" + V27 e R™,
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YY = /qa(t)v* + 21227 ¢ RY,
where ¢ (t), g2(t) > 0 are to be determined and

(u*,v*, 2, 2", Z°) ~ P @ Q¥ @ N (0nd, Ina) @ N (0, 1) @ N (04, 1g).  (C.1)

By definition, Y, = Y is the model that we would like to understand, and Y,*,Y;" are instances of
Gaussian channels in (B.1) whose free energy we have already understood (see (B.2)). The idea is
that Y; serves as a path parametrized by ¢ € [0, 1] from the original model Y to the target models
(Y, YY), The crux of the interpolation argument lies in showing that Y; and (Y}*,Y}”) are equivalent
(at the level of free energy) along the path.

To study the interpolating models (Y3, Y;*, Y;"), define the Hamiltonian

-~ 1—t +~ . 1—t +_,  +- 1—t, . 92,
Hon,t (U, U5 q1, q2) = \/ TUTZU + TUTU*UTU* - TH“”%H”H%

n

+aqiu! at + Jagu' 2" — %Hﬂ”g (C2)
T~ ~ q2 \~

+ @0V 4 v ZY — ;”UH%

Then the posterior distribution of (u*, v*) given (Y3, Y%, Y}") is

1
dP(u,v|Y:, V', YY) = Z exp(Hn}t(E_l/zu, Y20 ¢ (t),qg(t))) dP®" (u) dQ®d(v).

n,t
(C3)
Let the partition function be
Zaim [ exp(Haa(E 20 S (0, aa(e))) AP ) 4@ ()
Rd JRn
= [, [ exp(Has @50 02(0) 4P(@) 4Q(5) (4
R n
Define the free energy as
1
fult) = EE[log Zp ). (C.5)

The Gibbs bracket ()nt denotes the expectation with respect to the posterior distribution in (C.3):

1
Zn,t

0@ 5 [, [ 9@ xp(os (0.7 10, 02(0) AP@ Q@ (C©6)

for any g: R x R? — R such that the expectation exists. That is,
(9(w,0)),, , = Elg(u”, 0") | Y3, Y/, V"],
where we recall the notation
u =22, 7= 2 2x, (C.7)

We will also use the notation (-), for the Gibbs bracket with respect to the original posterior
dP(u,v|Y)in (4.11).

Lemma C.1. Consider f, (t) defined in (C.5) witht € {0, 1}. Assume that ¢1(0), g2(0) satisfy
01(0) 20, ¢2(0) 20,  lim ¢(0) = lim g2(0) = 0.
Then we have

fn(0) = Fo + O(q1(0) + ¢2(0)), (C.8)
lim f,(1) = ¥z(aqi(1)7) + avs(g2(1)) + ok, (C.9

n—oo

where limg o o = 0.
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Proof. To show the first statement (C.8), let us control f,,(0) — JF,,. Denoting
-~ a7 ~ 1~k ~ u o -~ ~ 1~k -~ v -~
Mo (.55 1, 02) = aqud @+ o' 2% = Sl + a8 0+ var' 20 - 26
and recalling the Gibbs bracket notation (), , we have

Zn,O

n

10) = 7 = 28|10 22| = L flog(exp (4,07, T (0, 20))), . (€10)

where the outer expectation is over all randomness in u*,v*, Z*, Z¥. The second equality above
follows since

Hono(W, 5 q1(0), g2(0)) = Hy (@, 0) + Hy, o(@, T3 ¢1(0), g2(0)).
We will derive double-sided bounds on f,,(0) — F,.
To upper bound it, use Jensen’s inequality E[log(-)] < log E[-] on the partial expectation over Z*, Z¥
in (C.10):

fn(O)—FnS% E [1ogZuJ’EZ,U[(exp(%,o(ﬂﬁ;ql(O)vqg(O)))>nH

u*,v*

1l [10g<ZuI[j]Zv[GXP(,H%,(J(&:&QI<O)7Q2(O>))]>J’

n u*,v*

where the equality is legit since (-),, does not depend on Z*, Z”. By the Gaussian integral formula
(Proposition G.1), the inner expectation equals

E [exp(Hr,0(U,0;¢1(0),42(0)))] = exp(aqi(0)a’ @ + g2(0)v ' T%).

ANA:

Replacing the Gibbs bracket with max, we obtain an upper bound:

1 ~T ok ~T oo
In(0) = F < s log (5,5)65*1/2[*Kr,rfl(E]lfo*I/Z[*K,K]dexp(mh(())u T+ a0T)

. 1 d
< aq(0)|Ell; K2 + ¢2(0)1Z]l; K

< 200 (02 | 20¢:(0)K*

< ; = t: = (C.11)
infsupp(Z)  infsupp(X)

where the last inequality holds for all sufficiently large n by (3.3) and n =< d.

To lower bound f, — F,,, we use Jensen’s inequality again but this time on the Gibbs bracket in
(C.10):

1 L 1 o
fn(o) - -/T"n 2 E]E |:<Hn,0(u7 U3 ql(o)a QQ(O))>n:| = E ug?:v* |:<Z“Ej:Z” [HIn,O(U7 U5 q1 (0)7 qQ(O))] >n:| .
(C.12)
Since (Z%, Z?) ~ N (0, I,) ® N(0g4, I), the inner expectation equals
~ T aq1(0) - T s 0), -
B (Mool 0:(0),00))] = s (07" — “L i 4 g 0070~ 20 .

So

[H7,.0(@, 05 ¢1(0), g2(0))] ‘

max E
(@,0)€E~1/2[—K,K|" xS~ 1/2[—K,K]4| Zw, Zv

<

N w

=- 3 _
aq )3 0K + 5a:(0) S5 aK>.
Using this, we obtain a lower bound on f,, — F,, by replacing the Gibbs bracket on the RHS of (C.12)
with — max|-|:

1
Ful0) = Fp > —— [ max
N w0 |(W,5)€E-1/2[— K, K]m x 0-1/2[— K, K]4

[H, (@, 75 q1(0), g2(0))] H

E
Zu. Zv
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3 =1 3 1,.0d
a2 K - Snom; w2
3aqi(0)K?  3agx(0)K?

inf supp(Z)  infsupp(T)’

Y

(C.13)
where the last inequality holds for all sufficiently large n by (3.3) and n =< d. Combining (C.11)
and (C.13) gives the first result (C.8).

We then prove the second statement (C.9). Since f,, is pseudo-Lipschitz as a function of the priors,
up to a term o that vanishes as K — oo uniformly over n, it suffices to ignore the truncation at K
and assume P = N(0,7), @ = N(0, 1). From the definition (C.4) of Z,, ;, we have

Zoo= [ e (MG A i (1),0a(1)) 4P () 4Q )

_ \/ det(Z)
A det(E/y + agi(1)1,)
><eXp<;(aq1 Ju* +aq (1) 2 ) (E/y+aq(),) ™! (aq1 )T+ v aq (1 Z“))

x\/th(;T% xp(é( 0"+ Vg2 Zv) (X + g2 )Id)ﬂ(qz(l)'ﬁ*—k ﬁqz(l)zv))’

where in the second equality, we use the Gaussian integral formula (Proposition G.1). Therefore

lim f,(1) = lim E[loan 1]

n—00 n—o00 N
= %aql(l)ny [Eil] - %IE [log(l + aq1(1)7§71>]
+ gqg(l)E[i‘l] - %]E[log(l +emz )],
verifying the identity (C.9). In the second equality, we have used Proposition G.2. O

Lemma C.2 (Free energy variation). Forallt € (0,1),

/ _ o, / 71 ﬂ—rﬂ*i / 51—5*7 /
£18) = S (Das(1) ZEK( = d0) (5 “‘“’”»mj' c.14)
Proof. From the definitions (C.4) and (C.5), we compute
1 0
'(t) = —E ——Z
fn (t) n n p 5‘t n7t:|
= —E

/Rd / n(at ot (W, T qu (1), qz(t>>) exp(Hn 4 (W, T; 1 (1), g2(t))) AP (@) d@(a)}

n nt

~E < O Mo 0n(0), q2<t>>>m].

By the definition (C.2), the time derivative of the Hamiltonian is

gﬂn,t(ﬂ, 0;q1(t), q2(t)) = L

o 1 1, 9
20— ST+ —||u||2||vH2

ot 2¢/(1—1t)n n op 12072
T « T« _
Foq (i + g0 2" - Sl (C15)
2 ql(t)
1
+/t;17—|'5*_|_7 ~Tzv_7
AT + 5 a0 40 1.
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The expectation of (0;H,,:),, , can be computed using the Stein’s lemma (Proposition G.7). Indeed,
let us consider the term

d

E[< T Z%) } ;Z}E[uz% } ZZH;XEE uvj
_221\/7 (02 nt z;zl\/i (@;5,)? (C.16)

e (CHE %E[@Tﬂ*vw ,J,

where the last step is by the Nishimori identity (Proposition G.4). So the first line of (C.15) upon
taken the Gibbs bracket and the expectation becomes

—%E (@), |-

)

Similar cancellations happen for the second and third lines of (C.15). Putting them together, we
obtain

0 = e T, ]+ kel ]+ e, )

)

which is the same as (C.14) with the parentheses opened up. O
In what follows, our strategy is:

1. Show that <ﬂTE*>n is concentrated around its mean E [<u u > t} ;

2. Choose ¢5(t) to be the solution to

Once Items 1 and 2 are done, we then have

Fo =~ £0(0) = ]( £t
~ Uslaa (1) + avs(aa(1) - / S (0date) e
" /o1 %E < (ﬁTnﬂ - qg(t)) (ETT?* - ad) (t)) >f] dt

~ =g (1)7) + aps(ga(1)) —/0 S (Hax(t)dt,

where the first line above uses (C.8) in Lemma C.1; the second line uses (C.9) in Lemma C.1 and
Lemma C.2; the third line uses Items 1 and 2. This will almost lead to the desired characterization of
the free energy F,, in Theorem 4.4:

. (0%
sup inf 7[’?(&7(]1)) + O‘wz (Qu) - 5 uqv-
7,20 9u>0 2

Consider the function
1
¢t(Q17 Q2) = E log Zn,t-

Note that ¢:(q1,q2) also depends on n,u*,v*, Z, Z*, Z", and E[p:(q1,q2)] = fn(t) where the
expectation is over (u*,v*, Z, Z%* Z") distributed according to (C.1).
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Lemma C.3 (Free energy concentration). Fix a constant M > 0. There exists a constant C > (
depending only on K, M, a, 2, % such that for any t € [0,1], 0 < ¢1(t), q2(t) < M and sufficiently
large n,

E[|¢t(q1,92) — E[¢e(q1, g2)]]] <

ER

Proof. Fix u*,v*. Consider ¢;(q1, g2) as a function of (Z, Z%, Z*). Then
2

|V (z.20.290:(a1, a2)

= ||VZ¢t(ql7q2)||§ + ||Vzu¢t(Q17Q2)H§ + HvZu(bt(ql’q2)||§

S5 (e{(VEes) ) )5 el )
(o), |+ S2e (g, | + Se|(mE), |

o -1 —17-4 ——1z-2 , & —17-2 C
< —||= by K —M: K —M||X K< —
< S[El; ISl K+ SMIE] K+ S MR K2 < <

IN
S
w0
= Il

where C' > 0 is a constant depending only on o, M, =, ¥, K. The penultimate line is by Cauchy—
Schwarz and the last line holds for all sufficiently large n by (3.3) and n < d. Then by the Gaussian
Poincaré inequality (Proposition G.8),

C
) - ) S V 5 ~ —. C17
o)~ B o) <\ [ Yer o 2 )
The above result holds for any fixed u*, v*. We then verify that Ez zu zv [¢:(q1, g2)] has bounded

difference as a function of u*, v*. We do so by bounding the derivatives of Ez zu zv[¢:(q1, ¢2)] with
respect to u;, v} forany i € [ 1,7 € [d]. We have

0 1 0 - .
- - ;{n , Vs I ’ 1
ou? Z,Z%Zv [#1(91, ¢2)] n Z,ZIE‘,ZU [< ou? (W0 ¢ q2)>n7t] (C.18)

and a similar expression holds for the derivative with respect to v;. Recall the definition of #,, ; from
(C.2). We have

E
Z,2%,Zv

0 o _ 1-—t 1 e —_
%Hn,t(: 1/2% b)) 1/27);6117(12) = n v'S (2 l)zzuz +aq (B l)i,iui7
i
where we have used the fact that = is diagonal. Therefore,
0

%Hnt( _1/2U 212, QhQQ)

where C' > 0 is a constant depending only on a, M, K, =, 3. The last inequality holds for all
sufficiently large n. A similar bound holds for %Hn (2 =12, 271 2y ¢4, g2). This, by (C.18),
J

1 1 =y —1 — =1
< dK?|Z); -2 K +aq - |El, K <C,

implies that Ez 7z« zv[¢:(q1, g2)] as a function of (u*, v*) satisfies the bounded difference property
with ¢; = C'/n (see Proposition G.9). So by Proposition G.9,

E EbM%@]J%Lﬁmm@mﬂH§¢w{ S| e

YAANAL u*,v* NANA
(C.
Finally using (C.17) and (C.19) and the triangle inequality,
Ell¢¢(q1, g2) — Elde(q1, g2)]l]
< B ewn - B o]+
u* v | Z,2%,7° Z,2%,Zv
<<
iy \/ﬁ’

concluding the proof. O

5§‘Q

)

E [¢e(q1,q2)] — ]E[ E [¢t(Q1,Q2)]H]

YAVAVAY u*w* | Z,Z2%,Zv
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Suppose a, b > 0 are constants. With ¢; = s,a?, g2 = s,b%, we can write H,,; in (C.2) as

Ho 1 (U, T; 50,07, 5,0%) = Ho 1 (U, 0) + Hy o (W) +Hy 4 (V),

where
-~ 1—t .+ . 1—t +_,  +- 1—t, . 9,
Hoe(0,0) = TUTZU + TUTU*’UTU* - WHUH;HW”;
MY, (0) = as,a®id 0 + ay/asyd | 2" — O‘S;“ 7712,
v (~) — b2~T~* b ~TZ1) _ Snb2 ~12
np(0) = 5,070 0 + by/5,0 —7]l5-

2

Fix A > 2. Define

0"(0) = g [ exp( (@) dP@, 0" (1) = - log | exp(i,() Q).

NSn NSn
Eulsn) = sup  E[l¢%(a) —E[p"(a)lll, &u(sn) =  sup  E[j¢"(b) — E[¢”(b)]]];
1/2<a<A+1/2 1/2<b<A+1/2
(C.20)
1 0 1 0
T (@) = ——H! (u T'(@) = — —H° .
(U) NSp aaHn,a(u)v (U) NSy 8an,b(m
Denote by (g(u”,v")),, , , the conditional expectation of g(u*,v*) given
Y, Ya) = ayas,ut + 2224 YP(b) = by/s0t + 2Y2 7Y, (C.21)

where the expectation is with respect to the distribution in (C.1).

Corollary C4. Let s, = n~ /32 and A < \/M/s,, — 1/2 for a constant M > 0 independent of .
Then there exists a constant C' > 0 depending only on K, «, = such that for all sufficiently large n,

C

Proof. Note that if b = 0,¢ = 1, it holds that H, 1 (,0; s,a*,0) = H¥ () and ¢1(s,a?,0) =
$n¢"(a). The conclusion then follows immediately from Lemma C.3 since by the assumption on A,
q1 = spa® € [0, M]forany 1/2 <a < A+1/2. O

fﬁ(sn) <

Lemma C.5. Let s,, = n= /32, Forall A > 2,

ﬁ /1,4 E Mru(a) — E[(T"(@)) 1,0,

where C > 0 only depends on o, =, K.

>b] da<C ( wlﬁ + sz(sn)),

Proof. By the triangle inequality,

E MT“(&) - E[<T“(ﬂ)>n,a,b]

oo

+E K ] (Y"(@)),, 0p — E [<T“(ﬂ)>n,a,b}

)| <E|(r@ - @,

>n,a,b} '

(C.22)

We will bound the two terms on the RHS separately. We first bound

Do 2

) 1/2
<(Tu(a)<ru(a)>wb)> b] da) : (C.23)
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1 A
< -
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The first two derivatives of ¢* are
1 S (M (@) M o (@) dP (1)
nsn fRn exp (Hgﬂ(ﬂ)) dP(u)

uNI 1 0 o~ 2 u (o ’ o2 v (u
(9")"(@) = 5 <(aaHn,a(u)> > b < 3 Hn.a(t )>n’a)b+<acg%n,a(u)>n,a’b

= s, [(XU @), ,, — (T"(@ >>nab}+ﬂ2<~“*>m <”’ﬁ|3>n,a,b]'

(6" (a) = — (T(@), 0 (C.242)

(C.24b)
Since there exists C' > 0 depending only on o, Z, K such that for all sufficiently large n,
O T s ~ 4aK?
{2<uTu> oo — (l13) ] < 2=, (C25)
n n,a, n,a,b inf supp(=)

the second result (C.24b) above implies that for all sufficiently large n,
((r@ = 0 @),0)) < (@)@ )
n,a,b n

Consequently,
A
[E
1
To proceed, we compute for any a,

E[(6") (@) = E[(X"(@),.0, (c27)
which is by (C.24a). By definition,

<(T“@> - <T“<ﬂ>>n»a,b)2> ] da < — (E[(6")/(4)] — E[(6") (1)] + C(A—1)).
h (C.26)

~ 1 T - ~
T4 (u) = E(QozauTu* + OI/SnUTZu - aa||u||§),

whose expectation is therefore given by

B[ @) 0s] = B [@T7), ] + nﬁ—ﬁ[@TZ“m,a,b} -2 /(im), |

(C.28)
Using Stein’s lemma (Proposition G.7), the middle term is equal to
\/a ~T 7u _ f u o f
n SHE[<U Z >n,a,b:| - ;E{Z nab] - N s 6Z“ U74>nab
~12 T
_ ]E[<||U|2>n}a’b] gl
Therefore,
E[<T“(ﬂ)>n,a,b} = %E[@Tﬂ*)nw} (C.29)
and
‘E[<T“(ﬂ)>n,a,bﬂ < aC, (C.30)

where C depends only on «, 2, K.

Using the last inequality, we can further upper bound the RHS of (C.26) by for some C' depending
only on «, =, K. Putting this back to (C.23), we get

o R - @), s m <\ ©
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since A > 2.

Now it remains to bound the second term on the RHS of (C.22) which can be written as

E [( | OF @) =~ E[ (T @)00) >ma,b] =E[[(¢") (@) B¢ (@] (€32)

using (C.24a). To further bound the RHS, consider the following two functions
2aK?a? 20K ?%a?
= a—E[p*(a))+ ——=
inf supp(2) inf supp(=)
They are both differentiable and convex for all sufficiently large n since their second derivatives are

non-negative by (C.25) and (C.24b). Applying Proposition G.10 with the above two functions, taking
the expectation and using the triangle inequality, we have that forany 1 < a < A,0 < a’ <1/2,

SaK?d

inf supp(Z)
(C.33)

a— ¢"(a

E[l(¢")(a) = E[(¢") (a)]l] < E[(¢*)"(a + a')] = E[(¢")'(a — a')] + 3&;(sn) /a’ +

Then

—
o

E[(¢") (a + a')] - E[(¢*)'(a — a')] da

= (E[¢"(A+a')] - E[¢"(1+ a)]) — (E[¢"(A — a)] - E[¢*(1 —d)])
= (E[¢"(A +a')] - E[¢"(A - a')]) — (E[¢"(1 + d)] - E[¢"(1 - d)])

’
a

/ E[( A+a)]da—[,]E[(gb“)’(l—ka)]da
<4ad'(A+a")C < 8d'AC,

where the last step is by (C.27) and (C.30), and C' depends only on «, Z, K. Using this in (C.33), we
obtain

A
/1 E[|(¢")'(a) = E[(¢") (a)][| da < CA(d" + &;(sn)/d),

and the RHS is minimized by a’ = /£%(s,) which lies in the interval (0,1/2] for all sufficiently
large n due to Corollary C.4. Using this result in (C.32) and integrating over a, we have

CA
>n,a,b] da < 2=~ 2\/€4(s5n) < ACV/E4(sn),
(C.34)

o [ =@ - 2@ )

since A > 2.
Finally, combining (C.22), (C.31) and (C.34) proves the lemma. O]

Lemma C.6. There exists C' > 0 depending only on o, K, Z such that for any A > 2,

A 2
o se{rer-sfenre) ) Jmee( e va),

where 1) = Z1/24M 73®?) = Z2-124@) with W, u?) being two i.i.d. copies from the condi-
tional law of u*,v* given (C.21).

Proof. Since supp(P), supp(Q), ||=Z]l5 ! are all bounded, by the triangle inequality,

% ERTU(a(l))(a(U)TW>MJ - E{(T“(ﬂ)}n%b]ﬂi{<(ﬂ(1))Tﬁ(2)>n,aJ (C.35)
< ||E;1K2E[<\T“<a> —E[(T (@), >M,b]- (C.36)
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On the other hand, let us compute (C.35) on the LHS of the above inequality. Recall from (C.29) in
the proof of Lemma C.5 that

E[<Tu(a<1>)>n7a,b] - ME{<@(1))%(2)>M,J' (€.37)

n

Similar to (C.28), we have

E[<T“(g(1))@(1)fﬂ(2)>n a b] _ 200 {<(a(1))Tg*(g(1))Ta(2)>n ) J

n
2
<HﬁmH (a<1>)rﬂ<z>> 1
2 n,a,b

Using Stein’s lemma and following similar derivations leading to (C.29), the second term on the RHS

equals
2
<Ha<1>H (a<1>)Tg(2)>
2 n,a,b

B 2‘170‘153 [<(ﬂ(l))Ta(g)(a(l))Tﬂ(2)>n,a,b] + %E <((ﬂ(1))Tﬂ(2))2>n @ J '

Va 1 - - aa
N E NT Zu (N T7(2) Eatad o)
+ <(u ) (u ) Y >n,a,b n

n+\/Sn

Va ~(NT u(~(1)\T~(2) _aw
E <(u ) Z4(u') >n’a)b _;]E

/S

n n
'y

Therefore,

E[<T“(a(l))(a(1))Ta(2)> J:wEl<((g(l))Ta(2)>2> 1 (C.38)
n,a, n b

Putting (C.37) and (C.38) together and using Nishimori identity (Proposition G.4), we have that
(C.35) equals

<((a(1))Tﬂ(2))2>m,b

o\ _E[<(ﬂ(1))75(2)> r
n,a,b

n2

So by the inequality (C.36), for any a > 1,

%E <<(a<1>)rﬂ<z> _E {<(ﬂ(1))%(2)>ma7b})2>M,b < lEHilKZ]E [<’Tu(a) - E[(T“(ﬂ))ma,b]

Integrating over a € [1, A] and invoking Lemma C.5 concludes the proof. O

)ona)

&y

Lemma C.7 (Overlap concentration). Let Ry, Ry: [0, 1] X R2>0 — R>q be two continuous bounded
functions such that their partial derivatives with respect to the second and third arguments are
continuous and non-negative. Let s,, = n~"/32. For (e1,e3) € [1,2)?, slightly abusing notation, let
q1(-,€1,€2),q2(+,€1,€2) be the unique solution to

71(0) = sne1 ¢ (t) = Ry(t,qi(t), ga(2))
{qz(O) = spey {qg(t) = Rolt,qu (1), go(1)) (C.39)

Then there exists a constant C > 0 depending only on K, o, |R1]| .,

te0,1],
/12 /12 %E [< (@ - E[(ﬂTﬂ*>n7tD2>n7t
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Proof. The existence and uniqueness of the solution to the Cauchy problem (C.39) is a direct
consequence of the Cauchy—Lipschitz theorem [37, Theorem 3.1, Chapter V]. For any ¢ € [0, 1], the
function Q4 (e1,2) = (q1(t,€1,¢2),q2(t, €1, €2)) is a C*-diffeomorphism. Its Jacobian determinant
is given by the Liouville formula [37, Corollary 3.1, Chapter V] and can be lower bounded as

J(e1,e2) = det(VQ:(e1,£2))
t t
= 53; exp (/ 82R1(s, Q3(81,€2)) ds + / 83R2(3, Qs(€1,€2)) ds) > S?L, (C.40)
0 0

since the partial derivatives are non-negative by assumptions.

We then view the RHS below as a function of ¢;, g2 and denote it by

<(aw* B E[(ﬂTa*%’J )2>n7t] , (C.41)

Denote ; = Q([1,2]*)/s, and M = max{||R:| . ||Rz||..} + 2. Since Ry, Ry > 0 by as-
sumptions, ¢1, g2 are non-decreasing in ¢ by (C.39). So for ¢ € {1,2}, and any ¢ € [0,1] and
(e1,€2) € [1,2%,

qi(t,e1,€2)/5n > qi(0,61,62) /5 =& > 1,

V((halh) =K

1
qi(t,e1,€2)/sn < qi(1,61,€2)/sn = s;l/ qi(t,e1,e2) dt + s, qi(0,e1,2) < s, (| Rill o + 2)-
0

We obtain the relation Q; C [1, M/s,,]? for any t € [0, 1].

Next, using the change of variable (r1,72) = Q¢(£1,€2)/sn, we have

T el e ) s

1 2 2
= ﬁ/ / V(qi(t,e1,€2),q2(t,€1,€2)) de1 dey
1 1

1 V(spri, Spr 5%
= — (_1 ! 2) d(Tl,T‘Q)
n Qy J(Qt (SnrlaSnTQ))
1 M/sn M/sy
<= / V(snr1, 8pr2) dry dra, (C.42)
n=J1 1

where the last step is by (C.40). Further applying the change of variable r; = a2, we have that for all
ry > 1,

1 M/sp 1 /M/sn 20/ M v/ M/sp
— V(snri, Spra)dry = —/ V(sna2,5nr2)2ada < /Sn/ V(snaQ,snrg) da.
2 2 2
n=J1 n=J1 n 1
(C43)

Recalling V' from (C.41), we recognize that

<(ﬂTa* _ E{(Wa*%,a,m])?n’a,ﬁ]
feroseorer ).

n,a,,/T2
where (-),, , is defined in (C.21) and the second equality is by Nishimori identity (Proposition G.4).
Since v/ M /s, > 2 for all sufficiently large n, applying Lemma C.6, we get

V(snaQ, Spre) =E

i), M L st surayda < o 4 VEGn)
M/s, —1J1 p2 !\l ant2) G =T e n\Sn) fs
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where C' > 0 depends only on o, K, = and £%(s,,) is given in (C.20) with A = /M s,,. Using this
back in (C.43) and then in (C.42), we obtain

i e I R

)

Corollary C.4 guarantees that £ (s,,) < - ?/ﬁ for some C' > 0 depending only on o, K, =. By the

choice of s,,, we can finally upper bound (up to a positive constant depending only on o, K, =, M)
the RHS above by

1 1 1 1 2
2 < 5 9., l1/64 g —1/8
%(ﬁ%+ %w)‘ﬁﬁnw noETT
for all sufficiently large n, which completes the proof. O

Recalling (), , defined in (C.6), let us identify E {<ﬁT'ﬁ*>n t} as a function of (£, ¢y, q2):

*E[<~T~*>m} = A(t,q1,2). (C.44)

Note that A is continuous, non-negative (by Nishimori identity) on [0, 1] x R% ; and bounded by K2.
Its partial derivatives with respect to the second and third arguments are continuous and non-negative,
since the correlation between u* and (u),, , is a non-decreasing function of the SNRs g¢1, g2.

Lemma C.8 (Fundamental sum rule). In the setting of Lemma C.7, for (e1,62) € [1,2]?, let
q1(t,e1,€2), q2(t, €1, €2) be the solution to (C.39) with Ry = A defined in (C.44). Then we have

zﬁ///memmw%wum»

2q 1(t,e1,e2)q5(t,€1,62) dt deg deg + o(1).

Proof. Fix (g1,22) € [1,2]2. By the choice Ry = A,

1 't
Gt e1,62) = At qi(t,e1,62), g2t €1, 62)) = *E[< i >n,t]
Plugging this into (C.14), integrating over (£1,¢2) € [1,2]? and applying Lemma C.7, we have

fa(t) = G4 (O5(0) + o(1),

where o(1) — 0 as n — oo, uniformly over ¢. By Lemma C.1, we conclude

f,ﬁ//fn ) dey des + o(1 //(fn /f dt)d51d52+ o(1)

/ / / Y=(ayqi(1,e1,62)) + a¥s(qa(l,e1,62)) — =i (t,€1,€2)q5(t, €1, €2) dt dey dea + o(1),
as desired. Here the first and last equalities are by (C.8) and (C.9), respectively. O

Finally, we prove a pair of matching upper and lower bounds, completing the proof of Theorem 4.4.
Lemma C.9 (Lower bound). Let s, = n~ /32 and Ry = A. Then
liminf 7, > sup inf F(qu,qv)-
oo Gu204u2
Proof. Fix an arbitrary g, > 0. Let Ry = q,,. Then q;(t,&1,2) = spe1 + tq, and Lemma C.8 gives
Fn f/ / / Y=(ay(sne1 + ) + as(ga(1,e1,2)) — QvQQ(t €1,€2) dtde; dea + o(1)
= / / Vs(avqy) + abs(ga(l,e1,62)) — §qvq2(1,61, g2) der dea +o(1)
1 J1
. « .
2 inf %(OZVQU) + ad)f((h) — Fqvq2 + 0(1) = inf }—(QMQU) + 0(1)»
4220 2 qu>0

where the second line holds since = is Lipschitz and ¢2(0,¢1, €2) = s,e2 = o(1). This completes
the proof since the above lower bound holds for all ¢, > 0. O
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Lemma C.10 (Upper bound). Let s,, = n~'/32 and Ry = A. Then
limsup F,, < sup inf F(qu,qu)-

n—o0 qy>09uZ

Proof. We apply Lemma C.8 with
Rl (taql7QQ) = 2041//§<A(taQ1,Q2)) (C45)

Since 1= is Lipschitz and convex,
1
Y=(avqi(1,e1,62)) = Y=(ay(qi(1,e1,62) — q1(0,€1,€2))) + o(1) = %<07/ qi(t,e1,e2) dt) +o(1)
0

1
< / Velavg)(t,e1,22)) d + o(1),
0

and similarly

s (aa(L,e1,e2)) < /0 Ps(dh(t,e1,22)) dt + o(1).

Now Lemma C.8 implies

2 2 1
a
an/ / / dg(a’yq'l(t,el,sg))+aw§(ql2(t,51,52))—Eqi(t,el,sg)qé(t,el,sg)dtdsld62+0(1)
1 J1 Jo

2 2 1
:/ / / G(gs(t,e1,€2), 41 (t, €1, 62)) dt der dez + o(1),
1 1 0
where

G(qu; @v) = VY=(avqy) + aPs(qu) — %Qu(hw

With the choice of R; in (C.45) and Ry = A, the ODE in Lemma C.7 gives
¢ (t,e1,62) = 200(g5(t, €1, €2)),

which corresponds to the criticality condition of G with respect to g,,:
hG(d5(t,e1,€2), 44 (L, €1,€2)) = 0.

Since 1)5; is convex and — 5., g, is linear in g2, we have that G is convex in ¢,,. Therefore

g(qé(t7€1’82)7q11(t7€17€2)) = inf g(qu7qg(t751752)) = inf F(quvqll(t7517€2)) S sup inf f(quvq’u)7
qu>0 qu>0 qv>09u=0

which completes the proof. O

D Proofs of Theorem 4.2 and Corollary 4.3

D.1 Proof of (4.7)

We compute the derivative of F,, (7

):
1 [2/(7)] 1 U DU R
]_-/ - -k n = _F TZ ST Tk ST ~~T
7 (7) - |:Zn('7) - W ’Y”u U—l—nu uY U - o uv v )
1 ST T

ﬁEKU uwv v >n], D.1)
where the last step follows similar calculations in (C.16). Since J,(y) — sup,, infq, F(qu,qv) as
n — oo, we have F), (v) — a% sup,, inf,, F(qu,qy). To compute the RHS, note that

. . Q
sup inf F(qu,qn) = sup {wg(am) + inf {O"‘/)f('VQu) — unqv}}
qv>09u>0 qu>0 qu>0 2
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and the value of the infimum does not depend on . Therefore, we have

9 oo e Qg
— sup inf F(qu,q) = v=(avq))agq, = —2, (D.2)
Y go>0qu>0 = 2

where first equality is by the envelope theorem from [51, Corollary 4] and the last equality follows
since the extremizers ¢, ¢;; solve a pair of equations in (4.16).

On the other hand, we relate F, (7) to the MMSE (4.2) as follows:

MMSE',L(’)/) — i]E ||a*(f17* _<-T> || 7]E |~*|| HN*||2+ ||<-T> ||§_2(ﬂ*)T<ﬂﬁT>n’ﬁ*
nd
_TEHYTET) 1 ST T
- BEDTED) e, ), (D.3)

where the last step is by Nishimori identity (Proposition G.4). Combining the above with (D.1)
and (D.2), we conclude

MMSE, (7) — E[ﬁ_l}E[f_l} — @,
as claimed.
D.2 Proof of (4.8)
Recall Y from (4.1) and define for some " > 0,

!
Y= ) Lot T 4 5Y22/51/2, (D.4)
n

, . . . idd.
where Z' € R™*" is a symmetric random matrix independent of u*, v* with Z/ ; "< N/(0, 2) and

Z{’ j RN (0,1) forall 1 < i < j < n. By similar derivations as before, the free energy associated
with (YY) is given by

1
Fn(7,7) = nEllog/Rd/ exp (Hn(E_l/Qu,Z—l/%)
1 ’Y/ Tem—1y/=—1 7/ To—1,,\2 n @n
+2 U Y'E T u — 4n(uH u)? ) dP®"™ (u) dQ®"(v)|,

where H,, is given in (4.12). Denote by (-)),, the Gibbs bracket with respect to the corresponding
Hamiltonian. Let

)= o G i (5) s (8). o
(v:7") qs}llp>04qu+ 5 dudv — V=5 ) —avg( 5 ) (D.5)

where f* denotes the monotone conjugate of a convex non-decreasing function f: R>g — R; see
Definition G.1. Basic properties of monotone conjugate can be found in [67, §12].

The following lemma, proved in Appendix D.3, characterizes the high-dimensional limit of F,,(~y,~").
Lemma D.1. Forall v,y >0,

. N o /
Jim Fi(7,7) = F(v,7"),
Let us show how (4.8) can be derived from Lemma D.1.
Proof of (4.8). Let
u 1 ~sx [~ ~s ok 2
MMSE;, (v,7) = EE{HU (@)’ - E[u*(u )’ |Y, Y] HF}

Following similar derivations as in Appendix D.1, one can verify the following two identities:

o) = (@) ], sz = BE - Lafyray) |
(D.6)
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Therefore, the MMSE in (4.3) can be written as

Tr(Z1)2

MMSE(7) = lim MMSE¥(v,~') = —— — 4 1lim 9yF,(7,7").
n(7) lim n(17Y) 3 lim. & (v:7")

By Lemma D.1 and Proposition G.11,
limsup lim 82F (7, 7)< lim 9:F(7,7").
,Y/

n— oo

The envelope theorem from [51, Corollary 4] allows us to compute the RHS:

@’
4 b

lim oF (7,7') =
lim 0, (7"

where (q;'j, q;) are the maximizer of

x [(du x Qv ary
sup 2 YquGv — ¢§(5> - Oﬂﬁf(?) = sup ¢§(0f7q@) + a%(’ﬂ]u) - TQUQM
Gu>qv >0 (qu,qv)€C(7,)
where the equality is by Proposition G.12. Putting the above together, we have
1 T~ 1 T~
limsup —E [<(uTu*)2> } = limsup lim —E {<< (uTu*)2>> } < qzz,
n—oco N n n—oo YIl0Mn n
2 (D.7)
lim inf MMSEY (v) > E F_ ] — g2
n—oo
By a symmetric argument, we also have
1 T e 2 2
lim sup lim —EK vt > } <qg-. D.8
msup lim 75 (©'77)°) | <4q (D.8)

To find an upper bound on MMSE: (), note that by (4.7) and (D.3):
1

i = Jim, B (6w, ) < i (E[(@77)) ]) (HE[()°) )
This combined with (D.7) and (D.8) implies
Jim SE(@TE)) | =it m gE[(@70)7), ] e

which concludes the proof in view of the relation

MMSE!(y) = HED” iE[<(aTa*)2>n] =

n2 n2
D.3 Proof of Lemma D.1

We assume v = 7/ = 1 by formally absorbing them into P, Q:

/R;ch =, /:ch \ﬁ

so that we can drop the dependence on 7, ~’ in notation such as F,,, F. We then truncate P, Q at a
sufficiently large constant X > 0 so that they have bounded supports.

Recall Y from (4.1) and define for » > 0, Y” = /ru* + EY2Z" where Z" ~ N(0,,1,) is
independent of everything else. The free energy F,, associated with (Y, Y") is

1
=—-E [log/ / exp(?—ln(E_l/2u,E_l/2 Y+ ru 2T+ ru BTV — guTE_lu) dP®" (u) dQ®%(v)|,
n R4 n

where H,, is given in (4.12). A straightforward adaptation of the proof of Theorem 4.4 yields a
characterization of the limit of F,,. Let

— v a
F) = sup ot v (Ve +0) v ) - 5

quo- (D.9)
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Lemma D.2. Forallr > 0,

lim F,(r) = F(r).

n—oo

Proof. To obtain the result, we execute the interpolation argument as in the proof of Theorem 4.4 on
the Hamiltonian of the following interpolating models:

1-t¢
Y, = 7U*U*T+El/2221/2,
n

V' = Vag(u +327",
}/tﬂ _ \/mv* _’_21/2zv7
" _ \/’FU* +El/2Z”.

All steps in the proof of Theorem 4.4 carry over. O

The above lemma allows us to derive the following auxiliary characterization of F,.

Lemma D.3.

_ 2
lim F,, = sup F(r) — %. (D.10)

n—oo r>0

Proof. Letr: [0,1] — R>( be a differentiable function. For ¢ € [0, 1], consider (Y, Y/, Y]’) where
Y is givenin (4.1) and Y}, Y} are defined as

1—-1¢
Y;: U*U*T+El/2Z/El/2, Y;I/: \/@’U,* +El/2Z”,
n
with Z"” ~ N(0,, I,) independent of everything else.
Similar to (C.5) and (C.6), denote by

| | S
/ / exp (\/> T2+ UTU*UT *— IR
]Rd n 2n

LTt e 1ot s
-7 Z/ -7 T *
T F @) -l

reaT + i 2 - "D ||2)dP<>d@@>1

the free energy associated with (Y, Y/, Y}”) and by (-)),, , the conditional expectation with respect to
the corresponding Gibbs measure. The rest of the proof follows the skeleton of Theorem 4.4 and we
only highlight the differences.

Parallel to Lemma C.1, we have that if »(0) > 0 and lim,,_,+ r(0) = 0, then

The analogue of Lemma C.2 gives
'l 2
((5-re))

We now show a pair of matching lower and upper bounds on F,,. First comes the lower bound. Using
(D.11) with () = rt for a constant r > 0, we have

1
f'(t)=—--E
W)=~

Y (t)?
+ (D.11)

,r2

Foo = (0) =fn<1>—/01f%<t>dtz?n<r>—4'
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By Lemma D.2, this implies the lower bound

liminf F,, > sup F(r) —

n—oo

r2

r>0

Next we show a matching upper bound. Let € € [1, 2] and slightly abusing notation, denote by r(t; &)

the solution to

(1) = fE[<(~T~*>)n J, 0) = $pe,

)

where s, = n~ /32, The analogue of Lemma C.7 gives

=
1 n?

E[« (~T~* B E[ @)

(D.12)

ML

)

for a constant C' > 0 independent of n. Using (D.11) with r(¢; ), we have

Fn:/12fn(o)dg+o(1)=/12<Fn(r(1,s))— :

' (t,e)?
4

2,1
S
1 Jo

1 2
T(t’g)dt) de +0(1)
dtde 4+ o(1) < supF,(r) — T + o(1),

r>0

where the second equality is by (D.12) and the penultimate inequality holds since Fn( -) is convex
and non-decreasing. Passing to the limit, we obtain the upper bound

limsup F,
n—oo

as desired.

’1“2

< sup ?(7‘) - —,
r>0 4

O

To establish Lemma D.1, it remains to verify that the RHSs of (D.5) and (D.10) are equal. We need

the following lemma.

Lemma D.4. Let f,g: R>g — R be non-decreasing, lower semi-continuous, convex functions with

Sinite £(0), g

(0) and monotone conjugates f*,

g* (see Definition G.1). Then
r2 2

q * *

sup sup inf f(q1 +7)+9(g2) —qige — = = sup = +qg2— (@) — 9" (1)

7>0 g1 >0 92>0 2 gge>0 2
Proof. Writing f,.(x) = f(x + r) and using Proposition G.12, we have
sup inf f(qu+7) +9(a2) —qmaz = sup gz — f7(a2) = 9" (¢)
q1>0922 q1,92>0

=sup fr(q1) —9"(q1) = sup q2(q1 +7) — f*(q2) — 9" (1),
q1>0 q1,92>0

where we have used the fact that f**

P

sup sup inf f(q1 +7)+9g(q2) — 192 —
r>0q1>09220 2

= f. Therefore,

r? N N
sup {Sup{qQT - 2} +q1q2 — f*(q2) — g ((h)}
q1,9220 Lr>0

2

q * *
= Sup ot qige f(q2) — 9" (q1),
q1,922>0
as claimed. O
Applying Lemma D.4 immediately finishes the proof of Lemma D.1.
Proof of Lemma D.1. By Lemma D.4 and the definition (D.9),
oy T Vo, @ q q
-5 = i+ G- () s ()
SR =T T i, et g vE ) e
where we have used the fact that for a,b > 0, the monotone conjugate of g(x) = bf(ax) is
9" (x) = bf*(x/(ab)). O
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D.4 Proof of Corollary 4.3

Denote M = IE[ *p* T ’ Y} By the Nishimori identity (Proposition G.4),

1 SO 2 ——1 = 1 —
o ) () Y1) B[ e[ - s
(D.13)
lim | || E[ * *TMHQ —1- lim iE[HMHQ] (D.14)
n—oo nd F n—oo nd Fl ’
Theorem 4.2 and (D.13) imply that
lim IE[H”‘”QME WH ] = ¢, (D.15)
n—oo nd

which, by Proposition 4.1, is positive if and only if (4.6) holds.

We first show (4.10) assuming (4.6). Using assumption (3.3), super-multiplicativity of oy (+), and
the fact that || BC||g > || B||pomin (C), we have

1
lim —E[||M|| } > lim —on, (”1/2)2JE{

n—oo nd ~ n—oo nd

=-1/2 - 1/2H } 21/2)

= (inf supp(Z))(inf supp(L)) lim E[HH—UQMZ 1/2” ]

n—oo ’I’L
which is positive by (D.15). This combined with (D.14) implies (4.10).

We then show (4.10) with < replaced with =, assuming that (4.6) is reversed. Using assumption
(3.3), sub-multiplicativity of spectral norm, and the fact that | BC||p < || B||z||C||,, we have

1 2
lim —E[||M||%} < lim ’”UQH E[
2

n—oo nd ~ n—oo nd

= e
F 2

_ _ 2
= (supsupp(Z))(supsupp(X)) lim 1E[ E_l/QME_l/QHF],

n—o0o N,

which is 0 by (D.15). This combined with (D.14) finishes the proof of the corollary for estimating

uw*v* . The proofs for estimating u*u *T v*u* " are similar and omitted.

E Analysis of the spectral estimator

E.1 Bayes-AMP

We propose an AMP algorithm that operates on 21 AX~! and maintains a pair of iterates u’ €
R™, v**+1 € R? for every t > 0. Specifically, given for every ¢ > 0 a pair of denoising functions’
gi: R = R", fr1: RY — R? the iterates are initialized at u~! = 0,, and some v° € R? of user’s
choice, and are updated for every ¢ > 0 according to the following rules:

= o1~ ~ 1 —
ut =AY —p = W = g(uh), e = - Tr((Vgi(u)=1),
o1~ - 1 _
VT = NTATETG — 27, T = fig (o), by = - Tr((V frgr (0H1)) 87,
(E.1)

where Vg, (u?) € R"*" V fi 1 (vtt1) € R?¥9 denote the Jacobians of gy, f; 41 at u’, v'™?, respec-
tively. For any fixed ¢t > 0, the n,d — oo limit of the iterates u’, v**! can be described by a
deterministic recursion known as the state evolution. To define the latter, we need a sequence of
preliminary definitions.

2Strictly speaking, for every t > 0, we are given two sequences of functions gy, fi+1 indexed by n,d
respectively. See Definition E.1 for a formal treatment of function sequences.
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First, define random vectors (U*, Wyo, Wy, -, Wuy) € (R™)i+2  and

(V¥ Wy, Wy, -, Wyt1) € (RY)2 with joint distributions specified below:
U~ %
aoWuo TiWv1
aWui| o pen DN (Op(ir1), @ @ 1), ToWy .o ~ Q% &N Oges1), Wip1 @ 1),
oWy T W1
(E.2)
where we recall that for A € R™*" B € RP*4, their Kronecker product is
AB o ALB
A®B = : : € R™MPXM,
AmiB - ApnB
The covariance matrices ®; = (P, )o<rs<t; Vir1 = (Uri1ar1)o<rsct € ROFUXEFD are

given by the (¢ + 1) x (¢ + 1) principal minors of two infinite-dimensional symmetric matrices
G = (P s)rs>0, ¥ = (¥r11 5+1)rs>0 Whose elements are in turn given recursively below:
1
®,0 = p-lim = (3%) "85,
n—oo T

1
P, = lim —E[fo(V*)TS7£(Vy)], s>1,
= lim — Tyt >
@y = lim ~E[f,(V)ZLV)] ns> L,
.1 —
Uyt1,s41 = nhanéo EE [g'r'(U'r')T:' 193(Us)]7 r,s > 0.

Furthermore, for ¢t > 0, o4, 73+1 > 0 are defined as

1
O'g = @0’0 = p-hm 7(50)7'2—1%’0’
n—oo n
o1 _
of =By = nlggo EE[ft(Vt)TE 1ft(Vt)]7 t>1, (E4)

.1 _
i = Ve e = lim E]E[gt(Ut)Ti Ya(Ur)], t>0.
With the above definitions, note that each Wy, Wy ;11 is marginally distributed as
N (O, I,), N'(0g, 1), respectively.
Next, define two sequences of deterministic scalars (g, 1/t+1)t20:

to = lim iIEKEHV*,fO(V*»]v

n—o00 N

py = lim 5E[<2—1V*,ft(vt)>], t>1, (E.5)

n—oo N

A
Viy1 = lim 7E[<571U*7gt(Ut)>]7 t 2 0’

n—o00 M,

where f is determined by the initializer 2°; see Assumption (A1) below.

With these, for ¢t > 0, define random vectors
Uy=mE U+ o272 Woy,  Vigr =S WV + 7032 Wy (E.6)

Finally, we need the notion of (uniformly) pseudo-Lipschitz functions.

Definition E.1 (Pseudo-Lipschitz functions). A function ¢: RF*™ — R*™ is called pseudo-
Lipschitz of order 5 > 1 if there exists L > 0 such that

. (;Enxnp)“ " (;E||y||F)”]7 €7)

%HM&C) — o)y < %le —Yllp

for every x,y € RF>m,
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We will consider sequences of functions ¢; : R¥: ™ — R%>™ indexed by i — oo though the index i
is often suppressed. A sequence of functions (¢; : R¥ix™ — R>m), >1 (with increasing dimensions
(ki)i>1, (€;);>1) is called uniformly pseudo-Lipschitz of order j if there exists a constant L such that
for every ¢ > 1, (E.7) holds.

The assumptions below are imposed on the initializer v° and denoising function (g, fi+1)t>0-
(A1) % is independent of W but may depend on v*.3 Assume that
Loy 2 L0 Two10
p-lim = |||, p-lim — (%) ' 70
d— o0 dH H2 d—oo T

exist and are finite. There exists a uniformly pseudo-Lipschitz function fo: R? — R? of
order 1 such that

) 1 N . . 1 2
Jim SB[V, (V)] < prlim o7

and for every uniformly pseudo-Lipschitz function ¢: R — R of finite order, the following
two limits exist, are finite and equal:

o1 . .1 % *
131_130111 8@0&5(‘/ ) = lim gEKfo(V ), d(V))].
Letv € R,7 € R>¢. Forany s > 1,

1 - ~
lim EE[fO(V*)TZ‘lfS(uE‘lv* + 72—1/2WV)}

d— o0

exists and is finite, where Wy, ~ A (04, I) is independent of V*.
(A2) Letv € R,and T € R?*2 be positive definite. For any r,s > 1,

lim 3E{<2—1V*7fr(52‘11/* + 2‘1/2N)>},

n—,oo N
1 - ~
lim QE[fT(yE”V* FRTV2N) TR (R 4 2*1/2N')}
—00
exist and are finite, where (N, N') ~ N (024, T ® 1) is independent of V*.
Let i € R, and S € R2*%2 be positive definite. For any r, s > 0,

lim AEKE*lU*,gT(ﬁE*lU*+Efl/2M)>],

n—oo n
1 ~ ~
lim fE[gr(uE_lU* L eV TE g (RETIU + E‘l/QM’)}
d—oo d
exist and are finite, where (M, M') ~ N (0a,, S ® I,,) is independent of U*.

We now give the state evolution result for the AMP in (E.1), which is proved in Appendix F.

Proposition E.1 (State evolution for AMP in (E.1)). Foreveryt >0, let (g;: R™ — R™),>1 and
(fiy1: R4 — ]Rd)dzl be uniformly pseudo-Lipschitz of finite order subject to Assumption (A2).
Consider the AMP iteration in (E.1) defined by (g:, fi+1)i>0 and initialized at u=* = 0,, and
some v° € R? subject to Assumption (Al). For any fixed t > 0, let (¢: RE+2n R),,>1 and
(¢: RUH2D 5 R) 4~y be uniformly pseudo-Lipschitz of finite order. Then,

p_llm¢(u*a uoa ula T 7ut) - E[¢(U*7 U07 Ula T aUt)] = 03 (Ega)
n—oo
g—limw(v*7vl,v27 P 7Ut+1) _ E[w(v*7 ‘/'17 ‘/'27 P 7‘/t+1)] = 0’ (E.Sb)
—00

where (Us, Vyy1)o<s<t are defined in (E.6).

3Practically one can think of the dependence of 7° on v* being given by some side information. However,
here AMP is used solely as a proof technique, and we can consider initializers with impractical access to v™.
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Given Uy, Vi1, the Bayes-optimal (in terms of mean square error) choice of (g, fi+1)¢>0 is given
by the conditional expectations. Specifically, for any ¢+ > 0 and u € R",v € R?,

g; (w) =E[U" | U = ul, i) =E[V* | Vig =] (E.9)
We call (E.1) with g; = g7, fi+1 = f;° , the Bayes-AMP.
If P=Q = N(0,1), by (E.2) and (E.6), (U*,U,) and (V*, V, 1) are jointly Gaussian with mean
zero and covariance:

—1 ~1
In 1 ,UétH e RQnXZn ]d 1 ) Vtéklz 9 1l e RQdXQd
W= PIET? 4 ofET 7 Vi1 BT Vi 5T+ T BT ’

respectively. Therefore using Proposition G.5, g, f;, ; admit the following explicit formulas:
g¢ (w) = =~ (u{E? +0?” D= (piE + o),

: (E.10)
fip(v) = e 8 (7'1:4-1Z ‘|'7'75-s-1E h” U—Vt+1(Vt+1E +7't+1Id) v.

Under the above choice, the state evolution recursion for pi;, oy, V441, 7¢+1 in (E.4) and (E.5) becomes:
forallt > 1,

A A 1/2i72
I :nli_{:go gEKZ_lV*,Vt(V?Z_l+Tt21d)‘1Vt>] = g]E m ) (E.11a)
t t
A o
vy = lim SE[(E70% puy(uf27 + 0}1,)U,)] = AE B a—" (E.11b)
noeen piE 4 of
Uf —nh_{tgO nE[Vt ( ?E_l—I—TEId)_ll/tz_th(l/tQZ_l—‘rTEId)_l‘/t}
gl ) [ st
Olers T 2] 0 s (E11e)
IR Y- v
O vs T 2]
.1 — —
Tt2+1:nh_{20*E[Ut (= + of L) Y E e (piE T + 0f L) 1Ut]
4=-3 2 9=
Ht= Hi0r=
—E L +E|—22
= o] LE o) A
g=—2
-E M=
1=+ o}

where we have used the definitions (E.6) of U, V,;i, the joint distribution (E.2) of
(U*,Wu), (V*, Vigq), the convergence of the empirical spectral distributions of ¥, Z, and Proposi-
tion G.2.
Inspecting the expressions, we realize that
e = )\af, Vip1 = )\TtQ. (E.12)

This allows us to only track the recursion of pis, v441:

——92 =—2
A A s A2
A +1 AE 41
Thus, the fixed point (p*, v*) of the above recursion must satisfy:
——2 —2
A PYZDY AMFE
=R 22| =R RS | (E.13)
N DV Sl | MAE +1
Note that upon a change of variable
v* op*
T e (E.14)

the fixed point equation (E.13) coincides with that in the characterization of the free energy; see (4.5).
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E.2 Spectral estimator from Bayes-AMP

Under Gaussian priors, the Bayes-AMP algorithm specified by (E.1) and (E.10) naturally suggests a
spectral estimator with respect to a matrix which is a non-trivial transformation of A. In what follows,
we provide a heuristic derivation of this spectral estimator. Its performance guarantee (Theorem 5.1)
will be proved in Appendix E.4.

Suppose, informally, that zi;, 0, Vs 41, Te41, ul, V111, ¢p, byy 1 converge (under the sequential limits
n — 0o, t — 00) to ', o*, v* T u, v, c*, b*, respectively, in the sense that, e.g.,
. . 1
11m p-1i1m —=
t—o0 I’?L*}OO \/E

Recall that (p*, v*) solves the fixed point equation (E.13), and from (E.12), the following relation
holds:

Juf —ufl, =0

w = Mo*", vt = Mr*2 (E.15)

So denoting
G = XME"+1,)" e R, F = Ww'S1+1;)7 ! e R (E.16)
by the design of g7, f,; in (E.10), we have that u*, o' !

~ * *2mm—1 *2 -1 ~ * *2v—1 *2 -1
u:,u(u = 4o In) u = Gu, vzu(u ST 4T Id) v = Fu,

converge to

respectively, and the limiting Onsager coefficients b*, c¢* are given by:

b* = lim lTr(FZ’l) = IJE{A} c* = lim lTr(Gafl) :E{/\} (E.17)

At the fixed point of (E.1), we have
uw=Z"TAYT I - ETlu =27 A T Py — P ET G,

v=STATE N - Y =2 ATETIGu — ¢* ST Fu. (E18)
Upon rearrangement, (E.18) is equivalent to
Gu==""A%"'Fy, Fv=X"1AT="'Gu, (E.19)
where
G=1I,+VE1GeR™,  Fi=1I;+c 0" 'F e R (E.20)
We further introduce the notation:
G=GG 'eR™",  F:=FF"1ecR™ (E.21)

so that (E.19) can be rewritten as
GGu=Z"'AY"'Fv,  FFo=%"'ATE"'Gu,

or
GV2Gu = GPE 1 AS T P2 2Ry, PRy = PRSI ATE G2 GG,
The key observation is that this is a pair of singular vector equations for the matrix

A* = GTY2ET AR TR TY2 ¢ R (E.22)
with respect to left/right singular vectors (up to rescaling)

G'2GueR",  F'Y?FyeR?

and singular value 1. Using the definitions (E.16), (E.20) and (E.21), we verify that the two expressions
of A* in (5.3) and (E.22) are equal.

By the state evolution result (Proposition E.1), u, v behave (in the sense of (E.8)) as
LE N 4 ot 22y, VNt 4 eV 2
for Wy ~ N (0, I3), Wy ~ N (04, I4) independent of each other and of u*, v*. This suggests that
2(GV2G) Ty (AY),  D(FY2F) "o (4%) (E.23)

are effective estimates of u*, v*. Simple algebra reveals that the above vectors, upon suitable rescaling,
are precisely u, v in (5.4).
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E.3 Right edge of the bulk

Before proceeding with the proof of Theorem 5.1, we provide a characterization of o2 (A*), i.e., the
right edge of the bulk of the spectrum of A*. This bulk is related to the spectrum of the non-spiked
random matrix

W* = AA(* + b)), + ) PW AW + ) g+ 5) 2 (E.24)
We first present a characterization of o1 (W*) and then relate it to o2 (A*). Define random variables:
— A — A
SN > | — (E.25)
AMpr+b%)+ = Avs+e )+ X

Define functions ¢, s: (supsupp(Z ), 00) — (0, 00) as

=

cla) =E . s(a) = supsupp(Te(a).

*

a—Z=
Define the implicit function 3: (supsupp(Z ), 00) — (0, 00) as, for any a € (supsupp(Z ), o),
the unique solution in (s(«), 00) to

1 oy
018~ ()
(The existence and uniqueness of the solution is easy to see.) Next, define ¢: (sup supp(E*)7 o0) =
(0,00) as () = af(«). It is known that 1) is differentiable and the set of its critical points is a

nonempty finite set [79]. Let a°® € (sup supp(Z"), 00) be the largest critical point, i.e.,

Y I ]E
(B(ar) — c(a)X)?

)
oy =/ P(a°). (E.26)

The characterization of o (W*) requires an extra technical assumption on the random variables Z, 33,
which is the same as in [79].

Finally, denote

(A3) For any ¢ > 0,

IimE
Bls

lim E
asup supp(E")
Lemma E.2. Let Assumption (A3) hold. Consider W* defined in (E.24). Then, we have
p-limo (W*) = o3.

n— oo

Proof. Note that W*W*" isa separable covariance matrix. Its largest eigenvalue is characterized in
[25]. The explicit formulas we need are due to [79]. To apply their results, one simply observes that
the covariances (as in the context of separable covariance matrices) of W* are

== VAAR + )L, +2) 7Y S = VAW + )+ 8) T
whose limiting spectral distributions are given by the distributions of E*,i* in (E.25). O

Lemma E.3. Consider A* defined in (5.3). Then

p-limoy(A*) =05

n— oo
Proof. By Weyl’s inequality, o3(W*) < 01(A*) < o1(W*). We have already shown in Lemma E.2
that o1 (W*) converges to 5. The almost sure weak convergence of the empirical spectral distribution

of W* [78, Theorem 1.2.1] implies that o3(W*) (and indeed o (WW*) for any constant k relative to
n, d) must also converge to the same limit o5. O
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E.4 Proof of Theorem 5.1

We suppose throughout the proof that the condition (5.1) holds. Then, by Proposition 4.1 and
the change of variable (E.14), the fixed point equation (E.13) admits a unique non-trivial solution
(u*,v*) € ]R2>0. Construct matrices I, G as in (E.16) using such p*, v*. Define also the random
variables

v 41

whose distributions are the limiting spectral distributions of G, F', respectively.

G = 1
s 41

Now consider the denoising functions:

fer (@) = Fo't gi(u') = Gu.
With this choice, the AMP iteration (E.1) becomes

ut = ETTAR TR0t - bETIGW T, T = RTTATETIG! — TR, (E.27)

where

b= 1 Tr(FX™Y), c= 1 Tr(GE™1).

n n
Note that as n — o0, b, ¢ converge to b*, ¢* in (E.17).
Recall from (E.15) the definition of o*, 7*. We initialize (E.27) with
T =0, O =FI v+ 2y),

where w ~ N (04, I) is independent of everything else. Accordingly, one can take fy in Assump-
tion (A1) to be fo(v) = v* ¥~ 1y, Under the above AMP initializer, the state evolution initializers
in (E.3) and (E.5) specialize to

A )W
po = lim —E[V*Tz—le—lv*}y* — —]E{FZ‘ 2},,* o
n—,oo N 6
*2 *2
0'8 = p-hm v U*Tz_le—le—lv* + T wTE—l/QFz—le_l/gw
n—oo N n

= SE[FE v+ E[FE ) =0,

where the last equalities for both chains of computation are by (E.11). Since the parameters pi;, ot
are initialized at the non-trivial fixed point (ug, 00) = (u*, 0*), the state evolution recursion (E.11)
will stay at the fixed point (ue, o4, Vg1, 1) = (*, 0%, v*,7%) across all t > 0.

Lemma E4. Let
at = GY2Gut, ottt = FY2pyttt (E.28)

where ﬁ, G are defined in (E.21). Suppose the condition (5.1) holds. Then

(@, ur (A7) (T, v1(A7))]

lim p-lim = lim p-lim =1 (E.29)
2 R T I = e SR
and
p-limoy(4%) =1, (E.30)
n—oo
where A* is defined in (E.22).
Proof. Denoting
el =l —ufTl el =t ot (E.31)

for any ¢ > 1 and using the notation F , Gin (E.20), we have from (E.27) that

Gut = TAS TR + b 271 Gel + (b — )2 1Gu Y,
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Fo'tt = 2 1ATE"'Gul + ¢* 5~ LRel™ + (¢* — ) Et.

Recalling the notation F, G from (E.21) and multiplying G~/ (resp. F'~/2) on both sides of the
first (resp. second) equation above, we arrive at

G'2Gut = A* - FY2Fot + b*G~1?271Get + (b* — )G~ Y2271 Gul !,
F2ppttt = A*T . GYV2Gut + FFV2ST R 4 (¢ — o) FV2n T ot

t ’\t+1

Using the definition of u in (E.28), we rewrite the above as

= A e, BTl = AFTA el (E.32)
where
el == bG 221G + (b — b)GV2ETIGu Y, (E33)
eltl = cFT12n el 4 (¢ — ) F V28 Rt

Let us focus on @ and only prove the first equality in (E.29). The proof of the second one is similar
and will be omitted. Eliminating 9! from (E.32) gives

~ T ~t—
at = A*A* AT Arel 46l

Unrolling this recursion for s steps, we get:

atts — (A*A*T) at et (E.34)
where
ot = i(A*A*T> (A*eb+r 4 ettr). (E.35)
r=1

Taking %||||§ on both sides of (E.34) and take the sequential limits of n — oo, t — 00, s — 00, we
have the left hand side:

Jim lim p-lim - e = i p-lim = i

= lim p- hmeGl/QG

t—00 nsoo N

2

= lim p-lim — HG1/2G1/2 t

1=00 300 N

2

— lim ;@E[ (1+b*§_1§)G]+ot]E[ (1+b*§‘1é)é}

t—o0

—1E[E 71+ 0E )6 + %E Ea+vE o)
Ap +b%) += A(u* +b°) + =
= )\M*2E i’u—’_—):: | [w c (0700).
E(\w +E) (\* +E)
(E.36)
Next, we have that
t+1)2 _
Jim p-lim = HelH2 = Jim p-lim hmee |5 =0. (E.37)

To prove the first statement on ef, the strategy is to write the LHS of (E.37) in terms of the state
evolution parameters and prove that the latter quantities converge. We start with

p—hm—Hu t_lui = (,uflE {E } + otIE{E 1}) + (uffl]E[fiﬂ —&-U?fﬂE{iil})

n—oo
_ Q(Mtut,lE {i‘z} + @t,t,lE[i”D
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- 20*2E[§‘1} - 2q>t,t,1E{i‘l},

where the first equality is by Proposition G.3 and the joint distribution of Wy ¢, Wy ¢—1 in (E.2), and
the second one holds since the state evolution parameters stay at the fixed point upon initialization.
So it remains to verify that ®; ;1 — 0*? as t — oo. To see this, note that according to the state
evolution recursion (E.3),

*2

__o___ v, __o___
el el

®ypq = lim H«:[VTFT “FVia] =

n— oo n

Vpory = lim “E[UGTE'GU,_,] = WE[GE ]+ 0, E[CE ).

n—o0o N,

Eliminating W, ;_; from the first equation, we arrive at

2
v* 2 2——2

- E[F'S] + %E{FQS‘Q] (v?E[C"Z "] + @11, 2E[GE 7))
S 4 1)2
A=

-3
A2E?
X E U E—— 12 E — —_——1 (I)tfl,t72 )
W= 11 OwE 1)

whose only fixed point is o*? by the relations in (E.11). This concludes the proof of the first equality
in (E.37). The proof of the second equality is analogous and, hence, omitted.

Dy =

—2

1 2%
O | (S 41)2
—2

1 2%
=_F

]

*2

By using (E.37) and the fact that b — b*, ¢ — ¢* as n — oo (see (E.17)), we obtain

t+1
tlggogggflle 5= tlggcghm*He I;=0. (E38)
Note that the operator norm of A* is almost surely bounded uniformly in n by Weyl’s inequality, sub-
multiplicativity of matrix norms and the Bai—Yin law [3]. This together with the triangle inequality
of the /5-norm and (E.38) implies that

’At,s 2 o

2205 =0, (E.39)

lim lim p-lim —|
8§00 t—00 f 30

From this, it follows that the right hand side of (E.34) (upon taken the rescaled squared norm and the
sequential limits) equals

lim lim p- hme(A*A*T) AtH2.

§—001t—00 p_yoo M

We then compute the above term by taking the SVD of A*. Define two spectral projectors that are
orthogonal to each other:

= uy (A" )u (AT, TTH =1, — 11

Al () w], = 2 ()

Using the spectral decomposition

We have

2 1 T P 2
-+ —H(A*A* ) s (E.40)
2 n 2

(A*A*T) i}”z 25 4 (A Yug (AT,

we can write the first term in (E.40) as

o (SR

ey )

n

1 n
~t — iA*zsiA* iA*T A* A*TAt
= | 2 AP A A T (A (A7) T

2
(E41)
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For the second term in (E.40), we have

s 2
lH (aa ) mHa | = E
n

2 n ‘

(A*A*THJ_)Sat

2

~t112
2°]I5

IN

(aram)"]

n  wueSn—1

~t 2 s\ 2
()

n
HutHZ (A*A*THJ_)QS

n

t 2s
HU’ H2O’2 (A*A*T)

n

P
- MJQ(A*)“
n

where penultimate line follows since

AATI = Zaz A Jui (AT

From Lemma E.3 and the assumption that o3 < 1, we know

plimoy(A*) =0 < 1.

n— oo

This implies:

ot
< lim lim p-limsup @ ||202(A*)4s
n

2 §—00 t—00 n—00

lim lim p-limsup — H (A*A*T) SHJ‘ﬂt

S0 t—=00 " p_se0

t—=00" 5300 $5700  n—oo

o~
(hm p-limsup I ”2> (lim p-limsup UQ(A*)4S) =0, (E42)
n
where the last equality holds since the limit in the first parentheses is finite by (E.36).
Now (E.40) to (E.42) jointly show

2 A) Tt)2
lim lim p- hm—H(A*A*T) AtH = lim lim p-limoy(A*)* M
8§00 t—00 3060 N 2

8§00 t—00 300 n
A* 2
= (lim p-lim o (A%)% ) (hm p-lim <1(),u>>
S0 n—oo =00 300 n

Combining this with (E.36) brings us to the following identity:
A* 2
1= <1im p-lim al(A*)4S> lim p—lim% ,
§—00 n—oo t—=00 n oo ||Ut||2

which necessarily implies

A* ~t\2
p-limo(A*) =1, lim p-lim M =1,

n—o00 t—=00 ' 500 ||’ZL\t||2
as desired. O

With Lemma E.4, we can complete the proof of Theorem 5.1.

Proof of Theorem 5.1. The characterization (5.7) of the top two singular values have been obtained
in Lemmas E.3 and E.4. It remains to compute the overlaps which can be done using Lemma E.4 and
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the state evolution (Proposition E.1). Recall the estimators u, v in (5.4) and their heuristic derivation
in (E.23). Then

~ %\ 2 t 2 )\ *
p‘l <u7u > _ p'l p‘]- <_4U u > o
nooo (@3]t 3 toee noe [EutBllusl} AT+ 1

=1,
establishing the first equality in (5.8). The second equality in (5.8) and other quantities in (5.9)
and (5.10) can be similarly obtained. The proof is completed. O

F Proof of Proposition E.1

Recall w*, v* from (C.7) and let

%ﬂ*(ﬁ*f i (F1)

A=5"1245712 =

F.1 Auxiliary AMP and its state evolution

For (g;: R™® — R™, ft_H cRE Rd)tzo, the iterates of the auxiliary AMP, initialized at &' = Oq4
and some ©° € RY, are updated according to the following rules for every ¢ > 0:

ot T ot 7 ot—1 u v
u' = Av" — b, = ge(ut" E 0igi (1
(F.2)
w41 AT ot g ot ot+1 3 i1 vt 1
P = ATat - G0t o = fra (07, b = E O fepr (94F

The state evolution result associated with the above auxiliary AMP iteration asserts that the distri-
butions of (1%, @, -, at), (91,92, ,9'T1) converge (in the sense of (F.16)) respectively to the
laws of the random vectors (Uy, Uy, - -+ , U), (V4, Va, - - - Vi11) defined below:

U, = juU* + 5 Wy €R™, Vg = D V4 FroaWyis1 € RY, (E3)
where
U* %
a0Wu.0 Wy

FiWyi| ~ p®n &N (Op(i11)s d, @ 1,), oWve | ~ Qe QN (04241 Uy @ 1),

5tWU,t 7u—t+1WV,t+l
(F4)
U* =="12U* e R", V= n"12y* e RY (F.5)

The parameters fi¢, 741 € R, @1 = (P 5)o<rs<t, Vi1 = (Wri1,5+1)0<rs<t € REFDX(E+1) are
defined recursively through the following state evolution equations:

o= i (7405

jin = A Jim. HE[W*,ft(Vt)}} > 1, (E7)

Ver =X lim ;E[(ﬁ*,gt(ﬁt)ﬂ, t>0, (F3$)

oo = p-lim — |6 I3, (F.9)
n— o0

Bo,o = lim nE[(fo( NEW))] 1<s <t (F.10)

b0 = Im CE[(/(07),A0R)], 1<rs<t, E1D)
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V)

Upirenn = im CE[(50),5.0.))], 0<rs<t (E12)

where fo is determined by ©° through Assumption (A4) below. In particular,

52 = p—limleJO‘ : (E13)
n—oo 1
1 ¢ o v
o7 = lim EEKft(Vt), ft(Vt)ﬂ, t>1, (F14)
1 . .
P = nh—>120 EE[<§t(Ut)a§t(Ut)>}y t>0. (F.15)

We require the following assumptions to guarantee the existence and finiteness of the state evolution
parameters defined above.

(A4) ?° is independent of W but may depend on v*. Assume that
1 2
_1. e 0
p-lim 757

exists and is finite. There exists a uniformly pseudo-Lipschitz function fo: R? — R? of
order 1 such that

jim SE[(7), 7o) < ptim 7 i

d—o0

and for every uniformly pseudo-Lipschitz function ¢: R¢ — R of finite order, the following
two limits exist, are finite and equal:

pin @) = i L0077

d—o0

Letv € R,7 € R>. Forany s > 1,

S VP
lim fE{fO(V*)TfS(VV* + TWV)}
d—oo d
exists and is finite, where Wy ~ N (0g4, I;) is independent of Vv
(A5) Letv € R, and T € R?*?2 be positive definite. For any r, s > 1,
A ~. ¥ 1 7% -~ ¢~
lim fEKV*, v+ N)ﬂ, lim fE[fT(z/V* + N0V + N’)]
n—oo 1, d—oo d
exist and are finite, where (N, N') ~ N (024, T ® 1) is independent of v*.
Let o € R, and S € R2*2 be positive definite. For any r, s > 0,
A ~ o~ R S o ~TTk
lim SE[(0%, 530" + M))|,  lim —E|3,(50" + M) g,(i0" + M")]
n—oo N d—oo d
exist and are finite, where (M, M') ~ N (0,,, S ® I,,) is independent of U*.
Proposition F.1 (State evolution for auxiliary AMP (F.2)). Foreveryt > 0, let (§:: R™ — R"™)p>1
and (fi41: R — Rd)dzl be uniformly pseudo-Lipschitz of finite order subject to Assumption (AS).
Consider the auxiliary AMP iteration in (F.2) defined by (g, f;g+1)t20 and initialized at 4= = 0,,

and some ©° € R? subject to Assumption (A4). For any fixed t > 0, let (¢: RUF2" 5 R),~; and
(¢: R(E+2)d _, R)n>1 be uniformly pseudo-Lipschitz functions of finite order. Then,

p-lim g (@*, @, - - -, it) fIE[¢((7*,(70,U1,-~- ,(Z)} —0, (F.162)
n— oo
g'limw(5*7’blv’527 e 7/Dt+1) - E[w(i}*a ‘717 ‘727 e 7‘2&+1)i| = 0; (F16b)
— 00

where ((v]s, Vq+1)0§s§t are defined in (F.3).
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Proof of Proposition F.1. By definitions of the auxiliary AMP (F.2) and the matrix Ain (F.1), we
have that for every ¢ > 0,

Tt ¥ etod A e o\~ | Tiret ¥ et
it = At — byt = S (T, 0Ny at + Wt — bt
n
A
Pt = ATt — &0t 7<u u >v W at — &t
For every t > 0, let us consider a pair of related iterates pf, ¢! with initialization
p =0, =" (F.17)

and update rules:

— Y oo~ 1 - v o~k
p=Wa =6t P =g + ), my = gzaigt(pt‘i‘ﬂtu )is

i=1
¢t =W —mid, @ = (@ ), b = Za Fera (@ + a0 ),
(F.18)
where fi¢, U441 are as in (F.6) to (E.8).
Informally, the above iterates are related to @, #*+! via
Pt — e, gt e Y — o, (F.19)

where the ‘equalities’ hold only in the large n limit. These relations will be made formal in the rest
of the proof.

The algorithm (F.18) takes the form of a standard AMP iteration with non-separable denoising
functions as in [13, 34] for which the following state evolution result applies. For any ¢t > 0 and
uniformly pseudo-Lipschitz functions ¢, v of finite order, it holds that

p—lim gb(a*,po, e ,pt) — E[¢(ﬁ*, &OV\VU’O, e ;5tWU,t):| = O7
nree N (E20)
plmo(@, g, g ) ~ BV AWy A W) =0,

where ((7*, 5’0WU70, e ,&tWU,t) and (17*, %1I/T/V717 e ,%HlVVVWH) are defined in (F.4) and (F.5).
Note that [34] allows additional randomness independent of W that goes into the denoising functions.
So the asymptotic guarantee in (F.20) holds for the joint tuple involving U ", V* as well.

(F.20) immediately implies

p_lim¢(U*)po +ﬁ0ﬂ*7' o 7pt +ﬁta*) - E|:¢(U*5UO7 o 7[jvt):| = 07

n—oo

. . (F21)
p—limq/;(v*’ql + %, gt Ve ) — [1/)(V*»V17 o ,Vt+1)} —0,
n—oo
where we recall the definition of Uy, Vt“ in (F.3). We will show that
p-lim ¢(u*, p° + figu*, -+, p' + fie*) — p(u*, a0, -+ ") =0,
n—oo
~ ~ (F22)
p_limw(v*7q1 + 1711}*7 e aqt+1 + Dt-‘rlv*) - ¢(U*a{717 T Vt+1) 0)
n—r oo

which, when combined with (F.21), concludes the proof of Proposition F.1.

To show (F.22), suppose that ¢, 1) are uniformly L-pseudo-Lipschitz of order k. Then by the triangle
inequality,

}QS *7p0+/j’0ﬂ*7"' 7pt+/jta*)_¢(u*aaov'” 71:2t)|

t
(Z Ip® + jisi* u5||2>

s=0

sl-
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k—1

k-1 ;
* ~* 1 * 1 vs
X < |u ||2+Z \F |p® + fistt |2> + <\/ﬁ||u ||2+Zﬁ”“ ||2>
s=0

1 k—1 t 1 k—1 t 1 k—1
1y (nu* ) i (np T | ) T (nm ) 7
galvlle) 2\l ATl Dl

S

for some L’ depending only on ¢, k, L. Similar manipulation gives

V(v "+ T g T 7 ) = (0,0 )|

<§ \fllq +ﬁ85*—v5||2>
1+(ja||v*||2)k 1+§(}nq s ||2)k1+§(\f| )k]

Clearly, (F.22) holds if for every ¢t > 0,

1
-lim — |[pt < 00, F.23
plim Zall 4 pdily < oo (2

hm—HutH2 < 00, (F.24)

NG

1 ~x
p—lim fHat — (0" + a2 =0, (F.25)
p lim — ||q g Dt+15*||2 < 00, (F.26)
f
p lim — ||5*F1 | < oo, (F.27)
m
p-lim ~ H”f+1 (¢ + 0|2 = 0, (F.28)
d—o0
which, together with the following statements
ﬂt < 00, 5-t < 00, (F29)
Upp1 <00, Tip1 < 00, (F.30)
will be shown in the sequel by induction on ¢ > 0.
Base case. Consider t = 0. From (F.21),
1 2 2 | vom =1
p-lim _ plim ~E =52+ i2E {: ] (E31)
n—oo 1 n—oo N 2

where the last equality is by (F.3). Due to (F.13) and Assumption (A4), both iy and & are finite, so
(F.29) holds for t = 0. Consequently, (F.23) also holds for ¢ = 0.

Since by (F.17),
0 v~k 0 v~ A ~x o0\ ~*
(p + fou )—'LL = Hol _ﬁ<v ) U >u )

therefore (F.25) for ¢ = 0 follows from (F.6) and Assumption (A4). This in turn implies, when
combined with the finiteness of (F.31), that

p lim (F.32)

i, < o,
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verifying (F.24) for ¢t = 0. Since gy is uniformly pseudo-Lipschitz of finite order, so is the function
% St 9igo(+)i. (F.23) to (F.25) (for ¢t = 0) together imply

p-lim|mg| < oo, p-lim|mgy — &]| = 0. (E.33)
n—oo

n—oo

Using the the pseudo-Lipschitzness of gy again,

1 ~x
hmep — @[], = p-lim n||§o(P°+ﬁ0“) (@)l

B e B N RS ST A R U LU A
R NG NG NG

—0. (E.34)
The last equality holds because of (F.25) (for ¢ = 0) and the finiteness of (F.31) and (F.32).
To show (F.28) for t = 0, we use (F.2), (F.17) and (F.18) to write

Sy 1T . Ao ) o
(¢* + o )—vleT(;BO—uO)—i—(Vl—@O a*) ) 0% — (mo — &) ©°
N——— n N———
T1 T’i
T2

By (F.34) and the Bai—Yin law [3],
pelim HT1||2 =0. (E35)
Using (F.34) again,

p-lim é<ﬁ0 *) = p-lim )\<p u*) = p-lim = <g0 + flou*), u*)

n—oo 1 n— 00 n—00
A L
— lim f]E[<§O(U0),u*>] =i, (E.36)
n—oo N

where in the second line, the first equality is by (F.22) and the pseudo-Lipschitzness of gg, and the
second equality is by the definition (F.8). We further show the finiteness of ;. Note that

Con21Y2 T1~ 2112
@l =l
2 n 2

k 2
’ ) ) §p—11m2L’<1+E
2 n— o0

where the last step is the elementary inequality (a + b)? < 2(a? + b?). The RHS above is finite since
11~ ’2 _ E(Z)H(Fj* 2
2 n 2

~ U,
n
whose all moments are finite by finiteness of jiy, 9. This shows the first bound in (F.30) for ¢t = 0.
Recalling (F.36), we then have

n—oo

71 < lim )\E[

The first term can be bounded as

9

1
p-lim E[Hgo (Uo) H } < p-lim L'E <1+ ( Uy

n—oo T n—00 \/ﬁ

(ll) )

(E.37)

v H2 (F38)
2

p-lim|T5| = 0. (F.39)
n—oo

By (F.33),
p-lim|T3| = 0. (F.40)
n— o0

Therefore, (F.35), (F.39) and (F.40) altogether verify (F.28) for ¢ = 0.
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We then show (F.26) for ¢t = 0. Since ©; < o0, it suffices to only consider qt. According to (F.17)
and (F.18),

q' = WP — mgt".
Pseudo-Lipschitzness of gg, finiteness (F.23) (for ¢ = 0) and finiteness (F.33) jointly imply
o1
p—llm—quH2 < 00,
n—oo V1N

from which (F.26) follows. This combined with (F.28) (for ¢ = 0) also implies (F.27) (for ¢ = 0).
Finally, we are left with the second inequality in (F.30). From the definition (F.15),

n—o0o N,

%12 = lim E {Hgo Uo H }
which has already been shown to be finite; see (F.37). So the base case is finished.
Induction step. Assume that (F.23) to (F.28) all hold up to the ¢-th step (for an arbitrary ¢ > 1). We

now show that they hold for ¢ + 1. The idea is similar to the base case. We briefly lay down the key
steps for (F.23) to (F.25) and (F.29), and omit the verification of (F.26) to (F.28) and (F.30).

Using (F.3) and (E.21),

p-lim pr Pt @[y = 030 + E2LE[E . (F41)
n—00

(alr) )

for some L’ depending only on k, L. The inequality is obtained in a similar way to (F.37). By
induction hypothesis (F.30) and the compactness of supp(X), all moments of

Using the definition (F.14) and the pseudo-Lipschitzness of ft+1,

1
v2 .
= Jim JE|

n—oo

U 2
ft+1(Vi+1)H2] < lim 2L'<1+E

Tt+1

2 ]/ 2
¥ t+1 *
alFisl =27 el

are finite. Therefore &7 "1 < 00, giving the second bound in (F.29). Similarly, using the definition
y A ~. ¥ g
fie41 = lim *EKV aft+1(‘/26+1)>} < lim
d—oo N

(FE.7) and Cauchy—Schwarz,
e (Galleal,)
d— oo f 2 \/ﬁ b+l 2
571/2
"
2

Lo NS /2
1+ (’ Vit H > ;
n 2
which is again finite for the same reason as 7,1, giving the first bound in (F.29). Therefore (F.41) is

also finite, verifying (F.23) for ¢ + 1.
We then show (F.25) for ¢t 4 1. Using the recursions (F.2) and (F.18),

s

111~
< lim L’)\E[HV*
d— oo n

pt+1 + ﬁt+1ﬂ* _ ,&t-‘rl _ W(’q"t-l—l o 1‘}t+1) + <Mt+1 _ 7<U vt+1>> = (£t+1p o bt+1ut)
| —_—

/ /
T/ s Ty

Consider T7. Since (F.26) to (F.28) are assumed to hold, by pseudo-Lipschitzness of ft+1,
p-lim — y|~t+1 o[, =o. (F42)
n— oo

This with the Bai-Yin law [3] gives

p-lim ||T1||2 =0, (F43)
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Consider T4. Recall that ji;11 < oo. Using (F.7), (F.21) and (F.42) and following the argument
leading to (F.36), we have

p-lim|T5| = 0. (F44)

n—oo

Consider T4. By the triangle inequality,

boiab’ = bt < [ters = B[], + [Bosa |5 = ),

Since (F.26) to (F.28) are assumed to hold, by pseudo-Lipschitzness of 1 Zle O fran ()i,

p-lim

n—oo

I;t+1’ < oo, p-lim

n— oo

lia = by | = 0. (F45)

Similarly, pseudo-Lipschitzness of g; and the hypothesis (F.23) to (F.25) ensures

.1 .1 .
prlim =[5l < oo, prlim |5t — i, =0, (F46)

So combining (F.45) and (F.46), we have
1
p-lim — || T3]3 = 0. (F47)
n—oo T

(F43), (F.44) and (F.47) altogether verify (F.25) for ¢ + 1, and therefore also (F.24) by (F.23).
The verification of (F.26) to (F.28) and (F.30) for ¢ + 1 is completely analogous and we do not repeat
similar arguments. The proof is finally completed. O

F.2 Proof of Proposition E.1

We will prove Proposition E.1 by reducing the AMP iteration (E.1) (and its associated state evolution
(E.2) to (E.6)) to the auxiliary AMP (F.2) (and its associated state evolution (F.3) to (F.12), (F.14)
and (F.15)).

Under the following change of variables

ut =212 it = n /2t (F.48)
Forr (1) = nl/2 Ut+1(21/2vt+1), gi(ut) = 51/2§t(51/2ut)7 (F.49)
(F.2) becomes
ut = =AY - b2 u' = gi(u'),
v =2 ATETI — 27, P = £ (0tTh,

where b.1, ¢; are equal to 5t+1, ¢t, respectively, but are expressed using the derivatives of f;41, g;.
Specifically,

1<~ 0 1~ 0
_ X o ety =-1/2, (=—1/25t )
“ nZaﬁggt(“ )i nzaﬁf( 9l )

i

i=1 i=1
_INCN sy (me1jzy, Om(ut); 1 L
“n ;;;(“‘ )u](‘-‘ )k,z auz = Tl”((v‘gt)u )

The second equality follows since by (F.49),
gty = 7 2g, (27120,
The third equality is by the chain rule for derivatives (Proposition G.6). A similar computation gives
1 _
bii1 = ETr((Vle)Z b

We now see that under the change of variables (F.48) and (F.49), the AMP iteration (E.1) can be cast
as (F.2). Therefore, applying the same change of variables to the state evolution of (F.2) will produce
the state evolution of (E.1). We describe the required modifications below.
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The state evolution result in Proposition F.1 for the AMP in (F.2) says that the iterates
v, ol 02, ottt € RYand w*, %, @, - - -, it € R™ converge (in the sense of (F.16a) and (F.16b))
respectively to V*,f/l, ‘72, ‘e ,‘?t+1 € R%and U™, Ul, [72, e ,(Yt € R™. Recall that AMPs (E.1)
and (F.2) operate on the following matrices respectively:

~ A — A —
A= 5(5*1/%*)(2*1/%*)T +W, ZlAnTl= ﬁ(zflu*)(zflu*f +E712wn12,

In view of (F.48), to obtain the analogous state evolution result for the AMP in (E.1), the definition
(E3) of l'?t, 17t+1 should be multiplied by =~ 1/2, 2 =1/ respectively. This gives the new definition of
Ui, Vit in (E.6). By the relation (F.49), the parameters fis, ;11 in ﬁt, ‘7t+1 should be modified as fol-
lows: replace f;(V;), §:(U;) in the recursive equations (F.6) to (F.8) with S=1/2 f,(V;), E-1/2¢,(U,).
This gives the new definition of p, 4 in (E.5). Similar operations map equations (F.9) to (F.12),
(F.14) and (F.15) to equations (E.3) and (E.4). Finally, under the new definition of Uy, V1, the
convergence result (F.16a) and (F.16b) translates to (E.8a) and (E.8b), which completes the proof.

G Auxiliary lemmas

Proposition G.1 (Gaussian integral). Let A € R¥*? be a positive-definite matrix and b € R%. Then

L T T _ | (@) Lt
/Rdexp< 5% Ax+b x)dx— det(A)eXp 2b A7b).

Proposition G.2. Let V ~ Q®? where Q is a fixed distribution on R with mean 0. Let B € R4*¢
denote a sequence (indexed by d) of deterministic matrices such that the empirical spectral distribution
of éB converges to the law of a random variable B. Then

. 1 —2
lim ~E[VTBV] =E|V’|E[B]

d—oo

where V ~ Q.
Proposition G.3. Let

(W1, W) ~N<[8ﬂ : [Gp% 0%] ®Id)'

Let B € R¥? denote a sequence (indexed by d) of deterministic matrices such that the empirical
spectral distribution of éB converges to the law of a random variable B. Then

1
Jim EE[WIT BW»| = pE[B].

Proposition G.4 (Nishimori identity). Let (X,Y) be two random variables. Let k > 1 and
X1, , Xy be k i.i.d. samples (given Y) from the distribution law(X |Y'). Denote by (-),E[]
the expectations with respect to law(X |Y') and law (X, Y), respectively. Then for all continuous
bounded function f, it holds that

E[(f(Y, X1, -, X)) = E[(f(Y, X1, , Xg—1, X))].

Proposition G.5 (Conditional distribution of Gaussians). Letd > 2 and 1 < p < d — 1 be integers.

Let
Gy ~ N[ Y11 X1
Go pa |’ ZIQ E2,2
be a d-dimensional Gaussian random vector, where G; € RP Gy € R¥™P uy € RP uy €
Rd*pj]l,l € RP*P 3,4 € ]Rpx(d*p),Zgg e RE=P)X(@=D) " Then for any go € RP, the
distribution of G1 conditioned on Gy = g3 is given by G1 | {Ga = g2} ~ N (1, X)) where
py = p1+ D155 5(g2 — p2) ERP, Bf =811 — 8155535, € RPXP

and X5 % denotes the generalized inverse of X o.
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Proposition G.6 (Chain rule of derivatives). Let A € R™"*™ and f: R™ — R". Let x € R" and
Z = Ax. Then forany i, j € [n],

d
ga; (Af(42) leZAJA;“ S

j=1k=1
where f(Z); € R denotes the j-th (j € [n]) output of f(z) € R™

Proof. The proof follows from elementary applications of the chain rule for derivatives. Writing
T T
A=la1 -+ ap] andf=[fi --- fu] ,wehave

ifj(Ax) = ifj(<al,sc>,~~~ (an,x Z@kf] A:z:

Z A iOnf(E

ox; ox;
where Oy, f; denotes the partial derivative of f;: R™ — R with respect to its k—th argument. Then,
0 = 0
Fu; AT ()i = 3 v - fi(Aw) = 33 Ay Ay @),
v j=1 j=1k=1
as claimed. O

Proposition G.7 (Stein’s lemma [68]). Let W ~ N(0,02) and let f: R — R be such that both
expectations below exist. Then E[W f(W)] = o2E[f'(W)].

Proposition G.8 (Gaussian Poincaré inequality [16, Theorem 3.20]). Let X ~ N (0,,I,) and
f: R™ — R a differentiable function. Then

Var[f(X)] < E[IVF(O)2]-

Proposition G.9 (Bounded difference inequality [16, Corollary 3.2]). LetUd C Rand f: U™ — Ra
function such that there exist c = (c1, -+ , ¢,) € RL satisfying for all i € [n],

sup |f($1,"' s Li—1, Ljy Lig1y " ,l“n) —f(ivh"' 7$i71a$;a$i+1,'“ ,xn)\ <g¢.
(w1, @n,xh) UL

Then if X € U™ is a random vector consisting of independent elements, we have Var[f(X)] <
2
llelly/4.
Proposition G.10 ([62, Lemma 3.2]). If f, g are differentiable convex functions, then for any a € R
and a’ > 0,
|f'(a) =g (a)l < g'(a+a) —g'(a—d') + B/d,
where
=[fla+d)—gla+ad)|+|f(a—a)—gla—d)|+]|f(a) — g(a)l.
Definition G.1 (Monotone conjugate). Let f: R>¢ — R be a non-decreasing convex function. Its
monotone conjugate f* is defined as

f*(z) =supzy — f(y).

y2>0

Proposition G.11 ([53, Proposition C.1]). Let I C R be an interval and (f,: I — R), be a
sequence of convex functions converging pointwise to f. Then for all t € I such that the following
quantities exist,

liglf'( s) < liminflim f} (s) < hmsuphmf (s) < h?tlf/(s)'

n—oo st n—00
Proposition G.12 ([53, Proposition C.6]). Let f,g: R>o — R be strictly convex differentiable
functions and

C= {(‘h"h) € Ré(ﬁ @ =f(q),q= 9/(QQ)}~

Then
sup  f(q1) +9(q2) —qug2 = sup qigz — f*(q2) — g% (q1) = sup inf f(q1)+ g9(q2) — q1g2,
(q1,92)€C q1,q2>0 @1>092>0

and sup g, q,yec and Supg, .~ are achieved at the same (g7, 43).
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: All claims match theoretical and experimental results.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: See Section 6.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: Global assumptions are given in Section 3 and all theoretical results are
formally stated and proved.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: See Section 5.
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer:

Justification: All experiments use synthetic data and can be reproduced given the instructions
in Section 5. Data and code are not released.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: See Section 5.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: See Figures 1 to 3.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer:

Justification: All experiments are synthetic and can be run efficiently on standard personal
computers.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have read the NeurIPS Code of Ethics and confirm that this research
conforms to it.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: This research is purely theoretical and has no obvious societal impact.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This research is purely theoretical and has no risk of misuse.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: This paper does not use existing assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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