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Abstract

Sparse dictionary learning methods have shown promise for representing task-based func-
tional magnetic resonance imaging (tfMRI) data in terms of coherent spatiotemporal pat-
terns of brain activity. However, methods that leverage prior knowledge, provide space-
efficient representations, and correlate well with relevant clinical and scientific variables
have been elusive. We propose a constrained decoupled dictionary learning method that
uses prior knowledge related to task paradigms and the spatial locations of task-related
brain regions to estimate decoupled spatial and temporal patterns that represent the fMRI
data. The method identifies a high percentage of the spatial and temporal patterns pro-
grammed into simulated fMRI data. When applied to two real-world fMRI data sets, the
method: 1. automatically identifies temporal and spatial patterns that were known by
neuroscientists to be task-related a priori but were not provided as inputs to the method;
2. provides measurements that differ significantly between differing tasks; and 3. provides
measurements that correlate well with relevant health information (e.g., fasting glucose
level) in support vector regression models.

Keywords: Task-fMRI, SVM, Prediction

1. Introduction

Task-based functional magnetic resonance imaging (tfMRI) is used to identify brain regions
whose blood oxygenation level dependent (BOLD) signal differs between differing condi-
tions during performance of cognitive and motor tasks. Applying the general linear model
(GLM) (Monti, 2011) separately at each voxel, followed by multiple comparison correction,
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is the most commonly applied approach to the problem, but this approach does not ef-
ficiently identify broader spatiotemporal patterns (spanning multiple voxels) that capture
more complex functional relationships between brain regions. Data-driven approaches such
as independent component analysis (ICA) (Calhoun et al.) and sparse learning have been
increasingly used to identify such patterns (Zhang et al., 2015; Zhao et al.; Liu et al.), but
these methods largely do not leverage prior knowledge about the time course of task con-
ditions or the probable spatial locations of brain regions involved in task execution. Our
prior work (Ramakrishnapillai et al.) leveraged this prior knowledge to estimate a sparse
dictionary of spatiotemporal elements whose characteristic BOLD signal covaries with task
conditions and is biased toward including brain regions known a priori to be engaged by
the task. We showed that using such prior information can provide more concise and ro-
bust summaries of tfMRI spatiotemporal patterns than competing methods when applied
to both synthetic and real-world tfMRI data.

However, this prior work had two drawbacks. First, the method estimated joint spa-
tiotemporal patterns, each of which reflected both a characteristic time course of the BOLD
signal and a spatial distribution of locations where that time course is represented in the
data. As such, the method was constrained to provide an equal number of spatial and
temporal patterns, even when the data was more accurately represented by a larger number
of spatial than temporal patterns (or vice versa). Second, while the prior method suc-
cessfully represented tfMRI data, it was not clear whether the estimated spatiotemporal
patterns were useful for any real-world neuroscience application. For example, the identi-
fied spatiotemporal patterns were not shown to differ between differing tasks or relate to
relevant clinical indicators of brain health. These limitations reduced the ability of our
spatiotemporal pattern method to have a substantial impact on tfMRI research.

In this paper, we alleviate these prior deficiencies via a novel framework that uses
constrained optimization to identify arbitrary numbers of decoupled temporal and spatial
sparse patterns. We show that the algorithm correctly identifies temporal and spatial
structures programmed into simulated fMRI data. When applied to two real-world fMRI
data sets, the method provides measurements that differ significantly between differing
tasks and correlate well with relevant clinical variables in support vector classification and
regression models.

2. Constrained Decoupled Sparse Representation of fMRI Data

There are 3 stages in the proposed framework. In stage one, spatially concatenated tfMRI
data is factorized into a group-wise temporal dictionary matrix and a set of scan-level
spatial patterns, i.e. spatial locations where those temporal patterns are represented in
each scan. During this stage spatial and temporal constraints are used to bias a subset
of the temporal and spatial patterns toward the known time course of task conditions and
toward brain regions known to be involved in the task. In the second stage, the scan-level
spatial patterns are aggregated and factorized to derive a group-level spatial dictionary
matrix (which effectively removes redundancies across scans from the scan-level spatial
pattern matrix) and sparse loading coefficients (Liu et al.). In stage 3, the sparse loading
coefficients are used as descriptive biomarkers to predict relevant clinical variables using
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Figure 1: The proposed method organizes multiple tfMRI scans (top) into a matrix (S(1))
and factorizes it into a matrix of canonical temporal patterns (D(1)) and scan-level spatial
patterns (A(1)). The spatial patterns are aggregated across scans and factorized into a
groupwise spatial dictionary (D(2)) that removes redundancies among the scan-level spatial
patterns, as well as sparse spatiotemporal coefficients (A(2)) that quantify the degree to
which individual scans represent each groupwise spatial dictionary element.

support vector classification or regression. These stages are described in the following
sections.

2.1 Learning groupwise temporal dictionary and scan-level spatial patterns us-
ing constrained dictionary learning (Stage 1): In this stage, the set of tfMRI data
sets is spatially concatenated into a matrix S(1) which is factorized into a group-wise tem-
poral dictionary matrix D(1) containing time courses and a scan-level spatial pattern matrix
A(1) using a constrained dictionary learning algorithm described in our previous work (Ra-

makrishnapillai et al.). Here, S(1) = D(1) ×A(1) where, S(1) = [S
(1)
1 , S

(1)
2 ..., S

(1)
p ] ∈ Rt×n×p,

S
(1)
i ∈ Rt×n, D(1) ∈ Rt×K1 ,A(1) = [A

(1)
1 , A

(1)
2 ..., A

(1)
p ] ∈ RK1×n×p and Ai ∈ RK1×n. Tempo-

ral constraints are incorporated into this factorization by changing the dictionary update
step of the original algorithm (Mairal et al.) to a two-step process that updates the con-
strained and unconstrained temporal patterns separately. Specifically, let ∇(t) represent a
time course of task conditions numerically, i.e., ∇(t) = 0 (vs. 1) at time t when the first
(vs. second) experimental condition is imposed. δ(t) denotes the temporal pattern obtained
by convolving the task time course ∇(t) with the canonical hemodynamic response func-
tion. Given several δ, {δ1, δ2, · · · δm} we encourage the discovery of temporal patterns that
change in concert with changes in experimental conditions by constraining D(1) to the set
of matrices W , each with members that contain columns similar to the δ:

W≜

{
D(1)∈Rt×K

∣∣∣∣ ∥ dj−δj ∥2≤cδ, j= 1, . . . , m
dtjdj≤1, j=m+1, . . . , K

}
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We also constrain a subset of the learned spatial patterns to be similar to those identified
as task-engaged in previous fMRI studies, to encourage biological plausibility. For each
vectorized spatial pattern αi, which is a row in A, we generate Pi, a binary version of αi

that has a value of 1 wherever αi is non-zero. We encourage any a priori spatial pattern M
to have high spatial overlap with Pi by requiring that the Dice coefficient R between Pi and
M be high:

R (Pi,M)=
|Pi∩M |
|M |

(1)

The orthogonal matching pursuit algorithm in the sparse coding step of optimization is
constrained to incorporate a new Dice-related constraint Dc on m designated rows of A(1).
The columns of A(1) are also constrained, as in prior work (Ramakrishnapillai et al.) , to
be sparse, i.e., to include no more than L nonzero pixels.

A(1)∈RK×n s.t ∥αj∥00≤L , R (Pi,M)≥DC , i= 1, . . . , m (2)

D(1) is referred to as the temporal dictionary matrix, containing prototypical time courses
representing the set of scans. The sparse coefficient matrix A(1) contains the scan-level spa-
tial maps showing where each of those time courses are represented in each scan. The fac-
torization was implemented on top of the base online optimization code within the SPAMS
toolbox (Mairal et al., 2014).
2.2 Learning groupwise spatial dictionary and subject specific sparse loading
coefficients (Stage 2): During the second stage, the scan-level spatial maps are factor-
ized into a group-wise spatial dictionary matrix and sparse loading coefficients. Specifically,

S(2) = D(2) ×A(2) where, S(2) = [(A
(1)
1 )T , A

(1)
2 )T ..., A

(1)
p )T ] ∈ Rn×(K1×p), D(2) ∈ Rn×K2 and

A(2) = [C1, C2..., Cp] ∈ RK2×(K1×p) and Ci ∈ RK2×K1 . A(2 contains the sparse loading coef-
ficient matrix for the scans, where Ci denotes the sparse loading coefficients corresponding
to tfMRI scan i. This step removes redundant spatial patterns in A(2 and thus D(2 contains
nonredundant spatial patterns common to all scans. The algorithm used to solve this fac-
torization is the same as in Section 2.1 but without spatial and temporal constraints. The
optimization was implemented in the SPAMS toolbox (Mairal et al., 2014) . D(2 contains
spatial maps of the distribution of time series representation across the set of scans.
2.3 Using sparse loading coefficients as biomarkers for classification and regres-
sion (Stage 3): The sparse loading coefficients output by Stage 2 can be used as biomarkers
that summarize person-specific patterns of brain functioning. To assess the utility of these
biomarkers, we train classifiers and regression machines to differentiate them between tasks
and correlate them to relevant clinical variables. Specifically, for the classification problem,

we have two tfMRI data sets per individual i : S
(1)
i = [S

(1)
i,t1, S

(1)
i,t2] where Si,y is the tfMRI

data set of the ith subject completing the yth task, y ∈ {t1, t2}. Task-specific sparse loading
coefficients Ci,y learned at the output of Stage 2 are used to train a Support Vector Machine
(SVM) classification model.

For the regression problem participant i provides a tfMRI data set from a single task,
which is run through the current method resulting in sparse loading coefficients Ci. Each
participant also provides a set of brain-health-relevant clinical variables yi. A support vector
regression model is trained such that it fits a hyperplane f(C) = Ciβ + b for all Ci such
that all residuals have a value less than a threshold ε i.e. ∀i : |yi − (Ciβ + b)| ≤ ε where β
and b are the parameters of the hyperplane.
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3. Experiments and Results

The algorithm was tested by applying it to simulated tfMRI data and determining how well
its estimated spatial and temporal patterns represented patterns that were programmed into
the simulated data a priori. The algorithm was also applied to two real tfMRI data sets
to assess its ability to identify biologically-plausible spatial and temporal patterns, as well
as generate sparse loading coefficients that differ significantly between tasks and correlate
well with brain-health-related variables.

3.1 Testing Constrained Dictionary Learning (CDL) on Simulated fMRI Dataset

Generation of simulated fMRI dataset: SimTB (Erhardt et al., 2012) was used to
generate synthetic task-related fMRI data sets. First, fifteen spatiotemporal patterns were
provided to the simulator as ground truth, each consisting of a single spatial pattern de-
fined on a 100 x 100 voxel image slice and a temporal pattern of 300 time points (TR = 2s).
One of the temporal patterns (δ) corresponded to a ground-truth time course of changing
task conditions convolved with a canonical hemodynamic response function. The corre-
sponding spatial pattern was a single elliptical pattern covering a portion of the simulated
brain region (Ramakrishnapillai et al.). The other 14 spatiotemporal patterns, representing
various physiological sources of fMRI signal variability, were taken from a previous publi-
cation (Moreno et al.). Then, 20 synthetic datasets were generated by linearly combining
the 14 sources using randomly generated amplitude scalings (with the scalings drawn uni-
formly from [0.5, 1]) along with the task related source. Translational head motion in
the x and y directions was then drawn uniformly from the range of 0.02 to 0.5 times one
voxel size and added to each synthetic scan. Finally, Gaussian noise at multiple amplitudes
(SNR of 10, 20 and 50 dB) was added to create final synthetic datasets. We represented

the ground-truth temporal patterns in vectorized form as the rows of a matrix, D
(1)
g , and

represented the ground-truth spatial patterns in vectorized form as the columns of matrix

D
(2)
g .

Performance evaluation: We evaluated the proposed algorithm in terms of similarity

between rows and columns of estimated D(1) and D(2) matrices and those of D
(1)
g and

D
(2)
g . The temporal pattern was provided as a constraint to the optimizer. The spatial

pattern M provided as a constraint to the optimizer is a binarized version of the elliptical
spatial pattern corresponding to the constrained temporal source. For each run of each
algorithm, D(1), D(2), A(1) and A(2) were initialized by randomly drawing entries from a
normal distribution (zero mean and variance one) and normalizing columns to unit length.
We completed differing runs with differing levels of sparsity L (see equation 2), which
control the maximum number of nonzero elements in columns of A. Sparsity levels 2, 3,
and 4 corresponded to 20%, 30% and 40% of the column being nonzero. Within each run,
each paired step of optimization consisting of sparse coding and dictionary learning was
executed 180 times. We completed 30 runs at each sparsity level for each tested algorithm,
with each run applied to a different set of generated synthetic data. Each of the 15 learned
temporal patterns in D(1) were correlated with each of the ground-truth time courses in

D
(1)
g via Pearson correlation. A ground-truth temporal pattern was considered recovered

if there existed an estimated temporal pattern in D(1) whose Pearson correlation to it was
greater than 0.9. A ground-truth spatial pattern was considered recovered if there existed
a spatial pattern in D(2) that had 50 percent or more overlap with it. To calculate spatial

5



Ramakrishnapillai et al.

Sparsity
Level (L)

Recovered
temporal
Pattern

Recovered
spatial pat-
tern

SNR 10 dB 2
3
4

83.31
82.56
64.13

77.25
75.23
68.33

SNR 20 dB 2
3
4

91.82
92.62
92.30

88.51
81.56
86.58

SNR 50 dB 2
3
4

91.96
92.27
91.05

82.50
88.63
80.15

Table 1: Percentage of Recovered Temporal and Spatial patterns by using constrained
decoupled dictionary learning on simulated fMRI data for various sparsity levels at different
signal to noise ratios

overlap the spatial patterns were binarized first and the dice coefficient was calculated. The
average percentage of recovered temporal and spatial patterns across all runs at a given
sparsity level are shown in Table 1. The majority (between 75% and 92%) of temporal and
spatial patterns were recovered correctly, the recovery rate did not vary substantially by the
algorithm-prescribed sparsity level, and recovery rate degraded gracefully with reductions
in SNR.
3.2 Real fMRI Datasets: All real fMRI scans were acquired on a 3T MRI scanner
(General Electric, 750W Discovery, 32-channel quadrature head coil) using a blood oxygen
level dependent echo-planar imaging (BOLD-EPI) pulse sequence at Pennington Biomedical
Research Center. We used data from two different studies to assess the utility of the method
for providing relevant biomarkers (see Sections 3.2.1 and 3.2.2 for data descriptions). All
tfMRI data sets were preprocessed using Statistical Parametric Mapping 12 (SPM12) as
described earlier (Carmichael et al., 2019). Briefly, preprocessing steps included slice-timing
correction, head-motion correction, smoothing, coregistration to the T1-weighted image,
and warping of the T1-weighted data to a standard coordinate frame. Each participant’s
T1 weighted anatomical image was segmented using SPM12, and the gray matter mask
obtained as the result was warped to the MNI-ICBM152 template (Tzourio-Mazoyer et al.,
2002). The gray matter mask was applied to the preprocessed functional images in the
template space to isolate tfMRI signals originating from gray matter.
3.2.1 Classification of task type using SVM classifier
Experimental design: Fifty healthy young men aged 18 to 39 years completed fMRI
scans during execution of the Attention Network Task (ANT) (Jennings et al., 2007) and
the AX Continuous Performance Task (AX-CPT) (Lesh et al., 2013) as part of a clinical
trial (Pasiakos et al., 2017). We used our method to estimate the sparse loading coefficients
of A(2) from each scan with each task, and evaluated the coefficients as biomarkers of brain
functional state. Specifically, we trained a support vector machine classifier to discriminate
between sparse loading coefficients generated during ANT performance and those generated
during AX-CPT performance. A sparsity level of 4 was used as it gave optimal results on
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the synthetic data. In a leave-one out cross-validation (LOOCV) approach, we repeatedly
trained the classifier using all but one set of sparse loading coefficients and assessed classifier
performance on the remaining data point. The Python Scikit-Learn library (Pedregosa
et al., 2011) was used for carrying out classification. For the SVM classification we employed
linear, degree 3 polynomial, and radial basis function (RBF) kernels with the parameter
γ = 0.1. The regularization parameter was set to the default value of 1. The data was not
scaled as the coefficients were already scaled between 0 and 1. In addition, we compared
estimated spatial patterns with ground truth spatial patterns derived from the literature
(Jennings et al., 2007; Lesh et al., 2013), and confirmed that one of the estimated temporal
patterns matched that of the time course of task conditions, which was provided to the
algorithm as a loose constraint. The temporal patterns were compared by computing the
Pearson correlation coefficient and spatial patterns were compared in terms of the dice
coefficients. The ground truth time courses of task conditions corresponded to the executive
control, alerting, and orienting contrasts when applied to the ANT data (Fan et al., 2005)
(contrasts a, b and c respectively in Table 2) and the contrast between A cues and B cues
when applied to AXCPT task (Lopez-Garcia et al., 2016)(contrast d in Table 2).

Results: Our constrained decoupled dictionary learning (CDDL) method identified spatial
patterns known to be associated with the ANT and AX-CPT with higher fidelity than the
previously presented, constrained dictionary learning (CDL) method (Table 2). The CDDL
method also identified temporal patterns that were consistent with the ground truth task
paradigms. The Pearson correlation coefficient (PCC) was above 0.80 for all contrast types
for CDDL compared to values below 0.60 for CDL. The average PCC between the time
courses of the identified task-evoked components and the task paradigms is 0.875. The
support vector machine correctly classified sparse loading coefficients as arising from ANT
vs. AXCPT with 92.67% accuracy on average across kernel types (Table 3).

PCC Overlap
DL CDL DL CDL

a 0.53 0.91 0.59 0.81
b 0.58 0.83 0.61 0.65
c 0.47 0.88 0.51 0.69
d 0.56 0.80 0.61 0.73

Table 2: Temporal similarity in terms
of Pearson correlation coefficient (PCC)
and spatial overlap rate in terms of dice
coefficient of all identified task evoked
components for constrained Dictionary
Learning (CDL) and Constrained Decou-
pled Dictionary Learning (CDDL)

Kernel Accuracy

Linear 92

Polynomial 93

RBF 93

Table 3: Accuracy of SVM classifier in
classifying the coefficients learned from
two types of task fMRI data (ANT and
AXCPT) for 3 different types of kernel
functions

3.2.2 Prediction of clinical variables using SVM Regression:

Experimental design: Task fMRI data during completion of a Stroop task was collected
from 100 participants in the Bogalusa Heart Study (Berenson, 2001). As above, our method
was used to derive temporal patterns and sparse loading coefficients, which were then as-
sessed for their plausibility and utility as biomarkers of brain health. A sparsity level of 4
was used here as well. To test the validity of groupwise temporal patterns we calculated the
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Glucose HomA -IR Insulin

Linear 40 41 45

Polynomial 38 45 42

RBF 39 44 43

Table 4: Mean Absolute Percentage Error (MAPE) of the Predicted cardiometabolic vari-
ables using SVM regression of various kernel types

Pearson correlation coefficient (PCC) between each of them and the task paradigm. To as-
sess the utility of the sparse loading coefficients, we completed SVM based regression using
the sparse loading coefficients as predictors and brain-health-relevant cardiometabolic vari-
ables, including fasting glucose level, homeostatic model assessment for insulin resistance
(Homa-IR) index and fasting insulin level as outcomes. The Python Scikit-Learn library
(Pedregosa et al., 2011) was used for carrying out regression using LOOCV scheme. We
employed the same 3 kernel types described in subsection 3.2.1 for the SVM regression as
well. The performance results for the algorithm are tabulated in terms of Mean Absolute
Percentage Error (MAPE) in Table 4. From the table it can be inferred that for all kernel
types, the SVM regressor was able to predict the cardiometabolic variables with MAPE less
than 45. The prediction of glucose values achieved the least MAPE for all kernel types.

4. Conclusion

Combining prior knowledge, decoupling of spatial and temporal patterns, and high-dimensional
classification and regression enabled this method to improve identification of clinically rel-
evant biomarkers from real and synthetic fMRI data. Future work should further validate
the sparse loading coefficients for biomarker applications, and assess the impact of algo-
rithmic advances, such as advanced sparse regression methods and intelligent training data
sampling, on algorithm performance.
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