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Abstract

In this paper, we study a class of non-smooth non-convex problems in the form of
minx[maxy∈Y ϕ(x, y) −maxz∈Z ψ(x, z)], where both Φ(x) = maxy∈Y ϕ(x, y)
and Ψ(x) = maxz∈Z ψ(x, z) are weakly convex functions, and ϕ(x, y), ψ(x, z)
are strongly concave functions in terms of y and z, respectively. It covers two
families of problems that have been studied but are missing single-loop stochastic
algorithms, i.e., difference of weakly convex functions and weakly convex strongly-
concave min-max problems. We propose a stochastic Moreau envelope approximate
gradient method dubbed SMAG, the first single-loop algorithm for solving these
problems, and provide a state-of-the-art non-asymptotic convergence rate. The key
idea of the design is to compute an approximate gradient of the Moreau envelopes
of Φ,Ψ using only one step of stochastic gradient update of the primal and dual
variables. Empirically, we conduct experiments on positive-unlabeled (PU) learning
and partial area under ROC curve (pAUC) optimization with an adversarial fairness
regularizer to validate the effectiveness of our proposed algorithms.

1 Introduction

In this paper, we consider a class of non-convex, non-smooth problems in the following form

min
x∈Rdx

{
F (x) := max

y∈Y
ϕ(x, y)−max

z∈Z
ψ(x, z)

}
, (1)

where the sets Y ⊂ Rdy , Z ⊂ Rdz are convex and compact, and the two component functions
ϕ(x, y) and ψ(x, z) are weakly-convex in terms of x and strongly-concave in the terms of y and z,
respectively. Both component functions are in expectation forms, i.e., ϕ(x, y) = Eξ∼Dϕ [ϕ(x, y; ξ)]
and ψ(x, z) = Eζ∼Dψ [ψ(x, z; ζ)]. We refer to this class of problems as the Difference of Max-
Structured Weakly Convex Functions (DMax) Optimization. DMax optimization unifies two emerging
families of problems in optimization field, difference-of-weakly-convex (DWC) optimization

min
x∈Rdx

{F (x) := ϕ(x)− ψ(x)}, (2)

and weakly-convex-strongly-concave (WCSC) min-max optimization

min
x∈Rdx

{
F (x) := max

y∈Y
ϕ(x, y)

}
. (3)

Thus, DMax optimization has a wide range of applications in machine learning and AI, includ-
ing applications of DWC optimization (e.g., positive-unlabeled (PU) Learning [39], non-convex
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Table 1: Comparison with existing stochastic methods for solving DWC problems with non-
asymptotic convergence guarantee. ∗ The method SBCD is designed to solve a problem in the
form of minx{miny ϕ(x, y)−minz ψ(x, z)} with a specific formulation of ϕ and ψ. However, the
method and analysis can be generalized to solving non-smooth DWC problems.

Method Smoothness of ϕ, ψ Complexity Loops

SDCA [26] ϕ: Smooth O(ϵ−4) Double
SSDC [39] ϕ or ψ: ν-Hölder continuous gradient O(ϵ−4/ν) Double
SBCD∗ [45] Non-smooth O(ϵ−6) Double
SMAG (ours) Non-smooth O(ϵ−4) Single

sparsity-promoting regularizers [39], Boltzmann machines [26]) and applications of min-max op-
timization (e.g., adversarial learning [31, 22], distributional robust learning [8, 28], learning with
non-decomposable loss [28]). In recent years, the scale of data and models significantly increased,
leading to the demand of more efficient optimization methods. However, all existing stochastic
methods for DWC optimization and non-smooth WCSC min-max optimization with state-of-the-art
non-asymptotic convergence rate O(ϵ−4) are double-loop. As a result, these methods are complex
regarding the implementation and require extensive hyperparameter tuning. To close this gap, we
propose a single-loop stochastic algorithm for DMax optimization and provide non-asymptotic
convergence analysis to match the state-of-the-art non-asymptotic convergence rate.

The main challenges of designing a single-loop method for DMax optimization are threefold. 1)
given the weakly-convex nature of the component functions, their difference F (x) is not necessarily
weakly-convex, resulting in a non-smooth non-convex optimization problem. 2) the component
functions maxy∈Y ϕ(x, y) and maxz∈Z ψ(x, z) require solving maximization subproblems, making
unbiased estimations of their subgradients inaccessible. 3) existing work on non-smooth problems
with DC or/and min-max structures heavily rely on inner loops to solve subproblems to a certain
accuracy.

To address the first challenge, we apply Moreau envelope smoothing technique [24, 3] to the com-
ponent functions individually and take their difference as a smooth approximation of the original
objective. Inspired by existing work [32, 45], we show that solving the original DMax problem can
be achieved by solving this smooth approximation. Consequently, the problem is transformed into
a smooth problem with two layer of nested optimization structure, the Moreau envelope and the
maximization from the min-max structure. In order to avoid inner-loop, we perform only one step of
update for each of the nested optimization problems. Our analysis leverages the fast convergence
of strongly convex/concave problems, proving that single-step updates are sufficient to achieve a
state-of-the-art convergence rate. Although the Moreau envelope smoothing is not new for solving DC
and min-max optimization [32, 45, 47, 43], the existing results either require double loops [32, 45] or
require smoothness of the objective function [47, 43].

Contributions. We summarize the main contribution of this work as following.

• We construct a new framework DMax optimization that unifies the DWC optimization and WCSC
min-max optimization. Based on a Moreau envelope smoothing technique, we propose a single-
loop stochastic algorithm, namely SMAG, for DMax optimization in non-smooth setting, which
achieves O(ϵ−4) convergence rate.

• We show that the proposed method leads to the first single-loop stochastic algorithms for DWC
optimization and non-smooth WCSC min-max optimization achieving O(ϵ−4) convergence rate.

• Finally, we present experimental results on applications including Positive-Unlabeled (PU) Learning
and partial AUC optimization with an adversarial fairness regularizer to validate the effectiveness
of our proposed algorithms.

2 Related Work

Stochastic DC Optimization. DWC can be converted into Difference-of-convex (DC) programming.
DC programming was initially introduced in [33] and has been extensively studied since then. A
comprehensive review on the developments of DC programming can be found in [18]. Despite the
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Table 2: Comparison with existing stochastic methods for solving non-convex non-smooth min-max
problems. The objective function is in the form of ϕ(x, y) = f(x, y)−g(y)+h(x). NS and S stand for
non-smooth and smooth respectively, and NSP means non-smooth and its proximal mapping is easily
solved. WC, C stand for weakly-convex and convex respectively. WCSC stands for weakly-convex-
strongly-concave, SSC stands for smooth and strongly concave and WCC means weakly-convex-
concave. Note that Epoch-GDA and SMAG studies the general formulation ϕ(x, y) = f(x, y).

Method f(x, y) g(y) h(x) Complexity Loops

PG-SMD [29] NS, WCC NSP, SC NSP, C O(ϵ−4) Double
SAPD+ [48] SSC NSP, C NSP,C O(ϵ−4) Double
Epoch-GDA [40] NS, WCSC - - O(ϵ−4) Double
StocAGDA [1] SSC NSP, C NSP, C O(ϵ−4) Single
SMAG (ours) NS,WCSC - - O(ϵ−4) Single

rich literature on DC programming, DC in stochastic setting has rarely been mentioned until recently.
Most of the existing studies on stochastic DC optimization are based on the classical method, DC
Algorithm (DCA) in deterministic DC optimization. The main idea of DCA is to approximate the
DC problem by a convex problem by taking the linear approximation of the second component. In
other words, DCA solves minx {ϕ(x)− ⟨∇ϕ(xk), x⟩} to update xk and thus forms a double-loop
algorithm. [34] first proposed stochastic DCA (SDCA) for solving large sum problems of non-convex
smooth functions, which was further generalized to solving large sum non-smooth problems in [16].
[15] is the first work that allows both components in DC problems to be non-smooth. The authors
proposed a SDCA scheme in the aggregated update style, where all past information needs to be stored
for constructing future subproblems. [17] improved the efficiency of the SDCA scheme by removing
the need of storing historical information. So far, none of the above work provides non-asymptotic
convergence guarantee. The first non-asymptotic convergence analysis was established in [26]. The
authors proposed a stochastic proximal DC algorithm (SPD), which modifies SDCA by adding an
extra quadratic term after linearizing the second component function, and proved that SPD has a
convergence rate of O(ϵ−4). The main drawback of their analysis is that they need the smoothness
assumption of the first component function. With very similar algorithm design, [39] managed to
partially relax the smoothness assumption. Given at least one of the two component functions having
ν-Hölder continuous gradient, i.e., ∥∇f(x) − ∇f(x′)∥ ≤ ∥x − x′∥ν for all x, x′, they proved a
convergence rate of O(ϵ−4/ν). In fact, the Hölder continuous gradient assumption is still fairly strong
as some of the common non-smooth functions do not satisfy, for example the hinge loss function.

Recently, another approach to tackling the non-smoothness in DC problems has been considered.
Following the smoothing technique in non-smooth weakly-convex optimization literature [3], [32,
25] constructed Moreau envelope smoothing approximations for both of the component functions
respectively and established non-asymptotic convergence analysis under deterministic setting and
the assumption that either one component function is smooth or the proximal-point subproblems can
be solved exactly. Following a similar idea, [45] studied a problem in the form of minx F (x) :=
miny ϕ(x, y) − minz ψ(x, z), where ϕ and ψ are in some specific formulations, and proposed a
double-loop algorithm with O(ϵ−6) convergence rate. Although the ϕ and ψ are non-smooth, their
analysis heavily relies on the properties in the given formulation, especially the structures in the dual
variables y, z, thus is not trivial to generalize.

Note that none of the aforementioned work is able to solve the DMax problem, as they require
unbiased stochastic gradient estimations of the two component functions, which are not accessible in
DMax due to the presence of the maximization structure.

Stochastic Non-smooth Weakly-Convex-Strongly-Concave Min-Max Optimization. Stochastic
WCSC min-max optimization has been an emerging topic in recent years. Most of the existing works
focuses on the smooth setting, i.e., the objective is smooth [12, 19, 49, 43, 47, 43] or the stochastic
gradient oracles are Lipschitz continuous [23, 42, 11, 21, 38]. To the best of our knowledge, [29]
is the first work that considers non-smooth WCSC min-max problems. They considered a special
structure where the maximization over y given x can be simply solved and it is solved with O(1/ϵ2)
times. They proposed a nested method Proximally Guided Stochastic Mirror Descent Method (PG-
SMD) that achieves a convergence rate of O(ϵ−4). Later, [40] further relaxed the assumption by
removing the requirement of the special structure, and proved that their nested method Epoch-GDA
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has a similar convergence rate of O(ϵ−4). Another line of work studies a special case of the general
non-smooth non-convex min-max optimization, where the objective is assumed to be composite, i.e.,
ϕ(x, y) = f(x, y)− g(y) + h(x), so that f is smooth while g, h are potentially non-smooth [1, 48].
Both works established O(ϵ−4) convergence rate, and assume f is smooth and strongly concave,
g and h are convex but potentially non-smooth and their proximal mappings can be easily solved.
However, none of them is applicable to the general non-smooth WCSC min-max optimization.

3 Preliminaries

Notations. For simplicity, we denote Φ(x) := maxy∈Y ϕ(x, y), Ψ(x) := maxz∈Z ψ(x, z), y∗(·) :=
argmaxy∈Y ϕ(·, y), and z∗(·) := argmaxz∈Z ψ(·, z). We use ∥ · ∥ to denote the Euclidean norm
of a vector and PC(·) to denote the Euclidean projection onto a closed set C. We use the following
definitions of general subgradient and subdifferential [3, 30].
Definition 3.1 (subgradient and subdifferential). Consider a function f : Rd → R∪{∞} and a point
x with finite f(x). A vector v ∈ Rd is a general subgradient of f at x if

f(y) ≥ f(x) + ⟨v, y − x⟩+ o(∥y − x∥) as y → x.

The subdifferential ∂f(x) is the set of subgradients of f at point x.

For simplicity, we abuse the notation ∂f(x) to denote one subgradient from the corresponding
subdifferential when no confusion could be caused. We use ∂̃f(x) and ∇̃f(x) to represent an
unbiased stochastic estimator of the subgradient ∂f(x) and the gradient ∇f(x) respectively. A
function f : D → R is said to be L-smooth if ∥∇f(x)−∇f(x′)∥ ≤ L∥x− x′∥ for all x, x′ ∈ D. A
function f : Rd → R∪{∞} is δ-weakly convex if f(·)+ δ

2∥ ·∥
2 is convex. A mapping M : D → Rl

is said to be C-Lipschitz continuous if ∥M(x)−M(x′)∥ ≤ C∥x− x′∥ for all x, x′ ∈ D.

Consider solving a non-smooth problem minx f(x). One of the main challenges is that the ϵ-
stationary point, i.e., a point x such that dist(0, ∂f(x)) ≤ ϵ, which is the typical goal for smooth
problems, may not exist in the neighborhood of its optimal solution. A classical counter example
would be f(x) = |x|, where for ϵ ∈ [0, 1) the only ϵ-stationary point is the optimal solution x = 0. A
standard solution to this issue in weakly-convex setting is to use a relaxed convergence criteria, that
is to find a point no more than ϵ away from an ϵ-stationary point. This is called a nearly ϵ-stationary
point, and is widely used in non-smooth weakly-convex optimization literature [4, 29, 41, 50, 51, 19].
In fact, finding a nearly ϵ-stationary point for f(x) can be achieved by finding an ϵ-stationary point
of fγ(x), the Moreau envelope of f(x). Assume function f is δ-weakly-convex, then its Moreau
envelope and proximal map are given by

fγ(x) := min
x′

{
f(x′) +

1

2γ
∥x′ − x∥2

}
, proxγf (x) := argmin

x′

{
f(x′) +

1

2γ
∥x′ − x∥2

}
.

Existing work [3] has shown that with γ ∈ (0, δ−1) and x̂ = proxγf (x), we have

∇fγ(x) = γ−1(x− x̂), f(x̂) ≤ f(x), dist(0, ∂f(x̂)) ≤ ∥∇fγ(x)∥.

Moreover, proxγf (x) is 1
1−γδ - Lipschitz continuous [32].

Now we consider the DMax problem (1). By Danskin’s Theorem, the weak convexity assumption of
ϕ(·, y) and ψ(·, z) naturally leads to the weak convexity of Φ(·) and Ψ(·). Since the weak convexity
assumption of component functions does not guarantee the weak convexity of their difference function
F (x), one may neither 1) use nearly ϵ-stationary point of F (x) as the convergence metric, nor 2)
directly apply Moreau envelope smoothing technique to F (x). To tackle the first issue, we follow the
existing work [45] to use the following convergence metric for non-smooth DWC problems.
Definition 3.2 (Definition 2 in [45]). Given ϵ > 0, we say x is a nearly ϵ-critical point of
minx{F (x) := Φ(x) − Ψ(x)} if there exist v, x′, x′′ such that v ∈ ∂Φ(x′) − ∂Ψ(x′′) and
max{E∥v∥,E∥x− x′∥,E∥x− x′′∥} ≤ ϵ.

To tackle the second issue, we take the Moreau envelope of Φ(·) and Ψ(·) individually and define the
smooth approximation of F (x) as

Fγ(x) = Φγ(x)−Ψγ(x). (4)

The recent work [32] has proven that Fγ(x) is indeed smooth.
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Algorithm 1 Stochastic Moreau Envelope Approximate Gradient Method (SMAG)
1: Input Initial points: x0ϕ, x0ψ , x0, y0, z0. Hyper-parameters: γ, η0, η1.
2: Stochastic (sub)gradients: ∂̃xϕ, ∇̃yϕ, ∂̃xψ, ∇̃zψ.
3: for t = 0, . . . , T − 1 do
4: xt+1

ϕ = xtϕ − η1(∂̃xϕ(x
t
ϕ, yt) +

1
γ (x

t
ϕ − xt))

5: yt+1 = PY
(
yt + η1∇̃yϕ(x

t
ϕ, yt)

)
6: xt+1

ψ = xtψ − η1(∂̃xψ(x
t
ψ, zt) +

1
γ (x

t
ψ − xt))

7: zt+1 = PZ
(
zt + η1∇̃zψ(x

t
ψ, zt)

)
8: Gt+1 = 1

γ (xt − xt+1
ϕ ) − 1

γ (xt − xt+1
ψ )

9: xt+1 = xt − η0Gt+1

10: end for
11: return xt̄ϕ or xt̄ψ with t̄ uniformly sampled from {1, . . . , T}

Proposition 3.3 (Proposition EC.1.2 in [32]). Assume Φ(·) and Ψ(·) are δϕ, δψ-weakly convex
respectively. Then Fγ(x) = Φγ(x)−Ψγ(x) is LF -smooth, where LF = 2

γ−γ2 min{δψ,δϕ} .

Moreover, one can show that a good approximate stationary point x of Fγ(·) and a good approximation
point x′ to the proximal points proxγΦ(x) and proxγΨ(x) can guarantee that x′ is a nearly ϵ-critical
point of minx̂ F (x̂).

Lemma 3.4 (Lemma 3 in [45]). Assume Φ(·) and Ψ(·) are δϕ, δψ-weakly convex respectively, and
0 < γ < min{δ−1

ϕ , δ−1
ψ }. If x is a vector such that E[∥∇Fγ(x)∥2] ≤ min{1, γ−2}ϵ2/4, and x′ is a

vector such that E[∥x′ − proxγΦ(x)∥2] ≤ ϵ2/4 or E[∥x′ − proxγΨ(x)∥2] ≤ ϵ2/4, then x′ is a nearly
ϵ-critical point of minx̂ F (x̂).

4 Algorithms and Convergence

Since we aim to minimize the smooth function Fγ(x), the natural strategy is to perform gradient
descent to update the variable x. Following from the properties of Moreau envelope, the gradient of
Fγ(x) is given by

∇Fγ(x) =
1

γ
(x− proxγΦ(x)) − 1

γ
(x− proxγΨ(x)) , (5)

where the blue component is the gradient of Φγ(x) and the green component is the gradient of Ψγ(x).
However, the proximal points proxγΨ(x) and proxγΦ(x) are not accessible in general. Indeed, these
proximal points are the optimal solutions to minx′{Φ(x′)+ 1

2γ ∥x−x
′∥2} and minx′{Ψ(x′)+ 1

2γ ∥x−
x′∥2} respectively, and Φ(·) and Ψ(·) are typically not accessible because they are the value functions
of possibly sophisticated maximization problems. Thus, we maintain two variables xtϕ and xtψ as the
estimators of proxγΦ(xt) and proxγΨ(xt) respectively, and maintain another two variables yt and zt
as the estimators of argmaxy∈Y ϕ(proxγΦ(xt), y) and argmaxz∈Z ψ(proxγΨ(xt), z) respectively.
At each iteration, we update xtϕ and xtψ by one step of stochastic gradient descent, and update
yt and zt by one step of stochastic gradient ascent. Finally, we compute the gradient estimator
Gt+1 = 1

γ (xt − xt+1
ϕ )− 1

γ (xt − xt+1
ψ ) of ∇Fγ(xt) and update xt by one step of gradient descent.

The resulting algorithm is presented in Algorithm 1.

DWC Optimization. For DWC problem (2), the associated functions Φ(·) = ϕ(·) and Ψ(·) = ψ(·)
are directly accessible. Thus the variables yt and zt in SMAG are no longer needed. The simplified
SMAG algorithm for DWC optimization is presented in Algorithm 2.

WCSC Min-Max Optimization. For WCSC Min-Max problem (3), the second component function
Ψ = 0 can be ignored, and thus variables xtψ and zt are no longer needed. However, this brings a
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change to the gradient of Fγ(xt) as it now becomes

∇Fγ(xt) = γ−1(xt − proxγΦ(xt)).

The simplified SMAG algorithm for WCSC Min-Max optimization is presented in Algorithm 3.

Algorithm 2 SMAG for DWC Optimization
1: for t = 0, . . . , T − 1 do
2: xt+1

ϕ = xtϕ−η1(∂̃xϕ(xtϕ)+ 1
γ (x

t
ϕ−xt))

3: xt+1
ψ = xtψ − η1(∂̃xψ(x

t
ψ) +

1
γ (x

t
ψ −

xt))
4: Gt+1 = 1

γ (x
t+1
ψ − xt+1

ϕ )

5: xt+1 = xt − η0Gt+1

6: end for
7: return xt̄ϕ or xt̄ψ with t̄ ∼ {1, . . . , T}

Algorithm 3 SMAG for WCSC Min-Max Opti-
mization

1: for t = 0, . . . , T − 1 do
2: xt+1

ϕ = xtϕ−η1(∂̃xϕ(xtϕ, yt)+ 1
γ (x

t
ϕ−xt))

3: yt+1 = PY
(
yt + η1∇̃yϕ(x

t
ϕ, yt)

)
4: Gt+1 = 1

γ (xt − xt+1
ϕ )

5: xt+1 = xt − η0Gt+1

6: end for
7: return xt̄ with t̄ ∼ {0, . . . , T − 1}

4.1 Convergence Analysis

In this section, we present convergence results for Algorithms 1-3. To proceed, we make the following
assumption for DMax problem (1).

Assumption 4.1. Considering DMax problem (1), we assume that

(i) ϕ(·, y) is δϕ-weakly convex, and ψ(·, z) is δψ-weakly convex.

(ii) ϕ(x, ·) is µϕ-strongly concave, and ψ(x, ·) is µψ-strongly concave.

(iii) ϕ(x, y) and ψ(x, z) are differentiable in terms of y and z respectively, ∇yϕ(·, y) is Lϕ,yx-
Lipschitz continuous, and ∇zψ(·, z) is Lψ,zx-Lipschitz continuous.

(iv) There exists a constant F ∗
γ > −∞ such that F ∗

γ ≤ Fγ(x) for all x.

(v) There exists a finite constant M such that E∥∂̃xϕ(x, y)∥2 ≤ M2, E∥∇̃yϕ(x, y)∥2 ≤ M2,
E∥∂̃xψ(x, z)∥2 ≤M2, E∥∇̃zψ(x, z)∥2 ≤M2 for all x ∈ Rdx , y ∈ Y and z ∈ Z .

It shall be noted that Assumption 4.1(iii) only requires partial smoothness of ϕ and ψ, and is to
ensure the Lipschitz continuity of y∗(·) := argmaxy∈Y ϕ(·, y) and z∗(·) := argmaxz∈Z ψ(·, z).
This follows from existing results.

Lemma 4.2 (Lemma 4.3 in [19]). Consider problem maxy∈Ŷ f(x, y) for any x ∈ Rdx , where

Ŷ ⊂ Rdy is a closed convex set. Assume that f(x, y) is µ-strongly concave in y for each x ∈ Rdx ,
and ∇yf(·, y) is Lyx-Lipschitz for each y ∈ Ŷ . Then argmaxy f(·, y) is Lyx

µ -Lipschitz continuous.

A Lipschitz smooth function f(x, y) is guaranteed to have Lipschitz continuous partial gradient
∇yf(·, y), while the reverse statement is not necessarily true. For example, consider a function
f(x, y) = y⊤h(x)−g(y) with non-smooth C-Lipschitz continuous h(·) and strongly convex g. Then
f(x, y) is non-smooth but the partial subgradient ∇yf(·, y) = h(·)−∇g(y) is Lipschitz continuous
with respect to the first argument. Another example is given by f(x, y) = f1(x) + f2(x, y), where
f1 is weakly convex and f2 is smooth and strongly concave in terms of y. The latter is indeed seen
in our considered application for pAUC maximization with adversarial fairness. In fact, one may
replace Assumption 4.1(iii) by directly assuming that y∗(·) and z∗(·) are Lipschitz continuous. In
addition, Assumption 4.1(v) is standard in non-smooth optimization literature [3, 39, 10].

Here we give a brief outline of the convergence analysis. First of all, we present a standard result [7].

Lemma 4.3. Suppose that Fγ(·) is LF -smooth and xt+1 = xt − η0Gt+1 with 0 < η0 ≤ 1
2LF

. Then
we have

Fγ(xt+1) ≤ Fγ(xt) +
η0
2
∥∇Fγ(xt)−Gt+1∥2 −

η0
2
∥∇Fγ(xt)∥2 −

η0
4
∥Gt+1∥2.
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This implies that the key to bounding the gradient ∥∇Fγ(xt)∥2 is to obtain a recursive bound for the
gradient estimation error ∥∇Fγ(xt)−Gt+1∥2. Following from the true gradient formulation 5, we
have

∥∇Fγ(xt)−Gt+1∥2 ≤ 2

γ2

(
∥xt+1

ϕ − proxγΦ(xt)∥2 + ∥xt+1
ψ − proxγΨ(xt)∥2

)
. (6)

In other words, the error of the gradient estimation Gt+1 can be bounded by the estimation errors
of xt+1

ϕ and xt+1
ψ . Thus, we construct recursive bound for the proximal point estimation errors

∥xt+1
ϕ −proxγΦ(xt)∥2 and ∥xt+1

ψ −proxγΨ(xt)∥2 individually. In fact, these two errors share almost
identical analysis due to similar assumptions and updates. Here we only present the result for function
ϕ, as the result for ψ directly follows.

Lemma 4.4. Suppose that Assumption 4.1 holds, 0 < γ < 1/δϕ, and η1 ≤ γ2(1/γ−δϕ)
2 . Then the

sequences {xt}, {yt}, {xtϕ} and {Gt} generated by Algorithm 1 satisfy

E∥xt+1
ϕ − proxγΦ(xt)∥2 + Et∥yt+1 − y∗(proxγΦ(xt))∥2

≤ (1− η1(1/γ − δϕ)

2
)E∥xtϕ − proxγΦ(xt−1)∥2 + (1− η1µϕ)E∥yt − y∗(proxγΦ(xt−1))∥2

+

(
2η20

η1γ2(1/γ − δϕ)3
+

L2
ϕ,yxη

2
0

η1µ3
ϕγ

2(1/γ − δϕ)2

)
E∥Gt∥2 + 12M2η21 .

Finally, combining Lemma 4.3, inequality (6) and Lemma 4.4 yields the following convergence result
for Algorithm 1.
Theorem 4.5. Suppose that Assumption 4.1 holds, 0 < γ < min{δ−1

ϕ , δ−1
ψ }, η1 = O(ϵ2), and

η0 = τη1. Then after T ≥ O(ϵ−4) iterations, the sequences {xt}, {xtϕ} and {xtψ} generated
by Algorithm 1 satisfy E[∥xt̄ϕ − proxγΦ(xt̄−1)∥2 + ∥xt̄ψ − proxγΨ(xt̄−1)∥2 + ∥∇Fγ(xt̄−1)∥2] ≤
min{1, γ−2}ϵ2/4, and the outputs xt̄ϕ and xt̄ψ are both nearly ϵ-critical points of problem (1).

Since DMax optimization is a unified framework covering DWC optimization and WCSC min-max
optimization, the convergence results of Algorithms 2 and 3 directly follow from Theorem 4.5. To
present them, we first provide a reduced version of Assumption 4.1 for DWC problem (2).
Assumption 4.6. Considering DWC problem (2), we assume that

(i) ϕ(·) is δϕ-weakly convex, and ψ(·) is δψ-weakly convex.

(ii) There exists a constant F ∗
γ > −∞ such that F ∗

γ ≤ Fγ(x) for all x.

(iii) There exists a finite constant M such that E∥∂̃ϕ(x)∥2 ≤ M2 and E∥∂̃ψ(x)∥2 ≤ M2 for all
x ∈ Rdx .

By setting ϕ(x, y) = ϕ(x) and ψ(x, z) = ψ(x), namely independent of y and z, in DMax problem
(1), we obtain the following convergence result for Algorithm 2, which is an immediate consequence
of Theorem 4.5.
Corollary 4.7. Suppose that Assumption 4.6 holds, 0 < γ < min{δ−1

ϕ , δ−1
ψ }, η1 = O(ϵ2), and

η0 = τη1. Then after T ≥ O(ϵ−4) iterations, the outputs xt̄ϕ and xt̄ψ of Algorithm 2 are both nearly
ϵ-critical points of problem (2).

For WCSC min-max problem (3), we reduce Assumption 4.1 to the following.
Assumption 4.8. Considering WCSC min-max problem (3), we assume that

(i) ϕ(·, y) is δϕ-weakly convex, and ϕ(x, ·) is µϕ-strongly concave.

(ii) ϕ(x, y) is differentiable in terms of y, and ∇yϕ(·, y) is Lϕ,yx-Lipschitz continuous.

(iii) There exists a constant F ∗
γ > −∞ such that F ∗

γ ≤ Fγ(x) for all x.

(iv) There exists a finite constant M such that E∥∂̃xϕ(x, y)∥2 ≤M2 and E∥∇̃yϕ(x, y)∥2 ≤M2

for all x ∈ Rdx and y ∈ Y .
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By setting ψ(x, z) = 0 in DMax problem (1), we obtain the following convergence result for
Algorithm 3, which is an immediate consequence of Theorem 4.5.

Corollary 4.9. Suppose that Assumption 4.8 holds, 0 < γ < 1/δϕ, η1 = O(ϵ2), and η0 = τη1,
Then after T ≥ O(ϵ−4) iterations, the output xt̄ of Algorithm 3 is a nearly ϵ-stationary point of
problem (3).

It shall be mentioned that for WCSC min-max problem (3, we use nearly ϵ-stationary point as the
convergence metric. This is standard in weakly-convex optimization literature [3].

5 Applications

In this section, we introduce two applications of DMax optimization, PU learning for DWC opti-
mization and partial AUC optimization with adversarial fairness regularization for WCSC min-max
optimization. We also show experimental results on both applications.

5.1 Positive-Unlabeled Learning

In binary classification task, the optimization problem is commonly formulated as the minimization of
empirical risk, i.e., minw∈Rd

1
|S|
∑

xi∈S ℓ(w;xi, yi) where ℓ(w;xi, yi) is the loss given the model
parameter w on a data point xi and its ground truth label yi. Given the scenario where only positive
data S+ are observed, then the standard approach becomes problematic. One way to address this issue
is to utilize unlabeled data Su to construct unbiased risk estimators. To be specific, [13] formulated
the PU learning problem as following

min
w∈Rd

πp
n+

∑
xi∈S+

[ℓ(w;xi,+1)− ℓ(w;xi,−1)] +
1

nu

∑
xuj ∈Su

ℓ(w;xuj ,−1) (7)

where n+ = |S+|, nu = |Su|, πp = Pr(y = 1) is the prior probability of the positive class. If
ℓ(w;x, y) is weakly convex in terms of w, then Problem (7) is a DWC problems. In particular, in
our experiments we consider linear classification model and hinge loss.

Baselines. We implemented five baselines and compared them with our proposed method SMAG for
DWC optimization. The first baseline, stochastic gradient descent (SGD), does not have theoretical
convergence guarantee for DWC problems. However, since it is the fundamental method for convex
optimization, we include it to show its performance. We also implemented existing stochastic
methods for solving DC or DWC problems with non-smooth components, including SDCA [26],
SSDC-SPG [39], SSDC-Adagrad [39] and SBCD [45].

Datasets. We use four multi-class classification datasets, Fashion-MNIST [36], MNIST [5] CI-
FAR10 [14] and FER2013 [6]. To fit them in binary classification task, we consider the first five
classes as negative for Fashion-MNIST, MNIST and CIFAR10, and the first four classes as negative
for FER2013. For Fashion-MNIST, MNIST, CIFAR10, we follow the standard train-test split. For
FER2013, we take the first 25709 samples as the training data, and the rest as for testing.

Setup. For all datasets, we use a batch size of 64 and set πp = 0.5. We train 40 epochs and decay
the learning rate by 10 at epoch 12 and 24. The learning rates of SGD, SDCA, SSDC-SPG and
SSDC-Adagrad, the learning rate of the inner loop of SBCD (i.e., µηt/(µ+ ηt)), and η1 in SMAG
are all tuned from {10, 1, 0.2, 0.1, 0.01, 0.001}. The learning rate of the outer loop in SDCA and η0
in SMAG are tuned from {0.1, 0.5, 0.9}. The numbers of inner loops for all double-loop methods
are tuned from {2, 5, 10}. The µ in SBCD, 1/γ in SSDC-SPG and SSDC-Adagrad, γ in SMAG are
tuned in {0.05, 0.1, 0.2, 0.5, 1, 2}. We run 4 trails for each setting and plot the average curves.

Results. We plot the curves of training losses in Figure 1. For all tested datasets, the performance of
SMAG surpasses the baselines. Among the baselines, SBDC is the generally the next best choice.
However, since SBDC is a double-loop method, it has one more hyperparameter compared to SMAG.
We also present the ablation study of SMAG regarding the parameter γ in Figure 2 included in the
Appendix.
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Figure 1: Training Curves of PU Learning

5.2 Partial AUC Maximization with Fairness Regularization

AUC Maximization aims to maximize the area under the curve of true positive rate (TPR) vs false
positive rate (FPR). It has been studied extensively [44, 46, 20, 9] and has shown great success
in large-scale real-world tasks, e.g., medical image classification [46] and molecular properties
prediction [35]. One-way partial AUC (OPAUC) is an extension of AUC that has a primary interest
in the curve corresponding to low FPR. To be specific, OPAUC restrict the FPR to the region [0, ρ]
where ρ ∈ (0, 1). A recent work [52] proposed to formulate OPAUC problem into a non-smooth
weakly convex optimization problem using conditional-value-at-risk (CVaR) based distributionally
robust optimization (DRO). The formulation is given by

min
w,s∈Rn+

Fpauc(w, s) =
1

n+

∑
xi∈S+

si + 1

ρn−

∑
xj∈S−

(L(w;xi,xj)− si)+

 , (8)

where S+,S− are the sets of positive and negative samples respectively, n+ = |S+|, n− = |S−|, and
w denotes the weights of encoder network and classification layer. The pairwise surrogate loss is
defined by L(w;xi,xj) = ℓ(h(w,xi)− h(w,xj)) and we use squared hinge loss as the surrogate
loss, i.e., ℓ(·) = (c− ·)2, where c > 0 is a parameter.

However, directly solving the above problem may end up with a model that is unfair with respect to
some protected groups (e.g., female patients). Hence, we consider a formulation that incorporates an
adversarial fairness regularization:

max
wa

Ffair(w,wa) := E(x,a)∼Da {I(a = 1) log(σ(w,wa,x)) + I(a = −1) log(1− σ(w,wa,x))} ,

where σ(w,wa,x) denotes a predicted probability that the data has a sensitive attribute a = 1 by
using a classification head wa on top of the encoded representation of x. This adversarial fairness
regularization has been demonstrated effective for promoting fairness [37]. As a result, we consider
OPAUC problem with a fairness regularization:

min
w,s∈Rn+

max
wa

Fpauc(w, s) + αFfair(w,wa) +
λ0
2
∥wa∥22 (9)

It is clear that the problem is WCSC.

Baseline. We implement our proposed method SMAG for solving OPAUC problem (8) and OPAUC
problem with adversarial fairness regularization (9). We refer the former as SMAG∗ and the latter as
SMAG. The baseline on OPAUC problem (8) is SOPA, proposed in [52]. The baselines on OPAUC
problem with adversarial fairness regularization (9) are SGDA [19] and Epoch-GDA [40].

Dataset. CelebA contains 200k celebrity face images with 40 binary attributes each, including the
gender-sensitive attribute denoted as Male. In our experiments, we conduct experiments on three
independent attribute prediction tasks: Attractive, Big Nose, and Bags Under Eyes, which have high
Pearson correlations [2, 27] with the sensitive attribute Male. We divide the dataset into training,
validation, and test data with an 80%/10%/10% split.

Setup. For all experiments, we adopt ResNet-18 as our backbone model architecture and initialize it
with ImageNet pre-trained weights. The batch size is 128. We set the FPR upper bound to be ρ = 0.3.
We train the model for 3 epochs with cosine decay learning rates for all baselines. The regularizer
parameter α is tuned in 0.1, 0.2, 0.5 for SGDA, Epoch-GDA, and SMAG, and the adversarial learning
rates are tuned in 0.001, 0.01, 0.1. α = 0 for SOPA and SMAG∗. The initial learning rates for
optimizing w are tuned in 0.1, 0.01, 0.001 for all methods, while the weight interpolation parameters,
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i.e., γ in Epoch-GDA and SMAG, are also tuned in 0.1, 0.01, 0.001. The inner loop step is tuned in
{5, 10, 15} for Epoch-GDA. η1 in SMAG are tuned from {10, 1, 0.2, 0.1, 0.01, 0.001}.

Results. We report the experimental results on three fairness metrics [27], equalized odds difference
(EOD), equalized opportunity (EOP), and demographic disparity (DP) in Table 3. We observe that
SMAG consistently achieves the highest pAUC score and lowest disparities metrics across all tasks
compared to all other baseline min-max methods.

Table 3: Mean ± std of fairness results on CelebA test dataset with Attractive and Big Nose task
labels, and Male sensitive attribute. Results are reported on 3 independent runs. We use bold font to
denote the best result and use underline to denote the second best. Results on Bags Under Eyes are
included in the appendix due to limited space.

Attractive, Male Big Nose, Male
Methods pAUC↑ EOD↓ EOP↓ DP↓ pAUC↑ EOD↓ EOP↓ DP↓

SOPA 0.8485 ± 0.012 0.2638 ± 0.035 0.2438 ± 0.032 0.4753 ± 0.023 0.8039 ± 0.005 0.2829 ± 0.024 0.2269 ± 0.019 0.4424 ± 0.034
SMAG∗ 0.8606 ± 0.003 0.2192 ± 0.020 0.2333 ± 0.068 0.4510 ± 0.027 0.8078 ± 0.002 0.2735 ± 0.012 0.2205 ± 0.030 0.4364 ± 0.019
SGDA 0.8509 ± 0.001 0.2701 ± 0.020 0.2549 ± 0.025 0.4860 ± 0.015 0.8038 ± 0.002 0.2846 ± 0.023 0.2398 ± 0.029 0.4390 ± 0.028
EGDA 0.8546 ± 0.004 0.2290 ± 0.006 0.1735 ± 0.059 0.4305 ± 0.032 0.8023 ± 0.005 0.3293 ± 0.027 0.3076 ± 0.012 0.4620 ± 0.031
SMAG 0.8605 ± 0.002 0.1900 ± 0.023 0.1648 ± 0.064 0.4116 ± 0.031 0.8058 ± 0.001 0.2708 ± 0.021 0.2148 ± 0.021 0.4333 ± 0.013

6 Conclusion

In this study, we have introduced a new framework namely DMax optimization, that unifies DWC
optimization and non-smooth WCSC min-max optimization. We proposed a single-loop stochastic
method for solving DMax optimization and presented a novel convergence analysis showing that
the proposed method achieves a non-asymptotic convergence rate of O(ϵ−4). Experimental results
on two applications, PU learning and OPAUC optimization with adversarial fairness regularization
demonstrate strong performance of our method. One limitation of this work is the strong convexity
assumption on the ϕ(x, ·) and ψ(x, ·). This strong assumption may limit the applicability of our
method. Future work will focus on exploring DMax optimization with weaker assumptions.
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A Convergence Analysis

Recall that Φ(x) := maxy∈Y ϕ(x, y), Ψ(x) := maxz∈Z ψ(x, z), y∗(·) := argmaxy∈Y ϕ(·, y), and
z∗(·) := argmaxz∈Z ψ(·, z). Before presenting the proof of Theorem 4.5, we first give the proof of
the proximal point estimation error bounds. As we have stated the bound for ∥xt+1

ϕ − proxγΦ(xt)∥2

in Lemma 4.4, here we present the corresponding lemma for ∥xt+1
ψ − proxγΨ(xt)∥2.

Lemma A.1. Suppose that Assumption 4.1 holds, 0 < γ < 1/δψ, and η1 ≤ γ2(1/γ−δψ)
2 . Then the

sequences {xt}, {zt}, {xtψ} and {Gt} generated by Algorithm 1 satisfy

E∥xt+1
ψ − proxγΨ(xt)∥2 + E∥zt+1 − z∗(proxγΨ(xt))∥2

≤ (1− η1(1/γ − δψ)

2
)E∥xtψ − proxγΨ(xt−1)∥2 + (1− η1µψ)E∥zt − z∗(proxγΨ(xt−1))∥2

+

(
2η20

η1γ2(1/γ − δψ)3
+

L2
ψ,zxη

2
0

η1µ3
ψγ

2(1/γ − δψ)2

)
E∥Gt∥2 + 12M2η21

Since Lemma 4.4 and Lemma A.1 share the same proof strategy, we only present the proof of
Lemma 4.4.

A.1 Proof of Lemma 4.4

Proof. Recall that Φ(x) = maxy∈Y ϕ(x, y) and y∗(·) = argmaxy∈Y ϕ(·, y). Observe from As-
sumption 4.1(i) that Φ is δϕ-weakly convex. It then follows that proxγΦ(·) is 1/(1− γδϕ)-Lipschitz
continuous. By this, Assumption 4.1(iii) and Lemma 4.2, it is not hard to see that y∗(proxγΦ(·)) is
Lϕ,yx/(µϕ(1− γδϕ))-Lipschitz continuous.

For notational convenience, we let

Φt(x, y) = ϕ(x, y) +
1

2γ
∥x− xt∥2,

x∗Φ,t = proxγΦ(xt), y∗t = y∗(proxγΦ(xt)). (10)

In view of (10) and the update rule of xt+1
ϕ , one has

Et∥xt+1
ϕ − x∗Φ,t∥2 = Et∥xtϕ − η1∂̃xΦt(x

t
ϕ, yt)− x∗Φ,t∥2

= ∥xtϕ − x∗Φ,t∥2 − 2Et⟨η1∂̃xΦt(xtϕ, yt), xtϕ − x∗Φ,t⟩+ Et∥η1∂̃xΦt(xtϕ, yt)∥2

≤ ∥xtϕ − x∗Φ,t∥2 + 2η1 ⟨∂xΦt(xtϕ, yt), x∗Φ,t − xtϕ⟩︸ ︷︷ ︸
(A)

+8M2η21 +
2η21
γ2

∥xtϕ − x∗Φ,t∥2,
(11)

where we use the inequality

Et∥∂̃xΦt(xtϕ, yt)∥2 = Et∥∂̃xϕ(xtψ, yt) +
1

γ
(xtϕ − xt)∥2

= Et∥∂̃xϕ(xtϕ, yt) +
1

γ
(xtϕ − xt)− ∂xϕ(x

∗
Φ,t, y

∗
t )−

1

γ
(x∗Φ,t − xt)∥2

≤ 4Et∥∂̃ϕ(xtϕ, yt)∥2 + 4∥∂xϕ(x∗Φ,t, y∗t )∥2 +
2

γ2
∥xtϕ − x∗Φ,t∥2

≤ 8M2 +
2

γ2
∥xtϕ − x∗Φ,t∥2.

By (γ−1 − δϕ)-strong convexity of Φt(·, y) and the definition of x∗Φ,t in (10), one has

⟨∂xΦt(xtϕ, yt), x∗Φ,t − xtϕ⟩ ≤ Φt(x
∗
Φ,t, yt)− Φt(x

t
ϕ, yt)−

(1/γ − δϕ)

2
∥x∗Φ,t − xtϕ∥2,

0 ≤ Φt(x
t
ϕ, y

∗
t )− Φt(x

∗
Φ,t, y

∗
t )−

(1/γ − δϕ)

2
∥x∗Φ,t − xtϕ∥2.
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Summing up these two inequalities gives

(A) ≤ Φt(x
∗
Φ,t, yt)− Φt(x

t
ϕ, yt) + Φt(x

t
ϕ, y

∗
t )− Φt(x

∗
Φ,t, y

∗
t )− (1/γ − δϕ)∥x∗Φ,t − xtϕ∥2. (12)

Notice from the definition of y∗t in (10) that there exists a particular subgradient ∇yϕ(x
∗
Φ,t, y

∗
t ) such

that
y∗t = PY

(
y∗t + η1∇yϕ(x

∗
Φ,t, y

∗
t )
)
.

Using this and the update rule of yt+1, we have

Et∥yt+1 − y∗t ∥2 = Et∥PY(yt + η1∇̃yΦ(x
t
ϕ, yt))− y∗t ∥2

= Et∥PY(yt + η1∇̃yΦt(x
t
ϕ, yt))− PY(y

∗
t + η1∇yΦt(x

∗
Φ,t, y

∗
t ))∥2

≤ Et∥yt + η1∇̃yΦt(x
t
ϕ, yt)− (y∗t + η1∇yΦt(x

∗
Φ,t, y

∗
t ))∥2

≤ ∥yt − y∗t ∥2 + 2η1⟨∇yΦt(x
t
ϕ, yt)−∇yΦt(x

∗
Φ,t, y

∗
t ), yt − y∗t ⟩

+ η21Et∥∇̃yΦt(x
t
ϕ, yt)−∇yΦt(x

∗
Φ,t, y

∗
t )∥2

≤ ∥yt − y∗t ∥2 + 2η1 ⟨∇yΦt(x
t
ϕ, yt)−∇yΦt(x

∗
Φ,t, y

∗
t ), yt − y∗t ⟩︸ ︷︷ ︸

(B)

+4η21M
2.

(13)

By µϕ-strong concavity of Φt(x, ·), we have

(B) = ⟨−∇yΦt(x
t
ϕ, yt), y

∗
t − yt⟩+ ⟨−∇yΦt(x

∗
Φ,t, y

∗
t ), yt − y∗t ⟩

≤ −Φt(x
t
ϕ, y

∗
t ) + Φt(x

t
ϕ, yt)−

µϕ
2
∥y∗t − yt∥2

− Φt(x
∗
Φ,t, yt) + Φt(x

∗
Φ,t, y

∗
t )−

µϕ
2
∥y∗t − yt∥2

= −Φt(x
t
ϕ, y

∗
t ) + Φt(x

t
ϕ, yt)− Φt(x

∗
Φ,t, yt) + Φt(x

∗
Φ,t, y

∗
t )− µϕ∥y∗t − yt∥2.

(14)

Combining (12) and (14) yields

(A) + (B) ≤ −(1/γ − δϕ)∥x∗Φ,t − xtϕ∥2 − µϕ∥y∗t − yt∥2.

Using this inequality, (11) and (13), we have

Et∥xt+1
ϕ − x∗Φ,t∥2 + Et∥yt+1 − y∗t ∥2

≤ (1− 2η1(1/γ − δϕ) + 2η21/γ
2)∥x∗Φ,t − xtϕ∥2 + (1− 2η1µϕ)∥y∗t − yt∥2 + 12M2η21

(a)

≤ (1− η1(1/γ − δϕ))∥x∗Φ,t − xtϕ∥2 + (1− 2η1µϕ)∥y∗t − yt∥2 + 12M2η21
(b)

≤ (1− η1(1/γ − δϕ))

((
1 +

η1(1/γ − δϕ)

2

)
∥xtϕ − x∗Φ,t−1∥2 +

(
1 +

2

η1(1/γ − δϕ)

)
∥x∗Φ,t−1 − x∗Φ,t∥2

)
+ (1− 2η1µϕ)

(
(1 + η1µϕ)∥yt − y∗t−1∥2 +

(
1 + (η1µϕ)

−1
)
∥y∗t−1 − y∗t ∥2

)
+ 12M2η21

(c)

≤
(
1− η1(1/γ − δϕ)

2

)
∥xtϕ − x∗Φ,t−1∥2 +

2

η1(1/γ − δϕ)
∥x∗Φ,t−1 − x∗Φ,t∥2

+ (1− η1µϕ)∥yt − y∗t−1∥2 + (η1µϕ)
−1∥y∗t−1 − y∗t ∥2 + 12M2η21

(d)

≤
(
1− η1(1/γ − δϕ)

2

)
∥xtϕ − x∗Φ,t−1∥2 + (1− η1µϕ)∥yt − y∗t−1∥2

+

(
2η20

η1γ2(1/γ − δϕ)3
+

L2
ϕ,yxη

2
0

η1µ3
ϕγ

2(1/γ − δϕ)2

)
∥Gt∥2 + 12M2η21 ,

where (a) follows from the assumption η1 ≤ γ2(1/γ−δϕ)
2 , (b) uses the fact that ∥a + b∥2 ≤ (1 +

α)∥a∥2 + (1 + 1
α )∥b∥

2 for any α > 0, (c) follows from bounding the coefficient of each term from
above, and (d) uses 1/(1− γδϕ)-Lipschitz continuity of proxγΦ(·), Lϕ,yx/(µϕ(1− γδϕ))-Lipschitz
continuity of y∗(proxγΦ(·)) and the update rule of xt.

Finally taking expectation over all randomness yields the desired result.
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A.2 Proof of Theorem 4.5

We first present a detailed version of Theorem 4.5.
Theorem A.2. Consider Problem 1 and assume Assumption 4.1 holds. Suppose that the parameters
γ, η0 and η1 in Algorithm 1 are chosen as follows:

0 < γ < min{δ−1
ϕ , δ−1

ψ }, α = min

{
1/γ − δϕ

4
,
1/γ − δψ

4
, µϕ, µψ

}
,

τ = min

{
γ2α2

4
,
µ1.5
ϕ γ2α1.5

4Lϕ,yx
,
µ1.5
ψ γ2α1.5

4Lψ,zx

}
, ν = min

{
1,

2τ

γ2α

}
, LF =

2

γ − γ2 min{δψ, δϕ}
,

η1 = min

{
γ2(1/γ − δϕ)

2
,
γ2(1/γ − δψ)

2
,

1

2LF τ
,
min{1, γ2}min {α, τ} να

768τM2
ϵ2
}
, η0 = τη1.

Then we have

1

T

T−1∑
t=0

(E∥xt+1
ϕ − proxγΦ(xt)∥2 + E∥xt+1

ψ − proxγΨ(xt)∥2 + E∥∇Fγ(xt)∥2) ≤ min{1, γ−2}ϵ
2

4
,

and consequently xt̄ϕ and xt̄ψ are both nearly ϵ-critical points of problem (1), whenever

T ≥
16(Fγ(x0)− F ∗

γ + P0)

min{1, γ−2}min{α, τ}νϵ2
max

{
2

γ2(1/γ − δϕ)
,

2

γ2(1/γ − δψ)
, 2LF τ,

768τM2

min{1, γ2}min {α, τ} ναϵ2

}
(15)

with

P0 =
2η0
η1γ2α

(
E∥x1ϕ − proxγΦ(x0)∥2 + E∥y1 − y∗0∥2 + E∥x1ψ − proxγΨ(x0)∥2 + E∥z1 − z∗0∥2

)
.

Proof. For notational convenience, let
x∗Ψ,t = proxγΨ(xt), z∗t = argmax

z∈Z
ψ(x∗Ψ,t, z). (16)

From Proposition 3.3, we know that Fγ(·) is LF -smooth. By this, 0 < η0 ≤ 1
2LF

, and Lemma 4.3,
one has

Fγ(xt+1) ≤ Fγ(xt) +
η0
2
∥∇Fγ(xt)−Gt+1∥2 −

η0
2
∥∇Fγ(xt)∥2 −

η0
4
∥Gt+1∥2. (17)

Notice that
∇Fγ(xt) = γ−1(proxγΨ(xt)− xt + xt − proxγΦ(xt)) = γ−1(proxγΨ(xt)− proxγΦ(xt)),

Gt+1 = γ−1(xt+1
ψ − xt+1

ϕ ).

Using these, (10) and (16), we have

∥∇Fγ(xt)−Gt+1∥2 = ∥γ−1(proxγΨ(xt)− proxγΦ(xt))− γ−1(xt+1
ψ − xt+1

ϕ )∥2

= ∥γ−1(x∗Ψ,t − x∗Φ,t)− γ−1(xt+1
ψ − xt+1

ϕ )∥2

≤ 2γ−2
(
∥x∗Ψ,t − xt+1

ψ ∥2 + ∥x∗Φ,t − xt+1
ϕ ∥2

)
.

(18)

It follows from this and (17) that

E[Fγ(xt+1)] ≤ E[Fγ(xt)] +
η0
γ2

E∥xt+1
ψ − x∗Ψ,t∥2 +

η0
γ2

E∥xt+1
ϕ − x∗Φ,t∥2

− η0
2
E∥∇Fγ(xt)∥2 −

η0
4
E∥Gt+1∥2.

(19)

Let x∗Φ,t and y∗t be defined in (10). Invoking Lemma 4.4, we have

E∥xt+2
ϕ − x∗Φ,t+1∥2 + E∥yt+2 − y∗t+1∥2

≤
(
1− η1(1/γ − δϕ)

2

)
E∥xt+1

ϕ − x∗Φ,t∥2 + (1− η1µϕ)E∥yt+1 − y∗t ∥2

+

(
2η20

η1γ2(1/γ − δϕ)3
+

L2
ϕ,yxη

2
0

η1µ3
ϕγ

2(1/γ − δϕ)2

)
E∥Gt+1∥2 + 12M2η21 .
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Recall that x∗Ψ,t and z∗t are defined in (16). By Lemma A.1, one has

E∥xt+2
ψ − x∗Ψ,t+1∥2 + E∥zt+2 − z∗t+1∥2

≤
(
1− η1(1/γ − δψ)

2

)
E∥xt+1

ψ − x∗Ψ,t∥2 + (1− η1µψ)E∥zt+1 − z∗t ∥2

+

(
2η20

η1γ2(1/γ − δψ)3
+

L2
ψ,zxη

2
0

η1µ3
ψγ

2(1/γ − δψ)2

)
E∥Gt+1∥2 + 12M2η21 .

Let α be given in the statement of this theorem. Using this and the last two inequalities above, we
have

E∥xt+2
ϕ − x∗Φ,t+1∥2 + E∥yt+2 − y∗t+1∥2

≤ (1− αη1)
(
E∥xt+1

ϕ − x∗Φ,t∥2 + E∥yt+1 − y∗t ∥2
)

+

(
2η20

η1γ2(1/γ − δϕ)3
+

L2
ϕ,yxη

2
0

η1µ3
ϕγ

2(1/γ − δϕ)2

)
E∥Gt+1∥2 + 12M2η21 ,

(20)

E∥xt+2
ψ − x∗Ψ,t+1∥2 + E∥zt+2 − z∗t+1∥2

≤ (1− αη1)
(
E∥xt+1

ψ − x∗Ψ,t∥2 + E∥zt+1 − z∗t ∥2
)

+

(
2η20

η1γ2(1/γ − δψ)3
+

L2
ψ,zxη

2
0

η1µ3
ψγ

2(1/γ − δψ)2

)
E∥Gt+1∥2 + 12M2η21 .

(21)

Summing up inequalities (19), (20)× 2η0
η1γ2α and (21)× 2η0

η1γ2α yields

E[Fγ(xt+1)] +
2η0
η1γ2α

(
E∥xt+2

ϕ − x∗Φ,t+1∥2 + E∥yt+2 − y∗t+1∥2
)

+
2η0
η1γ2α

(
E∥xt+2

ψ − x∗Ψ,t+1∥2 + E∥zt+2 − z∗t+1∥2
)

≤ E[Fγ(xt)] +
2η0
η1γ2α

(
1− η1α

2

)(
E∥xt+1

ϕ − x∗Φ,t∥2 + E∥yt+1 − y∗t ∥2
)

+
2η0
η1γ2α

(
1− η1α

2

)(
E∥xt+1

ψ − x∗Ψ,t∥2 + E∥yt+1 − y∗t ∥2
)

+

(
4η30

η21γ
4α(1/γ − δϕ)3

+
4η30

η21γ
4α(1/γ − δψ)3

+
2L2

ϕ,yxη
3
0

η21µ
3
ϕγ

4α(1/γ − δϕ)2

+
2L2

ψ,zxη
3
0

η21µ
3
ψγ

4α(1/γ − δψ)2
− η0

4

)
E∥Gt+1∥2

− η0
2
E∥∇Fγ(xt)∥2 +

24η0η1M
2

γ2α
+

24η0η1M
2

γ2α
.

(22)

We now introduce a potential function

Pt =
2η0
η1γ2α

(
E∥xt+1

ϕ − x∗Φ,t∥2 + E∥yt+1 − y∗t ∥2 + E∥xt+1
ψ − x∗Ψ,t∥2 + E∥zt+1 − z∗t ∥2

)
, (23)

and rewrite inequality (22) as

E[Fγ(xt+1)] + Pt+1

≤ E[Fγ(xt)] + (1− β)Pt − βE∥∇Fγ(xt)∥2 +
48η0η1M

2

γ2α

+

(
η30

η21γ
4α4

+
L2
ϕ,yxη

3
0

η21µ
3
ϕγ

4α3
+

L2
ψ,zxη

3
0

η21µ
3
ψγ

4α3
− η0

4

)
E∥Gt+1∥2,
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where
β = min

{η1α
2
,
η0
2

}
. (24)

This inequality, together with the choice of η0 and τ specified in this theorm, yields

E[Fγ(xt+1)] + Pt+1 ≤ E[Fγ(xt)] + (1− β)Pt − βE∥∇Fγ(xt)∥2 +
48η0η1M

2

γ2α
.

Taking average of these inequalities over t = 0, . . . , T − 1 yields

1

T

T−1∑
t=0

(Pt + E∥∇Fγ(xt)∥2) ≤
Fγ(x0)− F ∗

γ + P0

βT
+

48η0η1M
2

βγ2α
, (25)

where we use F ∗
γ ≤ Fγ(xT ) due to Assumption 4.1(iii). Recall that η0 = τη1 and ν = min{1, 2τ

γ2α}.
Using these, (23) and (25), we have

1

T

T−1∑
t=0

(E∥xt+1
ϕ − x∗Φ,t∥2 + E∥xt+1

ψ − x∗Ψ,t∥2 + E∥∇Fγ(xt)∥2)

≤ 1

νT

T−1∑
t=0

(Pt + E∥∇Fγ(xt)∥2) ≤
Fγ(x0)− F ∗

γ + P0

νβT
+

48η0η1M
2

νβγ2α
.

By (24) and the choice of α, η0 and η1 specified in this theorem, one has

min{1, γ−2}νβγ2αϵ2

384η0M2
=

min{1, γ2}min
{
η1α
2 , η1τ2

}
ναϵ2

384η1τM2
=

min{1, γ2}min {α, τ} να
768τM2

ϵ2 ≥ η1,

which implies that
48η0η1M

2

νβγ2α
≤ min{1, γ−2}ϵ

2

8
.

Suppose that T satisfies (15). It then follows from (24), η0 = τη1, and the expression of η1 that

T ≥
16(Fγ(x0)− F ∗

γ + P0)

min{1, γ−2}min{α, τ}νϵ2
max

{
2

γ2(1/γ − δϕ)
,

2

γ2(1/γ − δψ)
, 2LF τ,

768τM2

min{1, γ2}min {α, τ} ναϵ2

}
=

8(Fγ(x0)− F ∗
γ + P0)

min{1, γ−2}νβϵ2
,

which implies that
Fγ(x0)− F ∗

γ + P0

νβT
≤ min{1, γ−2}ϵ

2

8
.

Hence, for any T satisfying (15), one has

1

T

T−1∑
t=0

(E∥xt+1
ϕ − x∗Φ,t∥2 + E∥xt+1

ψ − x∗Ψ,t∥2 + E∥∇Fγ(xt)∥2) ≤ min{1, γ−2}ϵ
2

4
,

which together with x∗Φ,t = proxγΦ(xt) and x∗Ψ,t = proxγΨ(xt) yields

1

T

T−1∑
t=0

(E∥xt+1
ϕ − proxγΦ(xt)∥2 + E∥xt+1

ψ − proxγΨ(xt)∥2 + E∥∇Fγ(xt)∥2) ≤ min{1, γ−2}ϵ
2

4
.

Since t̄ is uniformly sampled from {1, . . . , T}, we have

E[∥xt̄ϕ − proxγΦ(xt̄−1)∥2 + ∥xt̄ψ − proxγΨ(xt̄−1)∥2 + ∥∇Fγ(xt̄−1)∥2] ≤ min{1, γ−2}ϵ
2

4
.

It then follows from Lemma 3.4 that xt̄ϕ and xt̄ψ are both nearly ϵ-critical points of problem (1).

19



A.3 Proof of Corollary 4.7

We present a detailed version of Corollary 4.7
Corollary A.3. Consider Problem 2 and assume Assumption 4.6 holds. Suppose that the parameters
γ, η0 and η1 in Algorithm 2 are chosen as follows:

0 < γ < min{δ−1
ϕ , δ−1

ψ }, α = min

{
1/γ − δϕ

2
,
1/γ − δψ

2

}
, τ =

γ2α2

4
, ν = min

{
1,

2τ

γ2α

}
,

η1 = min

{
γ2(1/γ − δϕ)

2
,
γ2(1/γ − δψ)

2
,

1

2LF τ
,
min{1, γ2}min {α, τ} να

768τM2
ϵ2
}
, η0 = τη1.

Then we have

1

T

T−1∑
t=0

(E∥xt+1
ϕ − proxγϕ(xt)∥2 + E∥xt+1

ψ − proxγψ(xt)∥2 + E∥∇Fγ(xt)∥2) ≤ min{1, γ−2}ϵ
2

4
,

and consequently xt̄ϕ and xt̄ψ are both nearly ϵ-critical points of problem (2), whenever

T ≥
16(Fγ(x0)− F ∗

γ + P0)

min{1, γ−2}min{α, τ}νϵ2
max

{
2

γ2(1/γ − δϕ)
,

2

γ2(1/γ − δψ)
, 2LF τ,

768τM2

min{1, γ2}min {α, τ} ναϵ2

}
.

with
P0 =

2τ

γ2α

(
E∥x1ϕ − proxγϕ(x0)∥2 + E∥x1ψ − proxγψ(x0)∥2

)
.

Since problem (2) and Algorithm 2 are special cases of problem (1) and Algorithm 1 respectively,
Corollary A.3 directly follows from Theorem A.2.

A.4 Proof of Corollary 4.9

We present a detailed version of Corollary 4.9
Corollary A.4. Consider Problem 3 and assume Assumption 4.8 holds. Suppose that the parameters
γ, η0 and η1 in Algorithm 3 are chosen as follows:

0 < γ < δ−1
ϕ , α = min

{
1/γ − δϕ

2
, µϕ

}
, τ = min

{
γ2α2

4
,
µ1.5
ϕ γ2α1.5

4Lϕ,yx

}
, ν = min

{
1,

2τ

γ2α

}
,

η1 = min

{
γ2(1/γ − δϕ)

2
,

1

2LF τ
,
min{1, γ2}min {α, τ} να

384τM2
ϵ2
}
, η0 = τη1.

Then we have

1

T

T−1∑
t=0

(E∥xt+1
ϕ − proxγF (xt)∥2 + E∥∇Fγ(xt)∥2) ≤ min{1, γ−2}ϵ

2

4
,

and consequently xt̄ is a nearly ϵ-critical point of problem (3), whenever

T ≥
16(Fγ(x0)− F ∗

γ + P0)

min{1, γ−2}min{α, τ}νϵ2
max

{
2

γ2(1/γ − δϕ)
, 2LF τ,

384τM2

min{1, γ2}min {α, τ} ναϵ2

}
,

with
P0 =

2η0
η1γ2α

(
E∥x1ϕ − proxγF (x0)∥2 + E∥y1 − y∗0∥2

)
.

Proof. This proof is similar to that of Theorem A.2 except that the inequality (18) is replaced by

∥∇Fγ(xt)−Gt+1∥2 =

∥∥∥∥ 1γ (xt − proxγF (xt))−
1

γ
(xt − xt+1

ϕ )

∥∥∥∥2
=

1

γ2
∥proxγF (xt)− xt+1

ϕ ∥2.
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B More Experimental Results

Figure 2: Ablation Study of SMAG for PU Learning

Table 4: Mean ± std of fairness results on CelebA test dataset with Bags Under Eyes task labels, and
Male sensitive attribute. Results are reported on 3 independent runs. We use bold font to denote the
best result and use underline to denote the second best.

Bags Under Eyes, Male
Methods pAUC↑ EOD↓ EOP↓ DP ↓

SOPA 0.8293 ± 0.006 0.2015 ± 0.041 0.1000± 0.043 0.4055 ± 0.027
SMAG∗ 0.8261 ± 0.004 0.1848 ± 0.023 0.1065 ± 0.046 0.3754 ± 0.033
SGDA 0.8307 ± 0.003 0.2026 ± 0.028 0.1096 ± 0.031 0.4028 ± 0.039
EGDA 0.8262 ± 0.004 0.2223 ± 0.032 0.1287 ± 0.038 0.4200 ± 0.024
SMAG 0.8278 ± 0.002 0.1642 ± 0.025 0.0982± 0.034 0.3690 ± 0.029
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and precede the (optional) supplemental material. The checklist does NOT
count towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .

• [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS paper checklist",

• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We have detailed explanation on all items described in the abstract presented
in the paper.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]
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Justification: We discussed the limitation of this in the conclusion section.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: Assumptions are presented in the main paper. The detailed theorem statements
and proofs are presented in the appendix.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide all the information needed to reproduce the experimental results in
the application section.
Guidelines:
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• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The code is included in the supplemental material. The data we used are public
datasets.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.
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• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We provided all the implementation details in the application section.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We ran multiple trails for each experiment setting and present the error bars in
the plot or table.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: Yes. Compute resources information is provided in the application section.
Guidelines:

• The answer NA means that the paper does not include experiments.
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• The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: There is no societal impact of the work performed.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pre-trained language models,
image generators, or scraped datasets)?

Answer:[NA]
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Justification: This paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: For all assets we used in this paper, we cited their original source.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
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Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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