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Abstract

The utilization of large language models001
(LLMs) offers promising opportunities to expe-002
dite scientific discovery. However, deploying003
LLMs to answer scientific questions within spe-004
cific interdisciplinary research domains, such005
as single-molecule electronics, poses various006
challenges that arise from the uniqueness of007
domain-specific data, the complexity of domain008
knowledge, and the uniqueness of domain ob-009
jectives. To address this gap, we propose a010
paradigm for integrating domain knowledge011
from single-molecule electronics into LLMs us-012
ing the retrieval-augmented generation (RAG)013
framework, named SMELLM. Evaluation re-014
sults demonstrate that SMELLM achieves a015
higher SciBERT score than GPT and ChatGPT,016
with SMELLM-4.0 notably achieving a SciB-017
ERT score of 0.731 and a Faithfulness score of018
0.916. The responses generated by SMELLM019
are firmly grounded in domain-specific facts,020
indicating significant enhancements in LLM ca-021
pabilities for domain-specific natural language022
understanding tasks. Furthermore, SMELLM023
is adaptable for enhancing and evaluating profi-024
ciency in LLM across other scientific domains025
with low computing resource consumption.026

1 Introduction027

In the evolving landscape of artificial intelligence,028

the emergence of Large Language Models (LLMs)029

has profoundly impacted scientific research and030

analysis methodologies. These LLMs, capable031

of zero-shot and few-shot learning, have proven032

to be highly effective across a range of scientific033

activities, including literature analysis(Ray, 2023;034

Schmidt and Meir, 2023), unstructured data pre-035

processing(Zheng et al., 2023b), hypothesis gen-036

eration(Zheng et al., 2023a), automated design037

of experiments(Bran et al., 2023; O’Donoghue038

et al., 2023), and data interpretation(Liu et al.,039

2023; Creswell et al., 2022). The adaptability of040

LLMs renders them invaluable assets for simpli-041

fying complex data analysis, extracting informa- 042

tion across numerous disciplines, and enhancing 043

decision-making processes. Their proficiency in un- 044

derstanding and generating text that resembles hu- 045

man communication has pioneered new avenues in 046

knowledge discovery, driving significant progress 047

in various scientific areas. Models such as Chat- 048

GPT(Brown et al., 2020), LLama(Touvron et al., 049

2023), Gemini(Google, 2023), and Claude(Models, 050

Year) have been instrumental in enhancing the effi- 051

ciency of scientific inquiry, promoting the accumu- 052

lation of cross-disciplinary knowledge, and encour- 053

aging interdisciplinary collaboration. However, in- 054

corporating domain knowledge for LLMs presents 055

significant challenges, including the accurate gen- 056

eration and comprehension of domain-specific con- 057

tent, the limitations of computing resources, and 058

the lack of standardized evaluation methods(Koo 059

et al., 2023; Chang et al., 2023; Ling et al., 2023; 060

Guo et al., 2023). This gap poses difficulties for 061

non-AI professionals, complicating the identifica- 062

tion of current limitations, obstacles, unresolved 063

issues, and potential areas for future research. 064

In this study, we concentrate on single molecular 065

electronics (SME), an active and multidisciplinary 066

field that intersects chemistry, physics, biology, ma- 067

terials science, and engineering. We introduce a 068

pipeline for creating a high-precision dataset of 069

SME literature that can be applied to other com- 070

plex and highly specialized fields of scientific re- 071

search, particularly those lacking publicly avail- 072

able data and demanding real-time updates. Based 073

on the SME dataset, domain knowledge is inte- 074

grated into the generation process of LLMs via the 075

RAG framework, adopting a low-cost and compu- 076

tationally efficient approach known as SMELLM. 077

The SMELLM architecture, supported by the Au- 078

togen(Wu et al., 2023) framework, is shown in 079

Figure 1. Autogen provides a structured sequence 080

of activities and interactions within an agent-based 081

setting. Controlled by the ConversableAgent, the 082
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UserAgent, and the AssistantAgent collaboratively083

finalize tasks through internal contextual conversa-084

tions. The AssistantAgent discerns the necessary085

actions or responses to specific queries or situa-086

tions by evaluating the current state and devising087

effective solutions with LLMs. Subsequently, the088

UserAgent utilizes tools to execute feedback. This089

iterative process continues until a termination con-090

dition is satisfied.091

In the development of the SMELLM framework,092

we first establish a citation graph database named093

Graph_DB by employing Neo4j and integrat-094

ing relevant literature metadata. Simultaneously,095

Pinecone_Vector_DB, a cloud-based database con-096

structed on Pinecone, stores the original text post-097

segmentation along with their corresponding vec-098

tors. Furthermore, Keyword_Analysis, utilizing099

Graph_DB, facilitates keyword and subtopic anal-100

yses. External search resources such as Google,101

Google Scholar, and Wikipedia, in addition to102

tools like PubChem and ChemCrow, are uti-103

lized. Additionally, responses from these tools104

are systematically managed through an importance-105

ranking method, optimizing text length, and re-106

fining database queries with domain-specific key-107

words for both input and response sequences. Em-108

powered by Autogen and facilitated by the OpenAI-109

powered API, SMELLM enables the systematic110

exploration of inquiries relevant to SME.111

An example of SMELLM is presented in Figure112

2. Our research showcases the implementation of113

an LLM retrieval enhancement framework within114

the SME domain, offering insights and guidelines115

for other fields to develop LLMs customized to116

their professional domains effectively and accu-117

rately.118

In summary, we make the following contribu-119

tions:120

1. We devise a pipeline aimed at generating a121

domain knowledge dataset of high accuracy122

and its subsequent databases. We provide an123

explanation on how domain specialists can124

actively participate in the development of be-125

spoke knowledge bases for the domain speci-126

fication of LLMs.127

2. We propose an automated approach, devoid128

of the need for experts, capable of generating129

Question-Answering (QA) test datasets. This130

methodology bears relevance to any highly131

specialized research field that does not possess132

a publicly available test dataset.133

3. We illustrate the transformation of databases 134

into beneficial resources for agents in order 135

to optimize the information retrieval process 136

within the RAG framework. A critical aspect 137

to note here is that SMELLM does not ne- 138

cessitate the use of high-performance comput- 139

ing resources, thus making it an appropriate 140

choice for smaller organizations and individu- 141

als. 142

2 Related Work 143

Hallucination(Zhang et al., 2023) in LLMs pertains 144

to responses that are either factually inaccurate, ir- 145

relevant, or nonsensical. LLMs tend to produce less 146

precise and relevant responses when dealing with 147

domain knowledge that is under-represented in its 148

training data or scenarios necessitating real-time 149

information. Various strategies, including human 150

feedback, relevance and accuracy inspections(Cao 151

et al., 2020), and task-specific fine-tuning(Xia et al., 152

2024), have been utilized to mitigate hallucination 153

and bolster the quality of responses. A recent study 154

by Ling et al. (2023) categorized strategies for do- 155

main specialization in LLMs into three divisions: 156

model fine-tuning, prompt crafting, and external 157

augmentation. These divisions correspond to dif- 158

ferent assumptions about levels of accessibility. 159

Fine-tuning(Ovadia et al., 2023; Cheon and Ahn, 160

2022), while effective for tailoring LLMs for speci- 161

fied tasks and enhancing their performance on par- 162

ticular datasets, comes with inherent limitations 163

related to computational resource usage and intri- 164

cate technicalities. Even if a research organization 165

secures the requisite hardware, the effectiveness 166

is substantially reduced by the nuanced aspects 167

of research domains, scarcity of specialized train- 168

ing data, and the cross-disciplinary complexities 169

involved. 170

In-context Learning (ICL) facilitates learning 171

from a handful of contextually-presented examples, 172

with its effectiveness being contingent upon the 173

quality and relevance of the provided examples. 174

Chain-of-thought (COT)(Wei et al., 2023) endeav- 175

ors to augment the reasoning capabilities of LLMs 176

by integrating intermediate reasoning steps directly 177

into the prompts. The efficiency of COT primar- 178

ily resides in its step-by-step approach, proving 179

notably successful in reasoning tasks, especially 180

when combined with few-shot prompting. Further- 181

more, ExpertPrompting(Xu et al., 2023) employs 182

ICL to autonomously generate thorough and indi- 183
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Figure 1: Overview of SMELLM The AssistantAgent is responsible for determining the selection of tools and the
necessary parameters. The UserAgent is entrusted with executing the designated tools and providing responses
within the established context. The ConversableAgent orchestrates the facilitation of communication and action
planning.

vidualized descriptions of the expert identity for184

each specific instruction.185

Incorporating retrieval augmented generation186

(RAG)(Gao et al., 2024; Lewis et al., 2021) into187

LLMs ensures access to the most recent and reli-188

able factual information by cross-referencing the189

model’s responses with original content, fostering190

trust in the information’s accuracy. Significant191

examples include LangChain(Chase, 2022), Au-192

togen(Wu et al., 2023), LlamaIndex(Liu, 2022),193

and MetaGPT(Hong et al., 2023). The inclusion of194

LLMs into these frameworks permits the creation195

of customizable, conversational agents designed196

for seamless collaboration with humans, tools, and197

other AI agents. This collective approach optimizes198

problem-solving strategies, increasing automation199

and efficiency, with LLMs serving diverse and es-200

sential roles in practical applications within scien-201

tific inquiry.202

Several strategies have been implemented to in-203

corporate domain knowledge into existing LLMs,204

primarily through the use of domain-specific205

contextual databases, existing APIs, and pre-206

trained models for handling collaborative do-207

main tasks. Chemcrow(Bran et al., 2023) em-208

ployed the Langchain framework to integrate 17209

expert-designed tools, facilitating the resolution of210

chemistry-related tasks, particularly in molecule211

synthesis planning. Shen et al. (2023) devised212

a Knowledge Graph-based Retrieval Augmented213

Generation (KG-RAG) framework tailored for 214

biomedical tasks. Shen et al. (2023) introduced an 215

LLM-powered agent leveraging various pre-trained 216

models within machine learning communities to 217

address AI tasks effectively. Yager (2023) provided 218

LLMs with domain-specific contextual knowledge 219

retrieval in physical science content and images. 220

Balaguer et al. (2024) introduced a pipeline for fine- 221

tuning LLMs to provide location-specific insights 222

to farmers. However, these applications generally 223

focus on open domains that require extensive liter- 224

ature, such as physics, chemistry, and biology, or 225

demand fine-tuning to accommodate specific tasks, 226

often allowing for lenient precision requirements 227

for data retrieval. 228

3 Tasks Generation and Evaluation 229

Evaluating the performance of RAG frameworks 230

typically involves curated datasets and predefined 231

tasks customized for specific domain applications. 232

In open-domain tasks, utilizing existing datasets en- 233

ables the adoption of diverse strategies for develop- 234

ing or enhancing QA test datasets. These strategies 235

include domain expert-crafted datasets(Otegi et al., 236

2022), transfer learning(Yue et al., 2022; Cheon 237

and Ahn, 2022), template-based generation(Fabbri 238

et al., 2020), and data augmentation(Song and 239

Zhao, 2016). In domains of specificity and inter- 240

disciplinary scientific research, there is a notable 241

shortage of test datasets for Natural Language Un- 242
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Figure 2: An Example of SMELLM In comparison to results without RAG integration, RAG generates responses
containing relevant information that aligns with retrieval contexts.

derstanding tasks. Creating and evaluating test243

datasets manually persist as common practices, de-244

spite the significant time and effort required.245

3.1 Tasks Generation246

In this study, we utilize ChatGPT, augmented by247

review papers related to SME, to produce a spe-248

cialized QA test dataset. Our methodology entails249

employing specific prompts to guide the format and250

content of questions, thus ensuring precision and251

reliability. Subsequently, we eliminated questions252

featuring ambiguous references or about particu-253

lar experimental configurations. The QA tasks of254

SME comprises 50 meticulously curated questions.255

This methodology showcases adaptability across256

diverse research domains, providing an efficient ap-257

proach to generating and refining domain-specific258

QA systems.259

3.2 Evaluation260

QA tasks often demand nuanced understanding of261

context, requiring retrieved information to closely262

align with the query’s intent. The retriever com-263

ponent relies heavily on the efficacy of tools cho-264

sen for information retrieval and the precision of265

generated queries. The answer generation compo-266

nent plays a pivotal role in transforming retrieved267

information into coherent and accurate responses268

to user queries. Thus, the comprehensive evalua- 269

tion of RAG frameworks includes two key com- 270

ponents: Generation and Retrieval(Es et al., 2023; 271

Chen et al., 2023). In this study, SMELLM is eval- 272

uated from the three aspects: 273

1. Accurate Tool Selection and Keyword or 274

Cypher Generation; 275

2. Contextual Relevance and Accuracy of Re- 276

trieved Results; 277

3. Precision and Accuracy of Generated An- 278

swers. 279

To facilitate SMELLM in generating correct 280

and complete matches for the appropriate node 281

property names consistently in Graph_DB, we 282

implemented a Cypher correction algorithm us- 283

ing similarity-based replacement. For Key- 284

word_analysis, domain-specific keywords were uti- 285

lized to refine search queries. 286

In the generation phase, we applied automatic 287

metrics such as BLEU-1/4(Papineni et al., 2002), 288

ROUGE-L(Lin, 2004), and sentence similarity 289

based on SciBERT(Beltagy et al., 2019) (special- 290

ized for science) to evaluate the quality of gener- 291

ated answers by each model ROUGE-L is used 292

for summarization, and BLEU, which relies on 293
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N-gram co-occurrence, is used for machine transla-294

tion. Furthermore, we use RAGAS(Es et al., 2023)295

as an automated evaluation framework that encom-296

passes all tools employed in completing a QA task.297

Besides the metrics, ChatGPT-4 is deployed for298

comprehensive automatic evaluation, utilizing a299

prompt that facilitates the comparison and contrast300

of responses.301

4 Result and discussion302

4.1 Retrieval303

In the exploration of domain-specific QA capabil-304

ities, SMELLM has demonstrated proficiency in305

identifying critical aspects of queries. In the pre-306

liminary experiment, SMELLM-3.5-pre revealed a307

high context recall but a low context precision (Con-308

text Precision = 0.305). This suggests that although309

the search process retrieved valuable information,310

it often included extraneous, redundant data, thus311

impeding the information generation process. To312

mitigate this problem, we employed compression313

and importance-ranking techniques to refine the314

search outcomes, as shown in Figure 3. The ap-315

plication of importance-ranking, with a retention316

rate set at 0.4, enabled us to improve precision317

while maintaining a high recall rate. This strategy,318

utilized during the testing phase of both SMELLM-319

3.5 and SMELLM-4.0, allowed us to partially over-320

come the limitations imposed by context length321

and ensure that only the most relevant and salient322

information is considered during text generation.323

In the retrieval phase, as shown in Figure 4, we324

underscore the primary and auxiliary tools em-325

ployed by SMELLM-3.5 and 4.0. The informa-326

tion retrieval process of SMELLM relies heavily327

on Pinecone_Vector_DB, whose utilization has in-328

creased from 38 instances in SMELLM-3.5 to 51329

in SMELLM-4.0. This upward trend indicates its330

growing importance within the framework, espe-331

cially with the integration of more advanced LLM332

capabilities. Furthermore, Google Scholar and333

Wiki contribute significantly to academic and gen-334

eral knowledge, respectively. The marked discrep-335

ancy in the frequency of calls to these tools be-336

tween SMELLM-3.5 and SMELLM-4.0 suggests a337

notable shift in the framework’s reliance on var-338

ious knowledge sources. This data not only il-339

luminates the intricacies of SMELLM’s tool de-340

pendencies but also underscores the pivotal role341

of Pinecone_Vector_DB in advancing the retrieval342

process for completing domain-specific QA tasks.343

The effectiveness of LLMs in QA tasks is 344

heavily influenced by the comprehensiveness and 345

depth of their training data, which in turn im- 346

pacts their ability to understand various domains 347

and employ appropriate methodologies for gener- 348

ating precise responses. The result of QA tasks 349

has shown that integrating Pinecone_Vector_DB 350

into SMELLM-4.0, along with the SME dataset 351

and GPT-4.0 training data, significantly enhances 352

domain-specific knowledge coverage. However, 353

the training data for the GPT-3.5 model might 354

not fully cover the range of queries, and relying 355

solely on Pinecone_Vector_DB for effective QA 356

tasks completion seems insufficient. Therefore, it 357

is imperative to incorporate supplementary exter- 358

nal search tools. Advancements in model training, 359

meticulous data curation, and the integration of 360

additional knowledge sources are crucial for im- 361

proving the state-of-the-art in delivering accurate 362

and comprehensive responses. 363

The trade-offs among faithfulness, context recall, 364

and precision of SMELLM-3.5 and SMELLM-4.0 365

are presented in Table 1. SMELLM-4.0 demon- 366

strates a slightly higher faithfulness value of 0.916 367

compared to SMELLM-3.5, which stands at 0.865. 368

This suggests that its responses rely more on re- 369

trieved information with fewer instances of hal- 370

lucination. SMELLM-3.5 achieves a context re- 371

call value of 0.817, while SMELLM-4.0 performs 372

slightly lower at 0.731. This implies that while 373

SMELLM-4.0 improves in faithfulness, it struggles 374

to recall context from the input, potentially over- 375

looking relevant details due to the singularity of its 376

information sources. The context precision scores 377

indicate the value of importance-ranking, particu- 378

larly in managing multiple information sources. 379

LLM FF CR CP
SMELLM-3.5 0.865 0.817 0.387
SMELLM-4.0 0.916 0.731 0.330

Table 1: Retrieval metrics of SMELLM Test
SMELLM in QA tasks with a retention rate of 0.4.Faith-
fulness (FF) measures the fidelity of the answer to the
context, preventing hallucinations. Context Precision
(CP) indicates the relevance of the retrieved context to
the question. Context Recall (CR) indicates the ability
to retrieve all necessary information for answering the
question.
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Figure 3: Compression and importance-ranking in SMELLM-3.5-pre The red curve represents precision across
different thresholds, while the blue curve represents recall.

Figure 4: The tool utilization of SMELLM-3.5 (blue)
and SMELLM-4.0 (orange) in the QA task

4.2 Generation380

In the generation phase shown in Table 2, both381

SMELLM-3.5 and SMELLM-4.0 with higher382

SCIBERT scores than GPT and ChatGPT, suggest-383

ing that the generated answers closely resemble384

the scientific semantics of the ground truth. Addi-385

tionally, SMELLM-4.0 achieves the highest BLEU386

scores, with BLEU-1 at 0.1 and BLEU-4 at 0.018,387

demonstrating its capacity to accurately capture388

domain-specific keywords and phrases. Notably,389

SMELLM-3.5 also attains the highest ROUGE F-390

score of 0.179, reinforcing its proficiency in main-391

taining semantic similarity and content overlap392

with the ground truth.393

The responses generated by ChatGPT exhibit394

user-friendly traits, albeit occasionally being ver-395

bose. While this verbosity aids comprehension396

and fosters conversation, it may inadvertently intro-397

duce redundancy, compromising the conciseness398

valued by similarity metrics and ROUGE-L pre-399

cision. Conversely, GPT tends to produce more400

concise outputs, though it may sometimes repeat 401

input context. While GPT aims to highlight key 402

concepts of the question with a Answer Relevance 403

score of 0.950, it risks reducing content diversity 404

and accuracy, as assessed by Answer Similarity 405

and SciBERT score. However, while verbosity and 406

conciseness are often presented as opposites, the 407

ultimate effectiveness of a language model depends 408

on its ability to tailor its output to the context of 409

the prompt and the user’s expectations. 410

SMELLM aims to achieve balance by integrat- 411

ing system-defined prompts with information re- 412

trieved from processes. This approach enables the 413

generation of responses closely aligned with user 414

queries, displaying greater similarity to ground 415

truth and achieving higher BLEU and ROUGE-L 416

scores. Consequently, SMELLM responses tend to 417

reflect expert terminology and adhere to the context 418

expected in scientific content. 419

Specifically, SMELLM 4.0 effectively addresses 420

key points while maintaining its superior ability to 421

generate informative, nuanced, and academically 422

valuable content, as shown in Figure A1. This 423

comparative analysis not only highlights the incre- 424

mental advancements in AI-generated content but 425

also underscores the pivotal role these technologies 426

play in disseminating and interpreting scientific 427

knowledge. 428

5 Dataset 429

Establishing real-time and highly accurate domain 430

datasets is the cornerstone of the entire work. In 431

this section, we present a comprehensive overview 432

of the systematic pipeline for acquiring and inte- 433

grating the SME literature dataset into databases, 434
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LLM SciBert Ragas BLEU ROUGE
AR AS 1 4 R P F

SMELLM-3.5 0.712 0.945 0.865 0.078 0.014 0.457 0.115 0.179
SMELLM-4.0 0.731 0.891 0.822 0.100 0.018 0.453 0.091 0.149
GPT-3.5 0.680 0.950 0.823 0.093 0.016 0.392 0.113 0.170
GPT-4.0 0.708 0.870 0.819 0.075 0.013 0.393 0.097 0.145
ChatGPT-3.5 0.604 0.904 0.831 0.079 0.014 0.499 0.071 0.123
ChatGPT-4.0 0.638 0.896 0.834 0.078 0.014 0.499 0.068 0.118

Table 2: Generation Metrics for GPT, ChatGPT, and SMELLM. The GPT API, developed by OpenAI, serves
as the interface for the GPT Model. The SciBERT Score quantifies the similarity between the ground truth and
the answers generated by LLM. Answer Relevance (AR) and Answer Similarity (AS), are derived from Raga’s
automated evaluation. BLEU-1 and BLEU-4 are the precision of unigrams and 4-grams, respectively. Additionally,
R (ROUGE-L recall), P (ROUGE-L precision), and F (ROUGE-L F-score) are overlap performance metrics.

as shown in Figure 5, domain experts provide ini-435

tial domain-specific keywords and topics, and the436

subsequent data collection process and evaluation437

is automated. Notably, researchers can adapt the438

entire pipeline to any other field within a few weeks.439

Leveraging this dataset, a domain-specific chatbot440

could be developed with minimal resource con-441

sumption and expense.442

5.1 Data Retrieval and Extraction443

The data retrieval process commenced by querying444

relevant academic literature from the Web of Sci-445

ence (WoS) database using specific keywords out-446

lined in Table S1. We exported the results as HTML447

files and extracted bibliographic details. Given the448

interdisciplinary nature of SME, the initial search449

yielded a significant volume of unrelated literature.450

To address this issue, we constructed a Neo4j graph451

database based on the citation information, encom-452

passing the writing relationship between authors453

and literature, forming the basis for filtering.454

5.2 Preliminary Publication Filtering455

We employed the term "junction" as a strongly as-456

sociated term to select 7,000 identified SME litera-457

ture, along with an additional set of 20,000 associ-458

ated references as the training dataset. Following459

this, we fine-tuned a BERT model using the train-460

ing dataset as a classifier to identify SME literature.461

While not infallible, this model effectively elimi-462

nates unrelated literature based on their titles.463

5.3 Integration of Influential Research464

Groups’ Information465

We pinpointed authors with a significant number466

of "WROTE" relationships in the Neo4j database.467

These authors often belong to influential research468

groups with websites containing accurate publica- 469

tion records. We collected publication details from 470

these websites using web crawlers or copied and 471

processed by ChatGPT into a table format, em- 472

ploying a fuzzy match technique to capture and 473

integrate any potentially missed literature. 474

5.4 Evaluation and Metadata Enrichment 475

Within the Neo4j database, the relevance of each 476

SME paper was assessed by its local citation 477

count, achieving a node connection proportion of 478

0.948. Building upon this foundational information 479

and following methodologies outlined by (Koneru 480

et al., 2022), missing metadata were supplemented 481

from Semantic Scholar1, CrossRef2, and Google 482

Scholar3 to enhance citation details and abstracts. 483

As of the most recent update, the SME database 484

encompasses 5,715 SME literature, accompanied 485

by 81,719 references. Future updates necessitate 486

the utilization of the same retrieval strategy in WoS, 487

sorting by date to integrate the latest literature and 488

selecting literature surpassing the local citation 489

threshold in the Neo4j Database. 490

6 Conclusion 491

In this work, we propose a simple and effective 492

paradigm for integrating domain knowledge into 493

LLMs via the RAG framework. The computational 494

resource requirements for implementing and main- 495

taining the proposed SMELLM framework are cru- 496

cial considerations that require further discussion. 497

We employ the OpenAI’s API and the Pinecone 498

cloud vector database to streamline the RAG pro- 499

cess, primarily relying on CPU resources for model 500

1https://www.semanticscholar.org
2https://www.crossref.org/
3https://scholar.google.com/
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Figure 5: The Process of Constructing a High-Accuracy Domain Literature Dataset. The construction of a
precise domain-specific dataset entails ongoing refinement and filtering. In ROUND 1, influential authors and
SME literature are identified through relational metrics within the Neo4j database, which is utilized for subsequent
publication record matching and pre-trained model fine-tuning.

execution. We have strategically tailored the frame-501

work to operate efficiently within such constraints,502

such as setting a minimum string length during503

vector construction and using importance-ranking.504

We meticulously curated SME dataset with sub-505

stantial domain relevance, employing it to establish506

both graph and knowledge vector databases. Our507

approach offers practical solutions for researchers508

challenged by restricted computational resources509

and insufficient technical accumulation, signifi-510

cantly facilitating the customization of domain-511

specific QA systems.512

7 Limitation513

Despite significant advancements, more efforts will514

continue to be dedicated to future research due to515

some limitations. Our attention has been primarily516

directed towards domain-specific QA tasks, under-517

pinned by the need to confront the subtleties within518

specialized knowledge domains. Tailored LLMs519

necessitate comprehensive input from subject ex-520

perts to guarantee the accuracy and integrity of mul-521

tifaceted domain data. Moreover, our dependency522

on existing databases and tools underscores the es-523

sentiality of consistent updates and maintenance to524

ensure the precision and relevance of integrated do-525

main knowledge. Future research endeavors could526

explore optimizations to make the framework more 527

resource-efficient and adaptable to diverse appli- 528

cations, thus alleviating potential barriers to wider 529

adoption and allowing LLMs to independently in- 530

voke, execute, and process algorithms relevant to 531

the prediction and analysis of experimental data. 532

8 Code and Data Availability 533

The code and data will be made publicly available 534

upon publication. 535
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A1 Tools771

Graph_DB, constructed on Neo4j 4, integrates three772

types of nodes—Authors, Publications, and Con-773

cepts—complemented by three relationship cate-774

gories—CITED_BY, WROTE, and ABOUT. This775

graph database delineates both the collaborative776

writing dynamics among authors and the citation777

networks within the SME.778

Pinecone_Vector_DB is established on Pinecone779
5, a cloud-based repository for text vectors. PDFs780

are obtained via bulk download, followed by781

paragraph extraction through CerMine(Tkaczyk782

et al., 2015). Subsequently, we employ the783

hkunlp/instructor-xl to generate text embeddings,784

facilitating the retrieval of original text data through785

similarity searches with the stored vectors in786

Pinecone.787

Our methodology incorporates Google Scholar788

for targeted literature searches using specific key-789

words, yielding search outcomes accompanied by790

concise summaries. Google is utilized to search791

for relevant results from various sources across the792

web, offering up-to-date information. Wiki stands793

as an accessible online encyclopedia containing794

an extensive repository of definitions. PubChem795

provides information on chemical structures, prop-796

erties, and biological activities.797

A2 Domain Expertise798

In this study, whether for utilization within SME799

or for transfer to other specific domains, the contri-800

bution of domain experts is essential for gathering801

fundamental domain-related information that en-802

hances the precision of the retrieval process. This803

encompasses providing domain-specific keywords,804

identifying top journals, defining research topics,805

and recognizing highly influential research groups.806

A2.1 Domain-specific keywords807

During the literature collection process, it is cru-808

cial to distinguish between similar yet distinct do-809

mains. The suggested keywords stem from the810

specificity of testing techniques (e.g., break junc-811

tion) and prevalent applications (e.g., device). SME812

experts recommend the following set of keywords813

for effectively retrieving literature within the Web814

of Science database. Keywords6 Shown in Table815

4https://neo4j.com
5https://www.pinecone.io
6single molecular can be replaced by single molecule and

single-molecule

A1 and Table A2 816

Keyword
molecular electronics
break junction
molecular conductance
conductance histogram
graphene electrode
metal-molecule-metal junction
single molecular transport
single-molecular device
single molecular magnet
single molecular switch
single molecular transistor
single molecular memristor
single molecular diode
single molecular sensor
single molecular trace

Table A1: Domain specific keywords of SME.

KeywordPair_1 KeywordPair_2
junction molecular
conductance molecular
gold junction
electronic single molecular
tunnel single molecular
device single molecular
charge transport single molecular
conductance trace
au junction
molecular-scale charge

Table A2: Domain specific keyword pairs of SME.

A2.2 Top journal 817

Employing a fuzzy matching approach, we as- 818

sessed the representation of literature from top 819

journals within the SME domain. This quantita- 820

tive analysis serves as a qualitative benchmark to 821

validate the accuracy of journal data. Adopting this 822

method ensures the credibility of the chosen jour- 823

nals and their alignment with the subject domain. 824

the Top journal is including: Nature, Nature Ma- 825

terials, Nature Nanotechnology, Nature Chemistry, 826

Nature Reviews Chemistry, Nature Reviews Mate- 827

rials, Nature Reviews Physics, Nature Communi- 828

cations, Science, Science Advances, Journal of the 829

American Chemical Society, Angewandte Chemie- 830

International Edition, Proceedings of the National 831

Academy of Sciences of the United States of Amer- 832

11

https://huggingface.co/hkunlp/instructor-xl


ica, Chemical Reviews, Chemical Society Reviews,833

Chem, Matter, Accounts of Chemical Research,834

ACS Nano, Advanced Materials, Nano Letters.835

A2.3 Domain research topics836

Here are the academic explanations of the main837

topics of SME and their associated keywords:838

Thermoelectricity and Thermal Conductance:839

Therm, Seebeck, ZT (Figure of Merit for ther-840

moelectric materials), Heat, Phonon. Mechanical841

Manipulation: Mechanics, Force, AFM (Atomic842

Force Microscopy), Deformation, Elasticity, Stiff-843

ness. Spin Dynamics: Spin, Kondo Effect, Radical,844

Magnetism, Spin Crossover, Giant Spin. Optoelec-845

tronics: Opto, Light, Photonic, Plasmon, Vibration,846

Exciton. Electric-field Control: Electric Field, Elec-847

trostatics. Structure and Reaction Analysis: Bridg-848

ing, Linker, Backbone, Anchor, Skeleton, Syn-849

thesis, Symmetric, Conjugation, Geometry, Con-850

figuration, Length, Aromaticity, Covalent Bonds,851

Ligand, Complexation, Supramolecular, Supercrit-852

ical, Catalysis, Reaction Pathways. Data Mining853

and Analysis: Clustering, Classification, Cluster854

Analysis, Classification, Supervised Learning, Data855

Analysis, Algorithms, Models. Theoretical Calcula-856

tions and Simulations: Density Functional Theory857

(DFT), Orbital, First Principles, Non-equilibrium858

Green’s Function (NEGF), Calculation, Simulation,859

Modeling.860

A2.4 Research groups861

Influential research groups can be identified862

through the preliminary selection of SME papers863

using the Step of 5.2. This involves calculating864

the count of "WROTE" relationships for each au-865

thor. Subsequently, domain experts are engaged to866

validate and refine the list by adding or removing867

authors as necessary.868

A3 Metrics869

A3.1 BLEU870

BLEU (Bilingual Evaluation Understudy)(Papineni871

et al., 2002) evaluates the quality of machine-872

translated text by comparing it to one or more ref-873

erence translations. BLEU-1 and BLEU-4 are vari-874

ants of BLEU that focus on comparing unigrams875

(individual words) and 4-grams (sequences of 4876

words) respectively.877

BLEU-1 = BP × exp

(
1

N

N∑
n=1

log pn

)
878

N is the maximum n-gram order considered. pn is 879

the precision of n-grams. 880

BP =

{
1 if c > r

exp
(
1− r

c

)
if c ≤ r

881

is the Brevity Penalty to penalize short translations, 882

c is the length of the candidate translation, and r is 883

the effective reference length (closest length of the 884

reference to the candidate) 885

A3.2 ROUGE 886

ROUGE (Recall-Oriented Understudy for Gist- 887

ing Evaluation)(Lin, 2004) evaluates the quality 888

of summaries generated by automatic summariza- 889

tion systems. ROUGE-L (Longest Common Sub- 890

sequence) is one of the ROUGE metrics, which 891

focuses on the longest common subsequence be- 892

tween the generated summary and the reference 893

summary. 894

ROUGE-L =
LCS(X,Y )

R
895

LCS(X,Y ) is the length of the longest common 896

subsequence of words between the candidate sum- 897

mary X and the reference summary Y , and R is the 898

total number of words in the reference summary. 899

A3.3 Ragas 900

Ragas (Retrieval Augmented Generation Assess- 901

ment)(Es et al., 2023) is a framework for evaluating 902

Retrieval Augmented Generation (RAG) pipelines. 903

Specifically, Ragas including following Metrics: 904

Faithfulness is the factual consistency of the gen- 905

erated answer with the retrieved context. A gener- 906

ated answer is considered faithful when all claims it 907

presents can be inferred from the provided context. 908

Faithfulness =
Could be Inferred from context

Total of claims
909

Answer Relevancy is the relevance of generated 910

answers to the questions. This metric disregards 911

the factual accuracy of answers and penalizes in- 912

completeness or redundant information. 913

Answer Relevancy =
1

N

N∑
i=1

sim(Qi, Qorig) 914

Where N is the LLM generates questions for the 915

generated answer. Qi is the i-th generated question. 916

Qorig denotes the original question. sim(Qi, Qorig) 917
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represents the cosine similarity between Qi and918

Qorig.919

Context Precision evaluates whether all chunks920

in retrieved contexts relevant to the question are921

ranked higher in items, and refers to the ratio of922

chunks that are helpful in answering a question923

evaluated by LLM of all chunks.924

Context Precision =

∑
P@k

relevant chunks in the top K
925

P@k =
true P@k

true P@k + false P@k
926

Context Relevancy is similar with Context Pre-927

cision, and calculated based on the question and928

contexts in sentence level, S is the number of help-929

ful sentences.930

Relevancy =
S

sentences in retrieved context
931

Context Recall is calculated based on the ground932

truth and the retrieved context933

Recall =
GT sentences that can be attributed

Number of sentences in GT
934

Answer Semantic Similarity evaluates the qual-935

ity of generated answer by using a cross-encoder936

model to calculated with ground truth. In this work,937

we use sentence-transformers/all-MiniLM-L6-v2938

Besides, Ragas include metrics such as Answer939

Correctness and Aspect Critiques, which are not940

used in this study, that can be refereed for detailed941

information on Metrics.942

A4 Prompt943

A4.1 QA Generation944

Construct a dataset for domain-specific945

QA tasks. Each entry in the dataset946

should be a python list of dictionaries947

with ’question’ and ’answer’ fields. Only948

keep the list.949

{Context}950

Consider the following key points: The951

answers should provide clear and brief952

information. Ensure that the questions953

cover various aspects such as definitions,954

motivations, challenges, solutions, tech-955

niques, and notable contributions in the956

field.957

A4.2 QA Filtering 958

Your task is to review each question and 959

answer pair, filtering out any entries that: 960

1.contain ambiguous references 961

2.delve excessively into specific experi- 962

mental setups 963

3.ask very simple concepts, like What is 964

single-molecule electronics? 965

Please prioritize clarity, relevance, and 966

generalizability in your filtering process 967

A4.3 ChatGPT-4 Evaluator 968

Compare and contrast the responses from 969

large language models to the follow- 970

ing question: Question Evaluate the ac- 971

curacy, depth, and coherence of each 972

model’s response. Consider the scientific 973

accuracy, clarity, and relevance of infor- 974

mation presented by each model in ad- 975

dressing the question. Additionally, high- 976

light any notable differences or unique 977

insights offered by each model in their 978

responses. 979

Answers 980

Finally, summarize which model pro- 981

vides the better answer, mentioning only 982

the model’s name. 983

A5 Comparison Example 984

In consideration of accuracy, depth, and coherence, 985

SMELLM-4.0 emerges as the superior choice, of- 986

fering a detailed, scientifically accurate, and com- 987

prehensive overview of SME domain-specific tasks 988

(see A1). 989
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Question: What are the potential advantages of carbon electrode-molecule junctions over ordinary
metal electrode-based molecular junctions?

Answer of SMELLM-3.5:
The potential advantages of carbon electrode-molecule junctions over ordinary metal electrode-
based molecular junctions include the following:
1. Chemical Inertness: Carbon electrodes are chemically inert, making them particularly advanta-
geous in biomolecular sensing applications or fast DNA sequencing where specific or nonspecific
binding of biomolecules to metal electrodes is not desirable.
2. Anchor Possibilities: Carbon electrodes allow for a large variety of possibilities to anchor
diverse molecules as compared to metallic electrodes, providing more flexibility in molecular
junction construction.
3. Stability and Compatibility: Carbon-based electronic devices offer enhanced stability due to
strong covalent bonding in the disordered carbon materials, resisting electromigration or penetration
into the molecular layer. The greater compatibility between the carbon electrode and molecule
leads to better construction of the molecular junction.
4. Contact Flexibility: Carbon-based electrodes provide contact flexibility, allowing for covalent
bonding or – stacking configurations, providing more versatile options for forming molecular
junctions.
5. Stability of Carbon-Molecule Interface: The interface between carbon electrodes and molecules
is much stable than that of metal-thiol interface, leading to highly reproducible, robust, and high-
yield device fabrication.
These advantages make carbon electrode-molecule junctions an appealing platform for molecular
electronics, offering stability, compatibility, and diverse anchoring possibilities for a wide range of
applications.
TERMINATE

Answer of GPT-3.5:
1. Enhanced stability: Carbon electrodes are typically more stable and have a higher chemical
resistance compared to metal electrodes, which can lead to longer-lasting and more reliable
molecular junctions.
2. Reduced reactivity: Carbon electrodes are generally less reactive compared to metal electrodes,
which can help prevent unwanted side reactions or degradation of the molecules being studied in
the junction.
3. Tunable properties: Carbon electrodes can be functionalized or modified to tailor their properties
and create specific interactions with molecules, allowing for better control and manipulation of the
junction.
4. Widely available and cost-effective: Carbon electrodes are relatively inexpensive and readily
available, making them a more cost-effective option for creating molecular junctions compared to
specialized metal electrodes.
5. Compatibility with a wide range of molecules: Carbon electrodes are versatile and can be used
with a wide variety of molecules, allowing for more flexibility in the types of studies that can be
conducted with carbon electrode-molecule junctions.
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Answer of SMELLM-4.0:
Carbon electrode-molecule junctions have numerous potential advantages over ordinary metal
electrode-based molecular junctions.
1. Chemical Inertness: Unlike metal electrodes, carbon electrodes are chemically inert. This
property makes carbon-based electronic devices more suitable for applications such as biomolecular
sensing or fast DNA sequencing where unwanted binding of biomolecules on metal electrodes is
undesirable.
2. Enhanced Stability: The strong covalent bonding in disordered carbon materials bolsters its
resistance against electromigration or penetration into the molecular layer, providing enhanced
stability.
3. Compatibility: Most molecules are carbon-based organic compounds, thereby creating better
compatibility with carbon electrodes, leading to improved construction of molecular junctions.
4. Durability and Operational Stability: Carbon-based molecular junctions have shown commend-
able durabilities, thermal and operational stabilities, and longer device lifetimes.
5. Versatility: Carbon electrodes offer a wide range of anchoring possibilities for diverse molecules,
making it more versatile than metal electrodes.
6. Reduced Defects: Compared to metallic electrodes, carbon-based electrodes may allow a
reduction of the effects of defects in the electrodes through the use of extended planar anchor
groups.
7. Flexibility: Carbon electrodes tend to be more flexible in contact - e.g., in a covalent bonding or
pi–pi stacking configuration.
8. Microfabrication Compatibility: Some forms of carbon electrodes, like Silicon, can be compati-
ble with most semiconductor fabrication procedures.
9. Resistance to Oxidation: Carbon electrodes are resistant to oxidation, crucial when high bias is
required.
10. Simplicity and High Yield: The fabrication process of carbon-electrode based junctions is
simpler and affords stable molecular devices in high yield, making them potentially more practical
for numerous applications.
Taken together, these advantages can render carbon electrode-molecule junctions as a reliable
platform for molecular electronics towards practical applications.
TERMINTATE
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Answer of GPT-4.0:
1. Enhanced Stability: Carbon electrode-molecule junctions have shown to be more stable compared
to traditional metal electrode-based junctions. This is mainly due to the strong covalent bonds that
can form between carbon and other atoms.
2. Wide Energy Gap: Carbon atoms have a wide energy gap which allows for better control over the
molecule’s electronic properties. This can lead to more precise tuning of the molecule’s behavior
and, ultimately, the creation of more efficient devices.
3. Flexibility: Carbon has a very high degree of flexibility, allowing it to be manipulated into
various shapes and structures. This makes carbon electrode-molecule junctions highly adaptable to
different applications.
4. Resistance to Oxidation: Carbon is more resistant to oxidation than many metals, which can
give devices based on carbon electrode-molecule junctions a longer lifespan.
5. Better Thermal Conductivity: Carbon, especially in its graphene form, has excellent thermal
conductivity making it an excellent choice for applications where heat dissipation is a concern.
6. Higher Sensitivity: Some studies suggest that carbon electrode-molecule junctions can be more
sensitive than their metal counterparts, making them potentially more effective in applications such
as sensors.
7. Incorporation with organic molecules: It is easier to connect carbon electrodes with organic
molecules which can lead to the creation of more complex and functional devices.
8. Environmental Impact: The use of carbon-based devices can be environmentally more preferable
as it reduces reliance on metal mining and processing, which can have high environmental costs.
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Automatic Evaluation with ChatGPT-4.0
Upon examining the responses from GPT-3.5, SMELLM-3.5, GPT-4, and SMELLM-4.0 regarding
the potential advantages of carbon electrode-molecule junctions over ordinary metal electrode-
based molecular junctions, several observations can be made regarding their accuracy, depth, and
coherence.

1. GPT-3.5 provides a coherent and accessible answer, highlighting enhanced stability, reduced
reactivity, tunable properties, cost-effectiveness, and compatibility with a wide range of
molecules. The response is clear and relevant, focusing on practical benefits such as stability,
cost, and versatility without delving deeply into the specific scientific or molecular interactions.

2. SMELLM-3.5’s response emphasizes chemical inertness, anchor possibilities, stability and
compatibility, contact flexibility, and the stability of the carbon-molecule interface. This
response adds unique insights into the suitability of carbon electrodes for biomolecular sensing
and DNA sequencing, offering a slightly deeper dive into specific applications and molecular
junction construction than GPT-3.5.

3. GPT-4 expands on the advantages by discussing enhanced stability, wide energy gap, flexibility,
resistance to oxidation, thermal conductivity, sensitivity, and environmental impact. This
answer stands out by introducing a broader range of technical advantages, such as the wide
energy gap and thermal conductivity, offering a more detailed scientific perspective on the
materials’ properties.

4. SMELLM-4.0’s answer is comprehensive, covering chemical inertness, enhanced stability,
compatibility, durability, versatility, reduced defects, flexibility in contact, microfabrication
compatibility, and resistance to oxidation. It elaborates on the practical and technical advan-
tages with a focus on compatibility with semiconductor fabrication procedures and operational
stability, presenting a nuanced understanding of the material’s benefits in electronic applica-
tions.

Comparison:
Scientific Accuracy: All models provide scientifically accurate information, but GPT-4 and
SMELLM-4.0 offer more detailed explanations of the properties and advantages of carbon electrode-
molecule junctions, such as thermal conductivity, resistance to oxidation, and energy gap consider-
ations.
Depth and Coherence: SMELLM-4.0 delivers the most comprehensive and detailed response,
incorporating both technical and practical aspects of carbon electrodes in molecular electronics. It
successfully balances depth with coherence, making complex concepts accessible.
Unique Insights: SMELLM-4.0 and GPT-4 both offer unique insights, but SMELLM-4.0’s mention
of microfabrication compatibility and operational stability provides a slightly more nuanced view
of the material’s application potential.
Conclusion: Considering the criteria of accuracy, depth, and coherence, SMELLM-4.0 provides
the better answer. It offers a detailed, scientifically accurate, and comprehensive overview of
the advantages of carbon electrode-molecule junctions, presenting a nuanced understanding that
combines both theoretical insights and practical applications.

Figure A1: Comparison of GPT-3.5, GPT-4.0, SMELLM 3.5, and SMELLM 4.0. Extracting salient points from
Ground Truth and matching each answer reveals that SMELLM 4.0 can cover all major points comprehensively and
offer novel insights.
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