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Abstract

Dimensionality reduction via linear sketching is a powerful and widely used tech-
nique, but it is known to be vulnerable to adversarial inputs. We study the black-box
adversarial setting, where a fixed, hidden sketching matrix A ∈ Rk×n maps high-
dimensional vectors v ∈ Rn to lower-dimensional sketches Av ∈ Rk, and an
adversary can query the system to obtain approximate ℓ2-norm estimates that are
computed from the sketch.
We present a universal, nonadaptive attack that, using Õ(k2) queries, either causes
a failure in norm estimation or constructs an adversarial input on which the opti-
mal estimator for the query distribution (used by the attack) fails. The attack is
completely agnostic to the sketching matrix and to the estimator—it applies to
any linear sketch and any query responder, including those that are randomized,
adaptive, or tailored to the query distribution.
Our lower bound construction tightly matches the known upper bounds of Ω̃(k2),
achieved by specialized estimators for Johnson–Lindenstrauss transforms and
AMS sketches. Beyond sketching, our results uncover structural parallels to
adversarial attacks in image classification, highlighting fundamental vulnerabilities
of compressed representations.

1 Introduction

Dimensionality reduction is a fundamental technique in data analysis, algorithm design, and machine
learning. A common paradigm is to apply a sketching map, a compressive transformation C : Rn →
Rk, which maps a high-dimensional input vector to a lower-dimensional representation. The map is
typically sampled from a known distribution (e.g., The Johnson–Lindenstrauss (JL) transform [29] )
or learned during training, and is designed to support estimation of specific properties of the input v,
such as norms, inner products, or distances, using only the sketch C(v).

Once constructed, the sketching map C typically remains fixed across all inputs. This is true when
compression layers are part of a trained model, and it is necessary in algorithmic contexts that
require composability—the ability to sketch distributed datasets independently and combine the
results—without revisiting the original data. A fixed sketching map also supports downstream tasks
that operate directly in sketch space.

However, this compression introduces an intrinsic vulnerability: small input perturbations can produce
large changes in the sketch, even when the true property (such as the norm) is nearly unchanged. For
linear sketching maps A ∈ Rk×n, this vulnerability arises from structural facts such as the existence
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of nontrivial null-space vectors and directions along which small-norm perturbations yield large
distortions.

Such adversarial inputs can be constructed easily in the white-box setting, where the sketching map
C is known. In this work, we focus on the black-box attack model, which captures realistic situations
where the adversary does not see the sketching map directly but can access it interactively via a
responder using queries of the following form:

(i) The adversary chooses a query vector v ∈ Rn.
(ii) The system receives v and computes a sketch C(v).

(iii) The responder selects a map ψ of sketches to distributions, receives the sketch C(v) from
system and returns a (possibly randomized) value s ∼ ψ(C(v)) to the adversary.

The goal of the adversary, in general terms, is to compromise the sketching map by causing a failure:
If responses are correct, construct an adversarial input. We measure the efficiency of such attacks by
the number of queries they require, as a function of the sketch size k.

We distinguish between two settings. In the nonadaptive case, all queries (including the final
candidate) are chosen without regard to responses from earlier queries. The adversary performs a
blind search, and success depends on the density of adversarial directions in the input space. In
contrast, in the adaptive setting, each query can depend on prior responses, allowing the adversary to
extract information about the sketching map and potentially converge to an adversarial input more
efficiently.

The black-box model in the adaptive setting is well studied across multiple areas, including statistical
queries [19, 28, 31, 25, 17, 6], sketching and streaming algorithms [33, 26, 9, 27, 40, 5, 8, 13, 15, 1,
22, 16], dynamic graph algorithms [36, 2, 20, 24, 39, 7], and machine learning [37, 21, 4, 34, 32, 35].

In this study, we aim to better understand this vulnerability for the task of ℓ2-norm estimation and
to gain more general insights through this lens. Specifically, we consider linear transformations
specified by a sketching matrix A ∈ Rk×n which maps v ∈ Rn to a sketch Av ∈ Rk.

Two classic methods for this task are the Johnson–Lindenstrauss (JL) transform [29] and the AMS
sketch [3], They define distributions over sketching matrices that approximately preserve Euclidean
norms (and therefore support sketch-based approximation of distances). The provided guarantees
are probabilistic: for any input vector, with high probability over the random choice of the sketching
matrix A ∈ Rk×n, the scaled norm of the sketch ∥Av∥2 closely approximates ∥v∥2 (within relative
error ϵ with probability 1− δ when k = O(ϵ−2 log(1/δ)).

However, as said, in practice, the sketching matrix is typically fixed over all input vectors, and
importantly, no fixed matrix can preserve approximate norms for all inputs: every sketching matrix
inevitably has inputs on which it fails. In the nonadaptive setting, the guarantees of JL and AMS
apply via a union bound: with high probability (at least 1 − δ) over the sampling of matrices, the
fixed sampled sketching matrix supports up to δeO(kϵ2) approximate norm queries, in the sense that
with probability 1− δ, they are all accurate to within relative error ϵ. Therefore, finding a bad input
requires a number of queries that is exponential in k.

The adaptive setting was studied in multiple works. In terms of positive results, it is known that JL
and AMS sketches can effectively trade off baseline (non-adaptive) accuracy and robustness within a
fixed sketch size budget of k. By using carefully designed “robust” estimators [27, 10], the sketch can
support for a fixed ϵ, a number of adaptive queries that is quadratic in k. The idea, based on [18, 6],
is to protect information on the sketching matrix by adding noise to the returned “best possible”
estimate (or by subsampling a part of the sketch for each response).

As for negative results, Hardt and Woodruff [26] constructed an attack of size polynomial in k that for
any sketching matrix constructs a distribution over inputs under which any estimator would fail. The
idea in the attack is to identify vectors that lie close to the null space of A and hence are transparent
to the sketch. Cherapanamjeri and Nelson [12], Ben-Eliezer et al. [9] presented an attack of size
linear in k on the JL and AMS sketches with the standard estimator (which returns a scaled norm
of the sketch). The product of these attack is a vector on which the standard estimator fails. Cohen
et al. [15] constructed an attack of quadratic size on the AMS sketch that is universal (applies against
any query responder), that constructs a vector on which the standard estimator fails. These negative
results vary by (i) the scope of the sketching matrices compromised (general or JL/AMS), (ii) the
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power of the query responder (strategic and adaptive or the standard estimator), and (iii) the product
of the attack (a distribution that fails any query responder or a single vector with an out-of-distribution
sketch that fails the “optimal” estimator).

An intriguing gap remains, however, between the established quadratic guarantee for the number of
adaptive queries with correct responses and the super-quadratic sizes of the known attacks for general
sketching matrices.

1.1 Overview of contributions

Our primary contribution in this work, is a construction of an attack of quadratic size in k that applies
against any sketching matrix A ∈ Rk×n and with any query responder for ℓ2 norm estimation. The
attack produces a vector with an out-of-distribution sketch:

Theorem 1.1 (Attack Properties). There exist a universal constant C > 0, and families of distribu-
tions Fn over Rn, such that the following holds.

For every sketching matrix A ∈ Rk×n with n = Ω(k2), any query responder, and deviation γ ≥ 1
and accuracy α ∈ (0, 1) parameters, with probability at least 0.9 over the choice of a distribution
D ∼ F , after r = Cγ2α2k2 log2 k i.i.d. queries v ∼ D, one of the following outcomes occurs:

(i) At least δ(α) > 01 fraction of the responses have relative error greater than α, or

(ii) We construct a query vector on which the optimal estimator (with respect to A and D)
returns a value that deviates from the true norm by at least a multiplicative factor of γ.

Our attack deploys a simple and natural query distribution that combines a weighted sparse signal
with additive dense noise:

v = weh + u,

where eh is the standard basis vector corresponding to index h ∈ [n], and u is Gaussian noise
supported on a set M ⊂ [n] \ {h} of size m > k2.

Importantly, sparse queries alone are insufficient for attack: under the mild assumption that the
sketching matrix A has its columns in general position, the ℓ2 norm of any k-sparse vector can be
exactly recovered from its sketch (e.g., [11]). This implies that if the attack is restricted to sparse
inputs, the response leaks no information about the sketching matrix and full robustness is preserved.

To sample from our query distribution, we first choose the signal coordinate h ∼ [n] uniformly at
random, and then independently sample a noise support M ⊂ [n] \ {h} of size m = Ω(k2).

The goal of the query responder is to estimate the ℓ2 norm of v from its sketch Av, with relative
error at most α. Our attack remains effective even against the simpler norm gap task: return −1 if
∥v∥2 ≤ 1 and return 1 if ∥v∥2 ≥ 1 + α, with either output permitted when ∥v∥2 ∈ (1, 1 + α).

Note that the norm gap task reveals strictly less information than norm estimation: a norm estimate
with relative error Θ(α) trivially yields a correct solution to the norm gap task with parameter Θ(α),
but not vice versa.

Our attack is described in Algorithm 1. Query vectors (v(t))t∈[r] are constructed by sampling a signal
value w(t) ∼ W , where W is a probability distribution over R, and Gaussian noise u(t) to form
v(t) = w(t)eh + u(t). The adversary collects the responses s(t) for the sketch Av(t). We establish
that if the responses are correct for the norm gap (except for a small fraction of queries) then the
normalized signed sum of the noise vectors

∑
t s

(t)u(t) is adversarial.

Universality and Limitations Our attack is universal in that it applies with any query responder.
The analysis allows the responder to be strategic and adaptive, with full knowledge of the query
distribution D and the internal state of the attacker. Notably, the attack is single batch – it uses
adaptivity in the minimal possible way: all queries are generated independently and only the final
adversarial vector is constructed adaptively from the responses.2

1A constant that depends on α
2Single batch attacks were constructed in prior works for JL, Count-Sketch, AMS, and Cardinality

sketches [12–14, 1].
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A limitation of our result is that the attack guarantees failure only for the optimal estimator tailored
to D and A, rather than for every possible query responder. The stronger goal—constructing a
distribution over inputs that defeats all responders with high probability—remains open.

Despite this, we believe our result is both theoretically meaningful and practically relevant. Theoreti-
cally, we obtain a tight quadratic bound in the batch-query model, whereas known attacks with the
stronger guarantee require significantly more queries (a higher degree polynomial in k). Moreover,
any attack achieving the stronger guarantee would require at least Ω̃(k) adaptive batches, and thus
cannot be realized within our single-batch setting. In this sense, the adversarial vector we construct is
the strongest outcome achievable in our setting.

Our attack product is practically relevant because the optimization process in a model training
tends to converge to an (at least locally) optimal estimator for the training distribution. Therefore,
compromising the model means compromising this specific implemented estimator, coded in the
model parameter values, rather than any possible query responder.

Roadmap Our attack algorithm is described in Section 3 with the analysis presented in Section 4.
An empirical study of our attack on JL and AMS sketching matrices is included in Section 5. We
conclude in Section 6 with a discussion of open directions and implications to image classifiers.

2 Preliminaries

We denote vectors in boldface v, scalars v in non boldface, and inner product of two vectors by
⟨v,u⟩ =

∑
i viui. For a vector v ∈ Rn, we refer to i ∈ [n] as a key and to vi as the value of the ith

key. For M ⊂ [n] let vM be the projection of v on entries (vi)i∈M . To streamline the presentation,
we interchangeably use the same notation to refer to both a random variable and a distribution.

N (µ, σ2) is the normal distribution with mean 0 and variance σ2 with density function

φµ,σ2(x) :=
1

σ
√
2π
e−

1
2 (

x−µ
σ )

2

. (1)

Nℓ(0, σ
2) is the ℓ-dimensional Gaussian distribution with covariance matrix Iℓ (ℓ i.i.d. N (0, σ2)).

Its probability density function is

fσ(u) =
1

(σ
√
2π)ℓ

e−
∥u∥22
2σ2 . (2)

A linear sketching map is defined by a sketching matrix A ∈ Rk×n where k ≪ n. The input is
represented as a vector v ∈ Rn and the sketch of v is the product Av ∈ Rk.

3 Attack description

Definition 3.1 ((y, α)-Gap Problem). Given width parameter α > 0 and y ∈ R, a gap problem is, for
input x ∈ R to return −1 when x ≤ y and to return 1 when x ≥ y + α. The output may be arbitrary
in {−1, 1} if ∥v∥2 ∈ (y, y + α).

Observe that an additive approximation of α/2 or a multiplicative approximation of α/(2(y + α) for
x yields a correct solution to the (ℓ, α)-gap problem for x. Hence an attack that is effective with the
weaker norm gap responses is more powerful.

Our attack is described in Algorithm 1. The signal density and parameter settings are described in
Definition 3.3.

In each of r attack steps,

1. The adversary samples an independent query vector v := weh + cz by sampling Gaussian
noise with support M z ∼ Nn,M (0, σ2 = 1/m), sampling signal weight w ∼W .

2. The responder chooses an estimator map ψ : Rk → P({−1, 1}), obtains the sketch Av
from the system, and returns s ∼ ψ(Av) to the adversary.
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Algorithm 1: Universal Attack on Sketching Matrix A; ℓ2 norm gap
responder

Input: A ∈ Rk×n, accuracy parameter α, number of queries r, signal index h ∈ [n], support M ⊂ [n]
of size m = |M |, noise scale factor c

for t ∈ [r] do // Main loop

z
(t)
i ∼

{
0 if i /∈M
N (0, 1/m) if i ∈M

// sample noise vector

w(t) ∼W // Sample signal weight from W (Definition 3.3)

v(t) = w(t) · eh + cz(t) // Query vector

Responder chooses an estimator ψ(t) : Rk → P{−1, 1} // Map sketches to responses

s(t) ∼ ψ(t)(Av(t)) // Responder receives sketch, returns s(t) ∈ {−1, 1}

return z(adv) ←
∑

t∈[r] s
(t)z(t)

∥
∑

t∈[r] s
(t)z(t)∥2

// Adversarial noise

3. The adversary then adds sz to the accumulated output.

The product of the attack z(adv) is the normalized accumulated output.
Theorem 3.2 (Attack efficacy). Let A ∈ Rk×n be a sketching matrix. Consider applying Algo-
rithm 1 with a randomly selected h ∈ [n] and support M ⊂ [n] \ {h} of size m = Ω(k2) and
r = O(γ2α2k2 log2 k) queries. Then with constant probability one of the following holds. Either
the error rate of responses s(t) for the (1, α)-gap problem on the input norm ∥v(t)∥2 (see Defini-
tion 3.1) exceeded some constant δ(α) > 0 or the vector z(adv) is a γ-adversarial noise vector (see
Definition 4.3) for A, signal h and noise support M .

We define a vector as γ-adversarial if, under the query distribution specified by h and M , the optimal
estimator returns a value that deviates from the true norm by a multiplicative factor of at least γ.

3.1 Density and parameter setting

Definition 3.3 (Signal density and parameters). The distribution W we use for w is parametrized by
a < 1 < 1 + α < b and has density function:

C =
2

b− a+ α
, ν(w) =



0, w < a or w > b,

C
w − a

1− a
, a ≤ w ≤ 1,

C, 1 < w < 1 + α,

C
b− w

b− 1− α
, 1 + α ≤ w ≤ b.

We set the parameters as follows according to the gap α > 0 and the error rate δ > 0 allowed for the
responder. We use δ > 0 that satisfies δ/ log(1/δ) = O(α2) and c that is a small constant (that does
not depend on α and is selected according to other constants).

a = 1− 10α/c

b = 1 + α+ 10α/c

Observe from our settings that each of the intervals [a, 1] and [1+α, b] has at least a constant fraction
of the probability mass.

4 Analysis of the attack

This section presents the key components and outlines the proof of Theorem 3.2, with full details
deferred to the appendix.
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We introduce notation for the query and noise distributions. For indices M ⊂ [n], let Nn,M be the
distribution over u ∈ Rn in which u[n]\M = 0 and the coordinates indexed by M are sampled
from the m = |M |-dimensional Gaussian distribution uM ∼ N (0, 1

mIm). Note that Nn,M is the
distribution of noise vectors selected in Algorithm 1.

For h ∈ [n], M ⊂ [n] \ {h}, and noise scale c let

Fh,M,c[w] := weh + cNn,M (3)

be the distribution of vectors formed by adding a scaled noise vector sampled from Nn,M to a signal
weh, where eh ∈ Rn is the standard basis vector at index h. Fh,M,c[w] is the distribution of query
vectors selected in Algorithm 1 for signal value w.

Our analysis is in terms of signal estimation. In order to facilitate it, we establish that a correct norm
gap output yields a correct signal gap output with similar parameters:
Lemma 4.1 (Norm gap to signal gap). With the choice of parameters for our attack and m =
Ω((k + r) log((k + r)/δ)), with probability close to 1, a correct (1 − c2, 1.1α)-norm gap output
implies a correct (1, α)-signal gap output on all queries.

The proof is included in Appendix A. The norm gap in the statement of Theorem 3.2 is with
parameters (1, α). To reduce clutter, we treat it in the sequel as signal gap of (1, α).

4.1 Signal estimation and the optimal estimator

For a fixed sketching matrix A, h ∈ [n], and noise support M , we express the optimal estimator
on the signal w from a sketch Av when v ∼ Fh,M,c[w]. For this purpose we may assume that the
distributions (and A, h, and M ) are given to the responder. Note that if it holds that A•h = 0, then
the sketch carries no information on the signal w. When this is not the case, we can express the
optimal unbiased estimator. The proof is included in Appendix B.
Lemma 4.2 (Estimator for the Signal). Fix h ∈ [n], a noise support set M ⊂ [n] \ {h}, and a noise
scale factor c. Consider the distributions Fh,M,c[w] parametrized by w.

If the column A•h is nonzero, then there exists an unbiased, complete, and sufficient statistic Th,M :
Rk → R for the signal w based on the sketch Av.

Furthermore, the deviation of this estimator from its mean, defined as

∆h,M (cAu) := Th,M (Av)− w,

depends only on the sketch of the noise u ∼ Nn,M , and is distributed as a Gaussian random variable
N (0, c2σ2

T (h,M).

The estimator Th,M (Av) also minimizes the mean squared error (MSE) [30].

We define an adversarial noise vector to be one that causes a large deviation in this optimal estimator:

Definition 4.3 (γ adversarial noise). A unit vector u with support M is γ-adversarial for A, h, M if
|∆h,M (u)| > γ

Adversity of γ means that the value is γ/(cσT ) standard deviations off. We will see that the attack
size needed for certain adversity depends on σT .

4.2 Lower bounding the error

Since Th,M (Av) minimizes the MSE for estimating the signal w from the sketch, it implies a lower
bound on the error that applies for any query responder on the query distribution of Algorithm 1:
Corollary 4.4. The mean squared error (MSE) on any estimator, even one that is tailored to h, M ,
and c, on queries of the form v ∼ Fh,M,c[w] when w ∼W is Ω(c2σT (h,M)2).

We next establish that for any sketching matrix A ∈ Rk×n, a random choice of signal index h ∈ [n]
and noise support (of size M that is slightly superlinear in k), it is likely that either column h is all
zeros (and hence any estimator must fail with constant probability) or σ2

T (h,M) = Ω̃(1/k). The
proof is in Appendix C.
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Lemma 4.5 (Lower Bound on Error). Let A ∈ Rk×(m+1) be a matrix with m ≥ 20k log2 k.
Then, for at least 0.9 fraction of columns h ∈ [m + 1], it holds that either A•h is all zeros or

σ2
T (h,M = [m+ 1] \ {h}) = Ω

(
1

k log k

)
.

Recall that when the input vectors are k-sparse, exact recovery of the norm is possible, and hence
there is no estimation error. Therefore, there is potential vulnerability only when the sparsity of the
query vectors exceeds k and thus our slightly super linear sparsity is necessary.

As a corollary of Lemma 4.5, we obtain a lower bound on the relative error guarantees of any
estimator:
Corollary 4.6. Consider a fixed sketching matrix Let A ∈ Rk×n be a sketching matrix with n =
Ω(k log2 k). Consider the distribution of queries that samples h and M (of size m = Ω(k log2 k))
randomly from [n] and then sample a query from Fh,M,c[w] where w ∼W (and the density of W is
at least a constant in range of size > 100/

√
k). Then with at least constant probability, the MSE of

any sketch-based signal (and hence norm) estimator is Ω(1/(k log k).
Remark 4.7 (Error for JL matrices). Sampled matrices from the JL distributions meet this upper
bound: For fixed noise support M of size m > k log k, with high probability over the sampling of A,
for all h ∈ [n], σ2

T (h,M) = O(1/k) (the property needed for the sampled A is that the projected
rows AiM are close to orthogonal).

4.3 The gain lemma

We quantify the expected progress (towards an adversarial vector) in each step of the attack in terms of
σ2
T (h,M). What we show is that when the estimator has a low error rate, then queries for which the

noise component u has a higher deviation ∆h,M (Au) are more likely to have s(t) = 1. Specifically,
even though E[∆h,M (Au)] = 0 (as the deviation has distribution N (0, σ2

T )), the response s(t) is
correlated with it and we will show that E[∆h,M (s(t)Au)] ∝ σ2

T (h,M).
Definition 4.8 (Error rate of sketch-based signal gap estimator). An estimator ψ : Rk → P{−1, 1}
is a map from a sketch to a probability distribution on {−1, 1}. For a sketching map A ∈ Rk×n,
h,M, c and signal distribution W , the error rate of ψ for the α-signal gap problem (Definition 3.1) is
the probability over the query distribution of an incorrect (1, α)- signal gap response:

err(ψ) := E
w∼W,v∼Fh,M,c[w]

[Pr[ψ (Av) = 1] · 1{w ≤ 1}+ Pr[ψ (Av) = −1] · 1{w ≥ 1 + α}] .

If A•h = 0 then any estimator would have at least a constant error rate. Additionally, from standard
tail bounds, for error rate that is O(δ), it must hold that α > cΩ(

√
log(1/δ))σT and therefore

σT < α/(c
√

log(1/δ).

We therefore consider the case where A•h ̸= 0, and therefore unbiased Th,M exists and σ2
T (h,M) is

well defined, and assume that σT < α/(c
√
log(1/δ). We quantify the per-step expected gain (see

Appendix D for the proof):
Lemma 4.9 (Gain Lemma). If err[ψ] < δ and attack parameters are as in Definition 3.3, and
σT < α/(c

√
log(1/δ)) then

E
v
[ψ(Av)(Th,M (Av)− w)] = Ω(α−1c3σT (h,M)2)

4.4 Proof of Attack efficacy Theorem

Proof of Theorem 3.2. The proof idea is to bound the deviation and the norm of the sum∑
t∈[r] s

(t)z(t) and show that the deviation increases faster than the norm.

We first bound norm. We show that if the noise support is sufficiently wide with m > r2, then for any
choice of s(t), the norm of

∑
t∈[r] s

(t)z(t) can not be much higher than that of the sum
∑

t∈[r] z
(t)

of independent Gaussians: ∥∥∥∥∥∥
∑
t∈[r]

s(t)z(t)

∥∥∥∥∥∥
2

= O(
√
r) (4)
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This follows as an immediate corollary of Lemma E.1.

We now consider the deviation of the sum. From Lemma 4.9 we obtain that for each t,
Ev[s

(t)∆h,M (Az(t))] = Ω(α−1 σ2
T (h,M)).

From concentration of ∆h,M (Az(t))] (that are independent N (0, σ2
T )) we obtain that with high

probability
r∑

i=1

s(t)∆h,M (Az(t)) = Ω(r α−1 σ2
T (h,M)) . (5)

From Lemma 4.5, for any sketching matrix A ∈ Rk×n, when we sample h, and M ⊂ [n] of size
m = Ω(k log2 k), then with constant probability we have σ2

T (h,M) = Ω( 1
k log k )).

Combining with (5) we obtain that
r∑

i=1

s(t)∆h,M (Az(t)) = Ω

(
rα−1

k log k

)
. (6)

Combining (4) and (6) we obtain that with constant probability

∆h,M (Az(adv)) = Ω

(√
rα−1

k log k

)
.

For the deviation to exceed γ, solving for
√
rα−1

k log k > γ, we obtain r = O(γ2 α2 k2 log2 k).

This concludes the proof.

5 Empirical study

We implemented Algorithm 1 and evaluated its effectiveness on two families of sketching matrices:
Gaussian Johnson–Lindenstrauss (JL) transforms [29] with A ∈ Rk×n with i.i.d. entries Aij ∼
N (0, 1/k) and AMS sketches [3] with A ∈ {±1}k×n consisting of i.i.d. Rademacher entries
(Aij = ±1 with equal probability). Our evaluation used different configurations of sketch dimension
k and ambient dimension n (effectively, the noise support). For each configuration we applied the
attack against the corresponding standard norm estimator and its robustified variant, and measured
how rapidly the adversarial bias grows.

Standard Estimators. For Gaussian JL matrices, the standard norm estimator is simply the sketch
norm, which coincides with the minimum-variance unbiased estimator for ∥v∥22 under Gaussian
projections:

∥̂v∥22 := ∥Av∥22.
For AMS sketches, we implemented the median-of-means (MoM) estimator. Specifically, we partition
the k rows of A into g = max{5, ⌊

√
k⌋} groups of equal size b = ⌈k/g⌉, compute the mean of y2i

within each group, and take the median of the g group means:

∥̂v∥22 := median
(1
b

∑
i∈G1

y2i ,
1

b

∑
i∈G2

y2i , . . . ,
1

b

∑
i∈Gg

y2i

)
.

Our final estimate is ∥̂v∥2 :=

√
∥̂v∥22.

Simplified attack We implemented a simplified attack that sufficed for the special case of JL/AMS
matrices (distribution that is invariant under column permutations) and query responders that are
not adaptive and not tailored to the input distribution). Our query vectors are sampled i.i.d. from
Fn,[n−1],1[w = 1] (see Eq. (3)), that is, use a a fixed signal value w = 1 and fixed h = n and M =

[n− 1]. Observe that for our query vectors, the norm ∥v∥2 is concentrated around
√
w2 + 1 =

√
2.
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Robust Estimators. The robust variants are parameterized by a noise scale σ and add Gaussian
noise to the squared-norm standard estimate before taking the square root:

ŝσ(v) :=

√
∥̂v∥22 +N (0, σ2).

In our attack implementation the responder outputs s = 1 when ŝσ ≥
√
w2 + 1 and s = −1

otherwise. 3

On freshly sampled (non-adaptive) inputs, the estimator has standard deviation 1/
√
k in the JL case,

whereas for the robustified estimator the standard deviation increases to
√

1
k + σ2. Therefore, the

non-adaptive accuracy decreases with the robustness noise σ.

Experiments For each (k, n) configuration of sketch size k and support size n, we performed rep =
20 trials. For each trial we sample a fresh sketching matrix A ∈ Rk×n. We sample query vectors as
described and apply estimators with different values of the robustness noise σ ∈ {0, 0.1, 0.2, 0.4} to
the same query vectors (observe that σ = 0 is the standard estimator). We study the effectiveness of
our attack by tracking the ratio ŝσ(z(adv))/∥z(adv)∥2, where ŝσ is the (respective) standard estimator
that is applied to the sketch and z(adv) is the adversarial vector.

Results Fig. 1 and Fig. 2 report, for different configurations with k ∈ {100, 250, 1000}, the ratio
ŝσ(z

(adv))/∥z(adv)∥2 (the y-axis) as a function of the number of attack queries (the x-axis).

We observe that the attack is effective even in configurations with small support size of n/k ∈ [2, 5].
The standard and lower-σ robust estimators are initially more accurate but also accumulate bias
faster and incur a much higher error as the attack progresses. A larger sketch size k results in higher
robustness (slower increase in the bias) for the same noise σ. The plots show a quadratic pattern
where the bias induced by the attack increases like square root of the number of queries. Results for
additional configurations for the same k are reported in Fig. 3. We observe that the effectiveness of
the attack tends to increase with a larger support size n.

Discussion. Our empirical results demonstrate that the attack is substantially more effective in
practice than our current analysis predicts. In particular, we observe strong empirical success even
when the noise support size is very small—on the order of O(k)—whereas our analysis requires
n = Ω(k2). The attack is also effective with relatively few queries, again beyond what is guaranteed
by our theoretical bounds.

Moreover, our analysis only establishes that the attack product compromises the optimal estimator for
the sketching matrix, which is a linear statistic of the sketch. For JL sketches, the standard estimator
is very close (up to row orthogonality) to this optimal estimator, so our theory is largely predictive. In
contrast, for AMS sketches we employ a median-of-means estimator, which is non-linear, yet the
attack empirically compromises it with comparable efficiency. This suggests that the vulnerability
extends beyond linear estimators and may be more fundamental than our current proofs capture.
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Figure 1: Attack on JL with (k, n) ∈ {(100, 500), (250, 1000), (1000, 5000)}. Standard and robust
estimators. Mean ratio of estimate to actual norm with 95% confidence intervals over 20 repetitions.

3Our simplified attack would fail against a fully strategic responder that is tuned to the input distribution
and always returns the deterministic value

√
w2 + 1 =

√
2. Such a responder leaks no information about the

sketching matrix and is correct with high probability on all queries.
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Figure 2: Attack on AMS with (k, n) ∈ {(100, 500), (250, 1000), (1000, 2000)}. Standard and
robust estimators. Mean ratio of estimate to actual norm with 95% confidence intervals over 20
repetitions.
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Figure 3: Attack on JL with (k, n) ∈ {(250, 500), (250, 2000), (1000, 10000)}. Mean ratio of
estimate to actual norm with 95% confidence intervals over 20 repetitions.

6 Conclusion

Our results further suggest that vulnerability to black-box attacks is an inherent consequence of
dimensionality reduction. Nonetheless, it can be partly mitigated by sacrificing some non-adaptive
accuracy in exchange for increased robustness, underscoring a fundamental trade-off. We close with
several directions for further investigation.

Theory questions. We proved a tight, quadratic-size universal attack that succeeds against any
query responder, but our analysis only guarantees compromise of the optimal (linear) estimator for
the sketch and attack distribution. Empirically we observed that our attack compromised also the
non-linear median-of-means estimator for AMS. This suggests exploring broader applicability of
our attack. Another natural question is whether our technique can be extended to other norms, as in
Gribelyuk et al. [23]. A more ambitious goal is to construct a quadratic-size attack that generates a
single distribution capable of compromising every query responder. Such an attack would necessarily
require Ω̃(k) adaptive batches and could plausibly build on an enhanced version of our construction
that incorporates the discovered adversarial directions into the input distribution [16]. Another open
question concerns the required size of the noise support, which directly corresponds to the attacker’s
storage cost. Our current proof requires n = Ω(k2) because it relies on a general bound (Lemma E.1)
for arbitrary signed sums of Gaussian vectors. Empirically, however, we observe that our attack
remains effective with support as small as 2k, and we conjecture that Õ(k) support should suffice.

Connections to Image Classifiers. Our findings on the vulnerability of linear sketches may shed
light on the phenomenon of adversarial examples in image classification, which has been extensively
studied in prior work [37, 21, 4, 34, 32, 35]. Many of these attacks exhibit a striking structural
similarity to our setting: they construct adversarial examples by aggregating small, randomly oriented
perturbations that consistently push the system’s output in a particular direction. When normalized
and accumulated, these perturbations yield a large, adversarial deviation that fools the model. This
additive, alignment-based mechanism appears to be remarkably effective across domains.

Although image classifiers such as CNNs are highly nonlinear, they contain significant linear com-
ponents, particularly in early layers. This observation raises a natural question: could adversarial
susceptibility in image models arise, at least in part, from the same linearity-driven accumulation
of aligned noise? If so, it may be possible to improve robustness by introducing carefully designed
randomness—such as injecting noise that is unknown to the attacker into internal representations or
into the input.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .
• [NA] means either that the question is Not Applicable for that particular paper or the

relevant information is Not Available.
• Please provide a short (1–2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS Paper Checklist",
• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The claims reflect the contributions and scope.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We explain that what we are doing is what we can hope to do in a single-batch
attack.
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Guidelines:
• The answer NA means that the paper has no limitation while the answer No means that

the paper has limitations, but those are not discussed in the paper.
• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
Justification: Most of the proofs are in the supplementary but ideas and sketches are
contained in the main body.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We included very light weight experiments as a demonstration. This is a theory
paper. We disclose everything needed to reproduce the experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
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• If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]

Justification: There is no data and the code is very minimal and easy to redo.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
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including code, unless this is central to the contribution (e.g., for a new open-source
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• The instructions should contain the exact command and environment needed to run to
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• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

16

https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy


• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [NA]
Justification: We do not do any model training. We only implemented a version of our
Algorithm 1.
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• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
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Question: Does the paper report error bars suitably and correctly defined or other appropriate
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Answer: [NA]
Justification: We report results of few repetitions in our demonstration.
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• The answer NA means that the paper does not include experiments.
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• For asymmetric distributions, the authors should be careful not to show in tables or
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error rates).
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the experiments?
Answer: [NA]
Justification: Experiments are simple and light weight
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• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,
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• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).
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Question: Does the research conducted in the paper conform, in every respect, with the
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Answer: [Yes]
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Answer: [Yes]
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tion. There is no direct societal impact.
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• The answer NA means that there is no societal impact of the work performed.
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impact or why the paper does not address societal impact.
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11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: Not applicable
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• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.
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Question: Are the creators or original owners of assets (e.g., code, data, models), used in
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provided alongside the assets?
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• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
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Question: For crowdsourcing experiments and research with human subjects, does the paper
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well as details about compensation (if any)?
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Justification: Not applicable
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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tion of the paper involves human subjects, then as much detail as possible should be
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approvals (or an equivalent approval/review based on the requirements of your country or
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Justification: Not applicable
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• The answer NA means that the paper does not involve crowdsourcing nor research with
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• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
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guidelines for their institution.
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applicable), such as the institution conducting the review.
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Justification: We did not use LLM beyond editing, formatting, and such.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.
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for what should or should not be described.
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A Norm estimation to signal estimation

This section contains a restatement and proof of Lemma 4.1:
Lemma 4.1 (Norm gap to signal gap). With the choice of parameters for our attack and m =
Ω((k + r) log((k + r)/δ)), with probability close to 1, a correct (1 − c2, 1.1α)-norm gap output
implies a correct (1, α)-signal gap output on all queries.

Proof. The query vectors v = weh + cu sampled in Algorithm 1 are from distributions Fh,M,c[w],
for w ∈ [a, b]. The squared norm is ∥v∥22 = w2+ c2∥u∥22. We show that ∥u∥22 is tightly concentrated
around its expectation 1:

Claim A.1 (Concentration of ∥u∥22).

Pr
[∣∣∥u∥22 − 1

∣∣ ≥ ϵ
]
≤ 2e−

m
2 (ϵ2/2)

Proof. The sum of the squares of m i.i.d. N (0, σ2) has distribution σ2χ2
m and expected value mσ2.

Applying tail bounds on χ2
m (Gaussian concentration of measure) we obtain that for ϵ ∈ (0, 1)

Pr

[∣∣∥u∥22 −mσ2
∣∣

mσ2
≥ ϵ

]
≤ 2e−

m
2 (ϵ2/2) .

Substituting σ2 = 1/m we obtain the claim.

It follows that if we choose m = Ω((k + r) log((k + r)/δ)) then with probability 1 − δ, on all
our queries, the squared norm of the noise is within ∥u∥22 ∈ (1 ± 1/(10

√
k). Therefore, a correct

(1, α)-gap output on the norm yields a correct (1, α2 + 2α)-gap on the squared norm ∥v∥22. This
gives an (1− c2(1 + 1/(10

√
k)), α2 + 2α− c2/(10

√
k)-gap output on the squared signal w2.

We now note that we can assume α > 1/
√
k because otherwise, any responder would be incorrect

with constant probability. Using our parameter setting of ℓ close to 1 and fixed c≪ 1 we obtain the
claim in the statement of the lemma.

B Estimator for the Signal

This section contains a restatement and proof of Lemma 4.2.
Lemma 4.2 (Estimator for the Signal). Fix h ∈ [n], a noise support set M ⊂ [n] \ {h}, and a noise
scale factor c. Consider the distributions Fh,M,c[w] parametrized by w.

If the column A•h is nonzero, then there exists an unbiased, complete, and sufficient statistic Th,M :
Rk → R for the signal w based on the sketch Av.

Furthermore, the deviation of this estimator from its mean, defined as

∆h,M (cAu) := Th,M (Av)− w,

depends only on the sketch of the noise u ∼ Nn,M , and is distributed as a Gaussian random variable
N (0, c2σ2

T (h,M).

Proof. If the column A•h is zero, then the sketch contains no information on the signal w and
unbiased estimation is not possible. Otherwise, our goal is to express the unbiased sufficient statistic
Th,M (Av) for the unknown scalar w.

Because row operations preserve the information in a sketch, there exists an invertible matrix
G ∈ Rk×k such that for A′ = GA,

• the transformed column h has value 1 in the first row and 0 elsewhere: A′
1h = 1 andA′

ih = 0
for i > 1; and

• every row A′
iM for i > 1 of the submatrix restricted to the noise coordinates, is either

orthogonal to the first row A′
1M or is the zero vector 0.
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Since G is invertible, A′ is equivalent to the original sketching matrix A in that we can obtain the
sketch A′v from Av and vice versa.

We specify a sufficient statistics T in terms of A′v (so that Th,M (Av) ≡ T (GAv)). Consider
the distribution of the sketch y = A′v = GAv for v = weh + cu where u ∼ Nn,M . We have
y1 = w + c

∑
j∈M A′

ijuj , hence it has distribution

cN (w, σ2
T ) , where σ2

T := ∥A′
1M∥22σ2 =

1

m
∥A′

1M∥22 . (7)

From orthogonality of the rows A′
iM restricted to M , the random variables yi for i > 1 are indepen-

dent of A′
1•u and hence convey no information on w. The information on the signal w in the sketch,

and the unbiased sufficient statistic is therefore y1 = (GAv)1, which has distribution (7) and is an
unbiased estimator of w.

To establish the claim for the additive error, note that

∆h,M (cAu) = Th,M (Av)− w = (GAv)1 − w = (cGAu)1 .

C Proof of Lower Bound on Error Lemma

This section contains a restatement and proof of Lemma 4.5.

Lemma 4.5 (Lower Bound on Error). Let A ∈ Rk×(m+1) be a matrix with m ≥ 20k log2 k.
Then, for at least 0.9 fraction of columns h ∈ [m + 1], it holds that either A•h is all zeros or

σ2
T (h,M = [m+ 1] \ {h}) = Ω

(
1

k log k

)
.

We will use the following technical claims
Definition C.1 (Fragile Columns). Let A ∈ Rk×m. For each column h ∈ [m], define

Kh = { i ∈ [k] : Aih ̸= 0}, bih =
∣∣{ j ∈ [m] : A2

ij ≥ A2
ih}
∣∣

the set Kh of active rows and the dominated number bih of each active row. Let i ∈ Kh

c
(h)
1 ≤ c

(h)
2 ≤ · · · ≤ c

(h)
|Kh|

be the nondecreasing rearrangement of {bih : i ∈ Kh}). We say that a column h is fragile, if:

∀ 1 ≤ i ≤ |Kh| : c
(h)
i ≥ im

10k log2 k
.

Note that zero columns are fragile by definition.
Claim C.2 (Most Columns are Fragile). If m > 2k log2 k then at least 0.9m of the columns are
fragile.

Proof. We look at ⌊log2 k⌋ ranges of bih values where R1 = [1, . . . , m
10k log2 k ) and Rt =

[2t−2, 2t) m
10k log2 k for t ≥ 2.

We say a column h is strong for range t if it has 2t−1 or more bih values in Rt. That is, |{i : bih ∈
Rt}| ≥ 2t−1. Clearly if a column h is not fragile then it must be strong for some range t, but the
converse may not hold.

We bound the number of distinct columns that are strong for at least one range t. This bounds the
total number of non-fragile columns.

Consider range t = 1. Each of the k rows contributes the columns of its m
10k log2 k ) largest entries. So

the total number of columns that can be strong for range t = 1 is at most m
10 log2 k ).

Now consider t > 1. Each row has at most 2t−1 m
10k log2 k distinct columns h with bih ∈ Rt. But for

a column to be strong for t it has to participate in 2t−1 such rows. So in total, the range contributes at
most m

10 log2 k ) strong columns.
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Summing over all ranges, we obtain a bound of m/10 on the total number of columns that are strong
for at least one range. This also bounds the number of non-fragile columns. This concludes the
proof.

Claim C.3 (Nearly to fully orthogonal rows). Let v(1), . . . ,v(k) ∈ Rn for k ≥ 1 be linearly
independent and satisfy

⟨v(i),v(j)⟩ = 1 (i ̸= j), ∥v(i)∥2 > i(2 + ln k) (i = 1, . . . , k).

Then there are orthogonal u(1), . . . ,u(k) such that u(1) = v(1), and

∥u(i)∥22 > ∥v(i)∥22 − 1 ≥ i(1 + ln k) (i = 2, . . . , k)

u(i) is an affine combination of v(1), . . . ,v(i−1) (i = 2, . . . , k)

Proof. We construct vectors u(2), . . . ,u(k) in order using the following operations:

ũ(i) = v(i) −
i−1∑
j=1

⟨v(i),u(j)⟩
∥u(j)∥2

u(j)

u(i) =
ũ(j)

1−
∑i−1

j=1
⟨v(i),u(j)⟩
∥u(j)∥2

.

We establish the claim by induction on i. The claim clearly holds for i = 1.

Assume it holds for i. Then u(i) =
∑i

j=1 γijv
(j), where

∑i
j=1 γij=1.

Therefore for all h > i,

⟨v(h),u(i)⟩ =
i∑

j=1

γij⟨v(h)v(j)⟩ =
i∑

j=1

γij = 1 .

Therefore

ũ(i+1) = v(i+1) −
i∑

j=1

1

∥u(j)∥2
u(j)

Using orthogonality of (u(j))j≤i we obtain:

∥ũ(i)∥22 = ∥v(i)∥22 −
i−1∑
j=1

1

∥u(j)∥22
≥ ∥v(i)∥22 −

i−1∑
j=1

1

i (1 + ln k)
≥ ∥v(i)∥22 − 1 .

(using an upper bound on the Harmonic sum).

The scaling of ũ(i) ensures that u(i) is an affine combination of v(i) and (u(j))j<i. Since by induction
each u(j) for j < i is an affine combination of (v(h))h≤j , combining we obtain that so is u(i).

The scale factor is si = 1−
∑i

j=1
1

j (1+ln k) ∈ (0, 1]. Therefore,

∥u(i)∥22 =
1

s2i
∥ũ(i)∥22 ≥ ∥ũ(i)∥22 ≥ ∥v(i)∥22 − 1 .

Proof of Lemma 4.5. We first give a characterization of σ2
T (h, [m+ 1] \ {h}) that we will use, and

follows from a similar argument to the proof of Lemma 4.2. Let G ∈ Rk×k be invertible so that the
column GA•h has only values in {0, 1} and the rows of the submatrix GA•,[m+1]\{h} with column
h removed are orthogonal. Then

1

σ2
T (h, [m+ 1] \ {h})

=
∑

i:GAih=1

m

∥GAi,[m+1]\{h}∥22
. (8)
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We assume, without loss of generality, that the rows of A are either orthogonal or 0. From Claim C.2,
it follows that most columns of A are fragile.

We now fix a nonzero fragile column h. We scale the rows so that A•h are in {0, 1}. Note that the
fragility of columns is invariant to rescaling of rows. From fragility, and with the rescaling, the
squared norms of the rows in increasing order are at least im

10k log k .

We now consider the submatrix B = ALh,[m+1]\{h} ∈ Rk×m of A with column h removed and all
rows in which column h was not active are removed. Let the rows of B be v(i) and observe that from
orthogonality of the rows of A and from the fragility of h, the vectors satisfy the conditions in the
statement of Claim C.3. Therefore by applying the claim we obtain a matrix B′ (with row vectors ui

that are orthogonal, are affine transformations of the rows of B, and that∑
i

1

∥B′
i•∥22

≤
∑
i

10k log k

im
= O(

k log k

m
) .

It follows that if we applied the same transformations with the column h, the column would be
invariant. The matrix A′ with column A with B′ substituting the matrix B could be obtained using
the same transformation. This matrix satisfies the conditions of the characterization and by applying
(8) we obtain σ2

T (h, [m+ 1] \ {h} = Ω( 1
k log k ) and this concludes the proof.

D Proof of the Gain Lemma

This section contains a restatement and proof of Lemma 4.9.

Because Th,M is a sufficient statistic for w, the distribution of the sketch Av, conditioned on
Th,M (Av) = (G(h,M)Av)1 = τ , does not depend on w. Let fτ : Rk be the density function of this
distribution.

We can thus express the expected value of ψ, conditioned on the value of the statistic Th,M (y) = τ ,
(as it does not depend on the signal value w):

Ψ(τ) :=

∫
Rk

ψ(y)fτ (y) dy . (9)

We express the error rate of ψ (see Definition 4.8) in terms of Ψ and σ2
T :

err(ψ) =
∫ 1

a

∫
R

Ψ(w + x) + 1

2
φ0,c2σ2

T
(x) dx ν(w) dw (10)

+

∫ b

1+α

∫
R

1−Ψ(w + x)

2
φ0,c2σ2

T
(x) dx ν(w) dw ,

where ν(w) be the density function of the distribution W on the signal w (see Definition 3.3) and
ϕ0,cσ2

T
is the distribution of the deviation (see Lemma 4.2).

Lemma 4.9 (Gain Lemma). If err[ψ] < δ and attack parameters are as in Definition 3.3, and
σT < α/(c

√
log(1/δ)) then

E
v
[ψ(Av)(Th,M (Av)− w)] = Ω(α−1c3σT (h,M)2)

Proof. We bound from below the expected value, over our query distribution, of

ψ(Av)(Th,M (Av)− w) = cψ(Av)∆h,M (Au).
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We express the expected value of ψ over our query distribution, conditioned on the deviation
∆h,M (cAu) = x:

E [ψ(Av) | ∆h,M (cAu) = x] =
1

φ0,c2σ2
T
(x)

·
∫ b

a

Ψ(w + x)φ0,c2σ2
T
(x) ν(w) dw

=

∫ b

a

Ψ(w + x) ν(w) dw

=

∫ b+x

a+x

Ψ(w) ν(w − x) dw . (11)

We express the expected value of ψ(Av)∆h,M (cAu) over our query distribution.

E
v
[ψ(Av)∆h,M (cAu)]

= E
x∼N (0,c2σ2

T )
x E

v
[ψ(Av) | ∆h,M (cAu) = x]

=

∫ ∞

−∞
xφ0,c2σ2

T
(x)

(∫ b+x

a+x

Ψ(w) ν(w − x) dw

)
dx ; using (11)

=

∫ ∞

0

xφ0,c2σ2
T
(x)

(∫ b+x

a+x

Ψ(w) ν(w − x) dw −
∫ b−x

a−x

Ψ(w) ν(w + x) dw

)
dx (12)

(using that φ is a symmetric function).

We separately bound the parts of the integral in (12) due to x ∈ [α,∞] and x ∈ [0, α].

We first consider x ∈ [α,∞]. Since ν is a density function and |Ψ| ≤ 1, the absolute value of the
difference expression is bounded by 2. Hence,

|(12) due to x ∈ [α,∞]| ≤ 2

∫ ∞

α

xφ0,c2σ2
T
(x) dx =

2√
2π

exp(−(α/(cσT ))
2/2) .

We now bound the contribution to (12) due to x ∈ [0, α]. We use the following:

Claim D.1. For x ∈ [0, α] and assuming err(ψ) ≤ 0.05 and our setting of a, b,

∫ b+x

a+x

Ψ(w) ν(w − x) dw −
∫ b−x

a−x

Ψ(w) ν(w + x) dw = Ω(c α−1 x) . (13)

Proof. We break the range of integration into parts according to the density function ν (see Defini-
tion 3.3) and bound each part.
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∫ b+x

a+x

Ψ(w) ν(w − x) dw −
∫ b−x

a−x

Ψ(w) ν(w + x) dw (14)

= −
∫ a+x

a−x

Ψ(w) ν(w + x) dw (15)

+

∫ 1−x

a+x

Ψ(w) (ν(w − x)− ν(w + x)) dw (16)

+

∫ 1+x

1−x

Ψ(w) (ν(w − x)− ν(w + x)) dw (17)

+

∫ 1+α−x

1+x

Ψ(w) (ν(w − x)− ν(w + x)) dw (18)

+

∫ 1+α+x

1+α−x

Ψ(w) (ν(w − x)− ν(w + x)) dw (19)

+

∫ b−x

1+α+x

Ψ(w) (ν(w − x)− ν(w + x)) dw (20)

+

∫ b+x

b−x

Ψ(w) ν(w − x) dw (21)

We now bound each part. We use that C = Θ(c/α) and (1− a),b− (1 + α) = Θ(α/c).

|(15)| ≤ C
4x2

1− a
= O(c2 α−2 x2)

(16) =
∫ 1−x

a+x

Ψ(w) (−2x
C

1− a
) dw = −2x

C

1− a

∫ 1−x

a+x

Ψ(w) dw ≥ 0.1 c α−1 x

|(17)|, |(19)| ≤ 2Cx2 = O(cα−1x2)

(18) = 0

(20) = 2x
C

b− (1 + α)

∫ b−x

1+α+x

Ψ(w) dw ≥ 0.1x cα−1

|(21)| ≤ C
4x2

b− (1 + α)
= O(c2 α−2 x2)

Our bounds for (16) and (20) use that for Ψ with error at most δ < 0.05 and x ∈ [0, α], it holds (with
our choices for a, b) that

∫ 1−x

a+x
Ψ(w)dw < −0.1(1− a),

∫ b−x

1+α+x
Ψ(w)dw > 0.1(b− (1 + α)).

(12) due to x ∈ [0, α] =

∫ α

0

xφ0,c2σ2
T
(x) Ω(Cx)dx = Ω(c3α−1σ2

T ) . (22)

Combining (22) and (13) we establish the claim in the statement of the Lemma: (12) = Ω(α−1 c3σ2
T ).

E Signed sum of Gaussian vectors

Lemma E.1 (Upper bound for the signed sum of Gaussian vectors). Let X1, . . . , Xr
i.i.d.∼ Nm(0, 1)

in Rm. Define

M := max
s∈{±1}r

∥∥∥ r∑
i=1

siXi

∥∥∥
2
.
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Then for every t > 0

Pr
[
M ≤ (

√
r +

√
m+ t)

√
r
]

≥ 1− 2e−t2/2.

In particular,
M ≤ 2r +

√
rm with probability 1− e−r/2.

Proof. Collect the random vectors into the Gaussian matrix X =
[
X1 . . . Xr

]
∈ Rm×r. For any

sign vector s ∈ {±1}r we have
r∑

i=1

siXi = Xs, hence
∥∥Xs

∥∥
2

≤ σmax(X) ∥s∥2 = σmax(X)
√
r,

where σmax(X) is the largest singular value of X . Since this holds for all s, we get

M ≤ σmax(X)
√
r . (23)

For an m× r matrix with i.i.d. N (0, 1) entries, applying the standard concentration bound (see, e.g.,
Theorem 4.4.5 in Vershynin [38]) we obtain

Pr
[
σmax(X) ≥

√
r +

√
m+ t

]
≤ 2e−t2/2 (t > 0).

Combining this bound with (23) yields the first stated probability bound. For the simplified bound,
we plug-in t =

√
r in the above.
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