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Abstract001

The fine-grained manual annotations of trans-002
lation errors gains more and more attention in003
machine translation, but these annotations do004
not ground the errors to the reasons why the005
annotated text spans are erroneous, resulting006
in the hardness of evaluating LLMs trustwor-007
thiness in the fine-grained error analysis. In008
this paper, we manually build an evaluation009
resource for grounding the translation errors010
through a bi-directional grounding scheme. In011
the forward direction, we annotate the expla-012
nation of reason for each error span. In the013
backward direction, we annotate the error span014
given its explanation, in which the error span015
is masked. If the error spans of both direc-016
tions are consistent, we deem the explanation017
is valid. Such grounding process can regulate018
the explanation so as to avoid the subjective019
bias. We evaluate LLMs ability in ground-020
ing the translation errors on the resource. The021
results show that LLMs perform significantly022
worse than human in both directions. Further-023
more, we apply the error grounding for filter-024
ing false alarmed errors, and achieve signif-025
icant improvement in translation error detec-026
tion.027

1 Introduction028

With the recent development of neural networks029

and large language models (LLMs), machine trans-030

lation (MT) systems achieve steady progress in031

translation quality. Although they perform well032

in certain circumstances, there still exist various033

type of errors that need further study. Multidi-034

mensional Quality Metrics (MQM) (Lommel et al.,035

2014a,b) is the fine-grained schema fit for transla-036

tion error analysis. It contains manual annotation037

of error spans and has been successfully applied in038

MT researches on evaluation metrics (Freitag et al.,039

2021a,b), quality estimation (Zerva et al., 2022),040

and error correction (Treviso et al., 2024).041

Despite its success, MQM annotation only in- 042

cludes information such as error type, location, and 043

severity. There is no manual annotation resource 044

for grounding the translation errors, that is, ground- 045

ing the errors to the reasons why the annotated text 046

spans are erroneous translations. The scarcity of 047

such resource impedes the interpretability of cur- 048

rent researches in error analysis and the building 049

of trustworthy MT models, which should be able 050

to predict the translation errors based on the solid 051

ground of knowing the reason why they are erro- 052

neous. 053

In this paper, we manually build the first re- 054

source for grounding the translation errors. Figure 055

1 illustrates the building process, which adopts a 056

bi-directional grounding scheme (BGS). In the for- 057

ward grounding, the errors are grounded to their 058

explanations, which state the reason why they are 059

deemed errors. In the backward grounding, the 060

explanations are inversely grounded to the corre- 061

sponding errors. With error spans masked, the 062

explanations are used for identifying the errors in 063

the translation results. Through BGS, the error 064

and explanation are mutually checked to guarantee 065

their validity, and are adjusted to achieve enhanced 066

consistency. 067

Based on our manually annotated resource, we 068

establish the evaluation protocol for testing LLMs 069

ability in grounding the translation errors. It shows 070

that LLMs perform significantly worse than human, 071

demonstrating the importance of our annotated re- 072

source as the new benchmark for LLMs to enhance 073

the ability in the translation error grounding. Re- 074

garding the comparison between the manual expla- 075

nation and the auto explanation generated by LLMs 076

(Treviso et al., 2024), our manual explanation is 077

more effective for locating the error span than the 078

auto explanation. 079

Furthermore, we apply translation error ground- 080

ing for automatically filtering false alarmed errors. 081

Specifically, given automatically detected errors 082
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Source: 定制产品非质量问题不予退换货。
Target: Customized products will not be 

<v>returned</v> for non-quality 

problems.

Explanation: There is a translation error in the 

target, "退换" should be translated as 

"exchange or return"; so, change 

"returned" to "exchanged or returned".  

Forward 

Grounding

Source: 定制产品非质量问题不予退换货。
Target: Customized products will not be returned for non-

quality problems.

Explanation: There is a translation error in the target, "退换" 

should be translated as "exchange or return"; so, 

change ”[MASK]" to "exchanged or returned".

Target: Customized products will not be <v>returned </v> for 

non-quality problems.

Backward 

Grounding

Figure 1: The illustration of BGS for grounding the translation errors. The error spans are annotated between <v>
and </v>. In the forward grounding, given the source sentence (source), the translation result (target), and the error
span, we annotate the explanation for the error span. In the backward grounding, given the source, the target, and
the explanation with the error span masked by ‘[MASK]’, we identify the error span in the target according to the
explanation.

(Guerreiro et al., 2024), we filter errors that are083

not consistent before and after BGS since the false084

alarmed error may be grounded to a hallucinated085

explanation, which is in turn grounded to a differ-086

ent text span. Only the errors keeping consistent087

after BGS are saved as true errors, which have088

the solid ground of reasons. We found that LLMs089

with better ability in translation error grounding are090

more effective for filtering the false alarmed errors.091

In summary, the contributions of our work are as092

follows:093

• We manually build the first evaluation re-094

source for grounding the translation errors095

through BGS.096

• Different LLMs show different abilities in097

grounding the translation errors, and they all098

perform significantly worse than human on099

the evaluation resource.100

• We filter the false alarmed errors by grounding101

the errors. Through filtering groundless errors,102

we achieve significant improvement in fine-103

grained error detection.104

2 Related Works105

Grounding translation errors is related to the fine-106

grained error analysis, which is beyond assigning a107

single sentence-level score for evaluating the trans-108

lation quality. The fine-grained error analysis fo-109

cuses on specific error words or phrases, and grad-110

ually gains attentions in MT researches. We detail111

the fine-grained error analysis researches and their112

relation to the translation error grounding.113

2.1 MQM Schema 114

MQM schema was first introduced in Lommel et al. 115

(2014a,b) as a measurement and analysis frame- 116

work for the fine-grained MT error analysis. It is 117

adopted in Freitag et al. (2021a,b) for the evalu- 118

ation metrics task which examines how well an 119

automatic evaluation metric correlates with human 120

judgements. They annotated the fine-grained er- 121

rors according to the MQM schema, and found 122

that these annotations are more trustworthy for 123

the task. These annotations are subsequently used 124

in the quality estimation task which estimates the 125

quality of MT output without relying on reference 126

translations (Zerva et al., 2022). Due to the success 127

of MQM annotations, they are widely adopted in 128

series of WMT evaluation campaigns, and the anno- 129

tations are enriched to incorporate more translation 130

results of WMT 2020-2023 submissions1. 131

Despite the success of MQM annotations, they 132

do not ground errors to the reasons why they are er- 133

roneous, which hampers the building of trustworthy 134

MT models or LLMs. In comparison, we manually 135

create the resource for grounding the translation 136

errors. 137

2.2 Grounding Translation Errors 138

Current grounding approaches utilize LLMs to per- 139

form fine-grained error analysis, which includes ex- 140

planations for specific errors. Treviso et al. (2024) 141

use GPT-4 to generate explanations for the errors 142

and use the generated data to fine-tune a multilin- 143

gual LLM to be able to ground the errors to their 144

explanations. InstructScore is a fine-grained ex- 145

1https://github.com/google/wmt-mqm-human-evaluation
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plainable evaluation metric that fine-tunes LLMs146

to generate quality score accompanied by explana-147

tions for the translation errors (Xu et al., 2023; Dan-148

dekar et al., 2024). Fine-grained errors and their149

explanations are also used as prompts for LLMs150

to refine overall translation results (Treviso et al.,151

2024; Ki and Carpuat, 2024; Xu et al., 2024; Li152

et al., 2024).153

The explanations in the current grounding ap-154

proaches are automatically generated by LLMs.155

There is no manually built resource as a bench-156

mark for evaluating the ability in grounding trans-157

lation errors. Moreover, the current grounding158

approaches only use uni-direction grounding, i.e.,159

grounding the errors to the explanation of reasons.160

In this paper, we establish the benchmark through161

BGS that bi-directionally checking the errors and162

the explanations to guarantee their validity.163

2.3 Span-level Error Detection164

Span-level error detection is crucial for the fine-165

grained error analysis, which paves the way to the166

trustworthy MT models. It is achieved by utilizing167

pre-trained language models or LLMs. AutoMQM168

uses in-context examples to directly prompt LLMs169

to identify error spans in the translation results170

(Fernandes et al., 2023). In contrast to the direct171

prompts, InstructScore utilizes LLMs to synthesize172

span-level errors and uses the errors to fine-tune173

a smaller LLMs to perform the fine-grained error174

analysis, which includes the span-level error detec-175

tion (Xu et al., 2023). xCOMET collects available176

data from translation quality estimation task and177

metrics task to fine-tune a large encoder model178

through a multi-task training objective, which in-179

cludes the span-level error detection (Guerreiro180

et al., 2024).181

Current span-level error detection does not de-182

pend on grounding errors to the reasons, which183

makes the error detection less explainable and184

groundless. In the mean time, current detectors185

tend to over-predict errors (Treviso et al., 2024). In186

comparison, we use BGS to check the authenticity187

of the errors to filter false alarmed errors.188

3 Building The Evaluation Resource for189

Grounding Translation Errors190

We build the resource by manually ground-191

ing the MQM annotated errors (Freitag et al.,192

2021a). Specifically, we select MQM man-193

ual annotations on translation results submitted194

in WMT2022 Chinese-to-English (ZH-EN) and 195

English-to-German (EN-DE) general translation 196

task to ground the errors. This selection con- 197

tains results of 7 participated teams in Chinese-to- 198

English task and 15 participated teams in English- 199

to-German task. We uniformly select equal number 200

of sentences for each participating team to annotate, 201

and each team do not overlap in the source side. In 202

the end, we have around 2.0K manual grounding 203

instances for each translation direction. Detailed 204

statistics are listed in the appendix A.1. 205

3.1 Bi-directional Grounding Scheme (BGS) 206

The resource is built through BGS, which contains 207

three steps: 208

1. Forward grounding: Given the MQM errors, 209

we annotate the explanations for them explain- 210

ing why they are erroneous. 211

2. Backward grounding: Given the explanations 212

with errors masked, we annotate the error 213

spans in the translation result. 214

3. Calibration: We calibrate the annotations if 215

their forward grounding is not consistent with 216

the backward grounding. 217

We set different annotators for the different steps 218

to ensure there is no knowledge leakage of ground- 219

ing answers. Through the mutual checking in BGS, 220

the errors and explanations are regulated to en- 221

hanced quality and be consistent with each other to 222

avoid the subjective bias (Treviso et al., 2024). 223

Forward Grounding. Explanation for each 224

translation error can vary dramatically among dif- 225

ferent annotators. So we control the explanation 226

annotation through two standards: basic elements 227

and type-specific templates. 228

The basic elements are basic text spans in the ex- 229

planation that adequately explain the reason of the 230

errors. For example, in Figure 1, the explanation 231

for the mistranslation contains the informations of 232

the source span ("退换") that is aligned to the error 233

and the correction ("exchanged or returned") of the 234

error. We deem these informations as basic ele- 235

ments in the explanation and categorize them into 236

five categories: source span, target span, error span, 237

correction span, and insertion position. Examples 238

of the five categories are listed in Table 1. 239

We ask annotators to annotate the basic elements 240

in each explanation unless specific elements are 241

not fit. Source span, target span, error span, and 242
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Source 定制产品非质量问题不予退换货。
Target Customized products will not be <v>returned</v> for non-quality problems.
Category Accuracy/Mistranslation
Severity Major
Explanation There is a translation error in the target, "<s>退换</s>" should be translated as

"<t>exchange or return</t>"; so, change "<e>returned</e>" to "<a>exchanged
or returned</a>".

Source 多吃，能使您<v>心神</v>安康！
Target Eat more to make you feel healthy!
Category Accuracy/Omission
Severity Major
Explanation There is no translation for "<e>心神</e>" in the target; so, it should be translated

as "<a>both physically and mentally</a>" and added <p>between "healthy" and
"!"</p>.

Table 1: Examples of the basic elements in the explanation. Source span is tagged between <s> and </s>, target
span is tagged between <t> and </t>, error span is tagged between <e> and </e>, correction span is tagged between
<a> and </a>, and insertion position is tagged between <p> and </p>.

correction span appear commonly across all error243

types, while the insertion position only appears in244

the omission type.245

Other than the basic elements, we define the246

type-specific templates for annotating the explana-247

tions. A part of the templates are illustrated in the248

appendix Table 11. Some error types, such as the249

mistranslation type, have relatively fixed templates250

with fixed basic elements, while other types such251

as grammar errors exhibit rich format due to their252

flexible reasons.253

Backward Grounding. Backward grounding254

verifies the forward grounding by checking if the255

error span can be correctly located according to the256

explanation, which has the error span masked. If257

the explanation in the forward grounding is valid,258

the error span will be correctly identified by the an-259

notator. As illustrated in Figure 1, given the source260

sentence, its translation, and the explanation, the261

annotators are asked to identify the error span in262

the translation.263

In the backward grounding process, we found264

some error spans in the original MQM annotations265

need adjustments on their boundary. For exam-266

ple, the MQM error span tagged between <v> and267

</v> in Table 2 is "wait", while in the explana-268

tion, the error span is extended to "I won’t wait"269

since it should be corrected integrally. For such270

kind of cases, we adjust the boundaries of the orig-271

inal MQM annotations to consider the correction,272

and the error spans identified by the annotators in273

these cases are compared against the adjusted error274

spans.275

Table 3 lists the backward grounding results.276

‘Perfect Match’ denotes the ratio of the error spans277

Source 我不等了，取消订单
Target I won’t <v>wait</v>. Cancel the order
Reference I am done waiting, and I’ll cancel the

order.
Category Style/Awkward
Severity Minor
Explanation The style of the target does not conform

to language conventions, "我不等了"
should be translated as "I am done wait-
ing"; so, change "I won’t wait" to "I am
done waiting".

Table 2: Example of the original MQM error span need-
ing the adjustment, which will move ‘<v>’ to the left of
‘I’ in the target according to the explanation.

ZH-EN EN-DE
w/o ref. w/ ref. w/o ref. w/ ref.

Perfect Match 87.3 88.5 89.7 90.7
Fuzzy Match 97.1 97.7 97.6 98.0
F1-score 94.4 95.1 94.7 95.2

Table 3: Backward grounding results(%) on identifying
the error spans by the annotators.

identified by the annotators fully matching the 278

MQM annotations (including the adjusted annota- 279

tions). ‘Fuzzy Match’ denotes the ratio of the error 280

spans identified by the annotators sharing some 281

parts with the MQM annotations. F1-score (Zerva 282

et al., 2024) evaluates the position match between 283

the error spans identified by the annotators and the 284

MQM annotations. Since the reference translations 285

are not always available, we ask the annotators to 286

identify the error spans without the references at 287

first, then provide the references for the annotators 288

for comparison. 289

Table 3 shows that providing references moder- 290

ately enhances the match ratio and F1-score com- 291

4



pared to those without the references. This indi-292

cates that, based on the explanation, the annotators293

can identify the error spans for most cases even294

without the references. It also shows that Fuzzy295

Match is significantly higher than Perfect Match,296

indicating that most of the error locations can be297

identified by the annotators according to the expla-298

nation, only the boundaries of the error spans are299

not correct.300

Figure 2 shows the detailed Fuzzy Match results301

grouped by the different sharing part proportion302

(spp): spp = (# of sharing characters) / (# of char-303

acters of the identified error spans). When spp > 0304

is grouped, it is the most loosely fuzzy match that305

one sharing character is enough for the success-306

fully fuzzy match. When spp > higher threshold is307

grouped, it becomes more rigorous about the fuzzy308

match, resulting in lower fuzzy match rate, but the309

rate is still above 90% in the most rigorous case.310
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Figure 2: Detailed fuzzy match results. X axis is the
spp threshold, Y axis is the fuzzy match rate.

Calibration. After the backward grounding,311

around ten percent of error spans are not perfectly312

matched as shown in Table 3. We ask the anno-313

tator to re-annotate them, and find that a portion314

of them (73% in ZH-EN and 25% in EN-DE) can315

be corrected to be perfectly matched after careful316

thinking, and the other portion of them (27% in ZH-317

EN and 75% in EN-DE) can not be corrected due to318

the invalid explanations. So we refine these invalid319

explanations until their backward grounding can320

identify the perfectly matched error spans. After321

the calibration process, the invalid explanations can322

be refined, resulting in the overall enhancement of323

the explanation quality.324

4 LLMs Ability in Grounding 325

Translation Errors 326

Based on our evaluation resource, we test LLMs 327

ability in grounding translation errors. We use the 328

open source Llama3.1-8B-Instruct(Llama3.1 for 329

short) and a proprietary LLM GPT-4 for the testing. 330

4.1 Evaluation on The Forward Grounding 331

Given the error, we prompt LLMs to generate the 332

explanation. Besides verifying the explanation 333

through the backward grounding, we evaluate the 334

explanation by checking the basic elements intro- 335

duced in section 3.1. We regulate the explanation 336

by specific prompts listed in the appendix Table 12. 337

The generated explanation should contain the 338

basic elements to well explain the error. The accu- 339

racy of the basic elements is: acc. = (# of matched 340

basic elements) /( # of total basic elements). In 341

case LLMs generating overlong explanations, we 342

add a brevity penalty: BP = exp(1 - ls
lc

) if (ls ≥ lc), 343

where ls is the length of the generated explanation, 344

lc is the length of the human annotated explanation. 345

if (ls < lc), we set BP = 1. The final evaluation 346

score of the generated explanation is: BP×acc. Be- 347

cause in some circumstances, the references or the 348

error types are not always available, we include 349

the final evaluation score under these conditions in 350

Table 4. It shows that GPT-4 is more accurate than 351

Llama3.1 in both language pairs and all conditions. 352

When references are not available, the performance 353

decreases by a large margin. In comparison, the 354

performance decrease is not so significant when 355

error types are not available. 356

Figure 3 reports element-wise acc. and type- 357

wise final evaluation score of the generated expla- 358

nations under the condition of ‘ref.+error type’. In 359

type-wise score, we report the top-five frequent 360

error types’s score, and the other error types are 361

grouped into one score. In these detailed com- 362

parison, GPT-4 exhibits significant advantage over 363

Llama3.1. In short, different LLMs perform dif- 364

ferently in the forward grounding, but the perfor- 365

mance is not satisfied with the final evaluation score 366

often below 60%. 367

4.2 Evaluation on The Backward Grounding 368

Given the manually annotated explanations with er- 369

ror spans masked, we prompt GPT-42 to locate the 370

2Llama3.1 does not always maintain the original transla-
tion when locating the error spans, while GPT-4 can keep the
original translation intact. So we only report GPT-4 perfor-
mance in locating the error spans.

5



ZH-EN EN-DE
Llama3.1 GPT-4 Llama3.1 GPT-4

ref. + error type 0.43 0.58 0.53 0.63
w/o error type 0.42 0.54 0.49 0.62
w/o ref. 0.26 0.44 0.23 0.38
w/o ref. and error type 0.22 0.36 0.20 0.35

Table 4: The final evaluation score of the basic elements in the forward grounding by LLMs.

ZH-EN EN-DE
xTower Manual xTower Manual

w/o ref.
PerfectMatch 15.83 57.41 38.47 57.65
FuzzyMatch 66.85 90.93 78.83 89.73
F1-score 40.19 76.96 60.67 76.75

w/ ref.
PerfectMatch 17.04 58.80 35.85 52.73
FuzzyMatch 66.57 90.83 77.99 88.26
F1-score 40.89 78.20 58.65 73.71

Table 5: Backward grounding results(%) on identifying the error spans by GPT-4.

ZH-EN EN-DE
All Error Types PerfectMatch FuzzyMatch F1-score PerfectMatch FuzzyMatch F1-score
All Elements 57.41 90.93 76.96 57.65 89.73 76.75

-Correction Span 43.33 86.57 67.13 53.25 89.20 73.81
-Source Span 48.24 89.54 71.57 55.77 89.83 75.39
-Target Span 49.91 90.83 73.36 56.92 90.67 77.90

Omission Error PerfectMatch FuzzyMatch F1-score PerfectMatch FuzzyMatch F1-score
All Elements 44.74 81.58 71.29 47.37 94.74 74.27

-Insertion Position 42.86 81.43 69.88 42.11 89.47 67.69

Table 6: The ablation study on the basic elements in the backward grounding.

error spans in the translations with prompts listed371

in the appendix Table 13. In the mean time, we372

also include auto explanations generated by LLMs373

to compare with our manual explanations for the374

backward grounding. xTower is an LLM fine-tuned375

on a dataset that includes GPT-4 generated expla-376

nations (Treviso et al., 2024). It is used to generate377

explanations for each error. Table 5 presents the378

comparison results.379

Manual explanation is better than auto expla-380

nation. The manual explanation leads a wide381

margin over the auto explanation generated by382

xTower. Since the manual explanation is succinct383

and adequate, while xTower explanation is in free384

style that scatters attention to the exact error, It is385

easier for GPT-4 to attend over the manual expla-386

nation than over xTower explanation for locating387

the error spans. Reference effect is marginal or388

negative in the backward grounding. It is probably389

because reference contains many information irrel-390

evant to the error, thus distracting GPT-4’s attention391

on locating the error.392

LLMs performs worse than human in the back- 393

ward grounding. When compare Table 5 with 394

Table 3, based on the same manual explanation, 395

GPT-4 locates the errors with perfect match rate 396

below 60%, while human performs with perfect 397

match rate around 90%. This significant difference 398

raises the demand of improving LLMs ability in 399

grounding the errors. 400

In addition, to test the effectiveness of the basic 401

elements in the explanation, we carry out the ab- 402

lation study by masking the corresponding basic 403

elements in the explanation (the error span is al- 404

ways masked). The ablation results are presented 405

in Table 6. It shows that the correction span con- 406

tributes more to the overall performance than the 407

other basic elements. It contains the most helpful 408

information about the error, guiding GPT-4 to eas- 409

ily locate the error span in the translation. Since 410

the basic element of the insertion position only ex- 411

ists in the error type of omission, and the omission 412

error does not happen frequently, we present the 413

performance of the omission error alone at the bot- 414

tom of Table 6. It shows that the insertion position 415
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(a) (b)

Figure 3: Detailed evaluation on the generated explanations in the forward grounding. (a) is the element-wise acc.,
and (b) is the type-wise final evaluation score.

is key in the explanation for the omission error. The416

performance decreases significantly if it is masked.417

4.3 Evaluation on The Bi-directional418

Grounding419

In the bi-directional grounding, we let GPT-4 gen-420

erate explanation in the forward grounding, then421

reversely identify the error span according to the422

explanation in the backward grounding. This pro-423

cess is fully automatic, and the error span in the424

generated explanation is automatically masked by425

pattern matching in the backward direction. Refer-426

ence is not used in the bi-directional grounding.427

ZH-EN EN-DE
PerfectMatch 45.37 47.80
FuzzyMatch 88.80 88.89
F1-score 73.07 71.74

Table 7: The bi-directional grounding results(%) by
GPT-4.

The explanation generated by GPT-4 in this pro-428

cess follows the format of the manual explanation.429

Table 7 lists the error span accuracy after the bi-430

directional grounding. Compared to Table 5, the431

bi-directional grounding performs worse than the432

backward grounding, indicating that GPT-4 expla-433

nation is not as effective as the manual explanation434

for automatically locating the errors. It also shows435

that this formatted GPT-4 explanation performs436

better than the free-style xTower explanation. The437

advantage is more significant in ZH-EN than in438

EN-DE.439

5 Filtering False Alarmed Errors by440

Error Grounding441

BGS is an ecosystem that explains the error in the442

forward direction, then verifies the explanation in443

the backward direction. Through such explanation444

and verification process, true errors will be solidly 445

grounded, while false alarmed errors will hardly 446

find their grounds since they may be grounded to 447

hallucinated explanations in the forward direction, 448

which in turn result in different errors in the back- 449

ward direction. So, we filter the false alarmed er- 450

rors by checking whether the error spans remain 451

consistent after BGS, which is executed by LLMs. 452

5.1 Iterative BGS 453

We build the error pool by using xCOMET to auto- 454

matically detect error spans in the translation with- 455

out using reference (Guerreiro et al., 2024). Since 456

the errors are over-predicted (Treviso et al., 2024), 457

the error pool contains many false alarmed errors 458

needing to be filtered. Considering that a false 459

alarmed error may drift away to a different error 460

span by one iteration of BGS, we propose iterative 461

BGS that iteratively locates the error span until the 462

error span becomes stable, i.e., the error span of 463

the current iteration is the same to that of the last it- 464

eration. If an xCOMET error is not consistent with 465

its final error span detected by the iterative BGS, 466

we deem this xCOMET error the false alarmed one 467

and filter it. 468

The process is presented in algorithm 1, where n 469

is the number of iterations. In each iteration, BGS 470

takes current error as input, and outputs the newly 471

identified error. The iteration ends when the cur- 472

rent and new errors are the same or it reaches the 473

maximum number of iterations. Then we compare 474

the final error e′′ with the original xCOMET er- 475

ror e through a function named checkConsistency. 476

The function computes the overlap rate, that is, (# 477

of positions shared between e′′ and e) / (length of 478

e′′), and return true if the rate is above a threshold, 479

meaning that e′′ and e are consistent. If this rate is 480

lower than the threshold, then e′′ and e have small 481

sharing parts, indicating that e is a false alarmed 482
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Algorithm 1 Iterative BGS
for each xCOMET error e do
e′ = e;
for i = 1 to n do
e′′ =BGS(e′)
if e′′ == e′ then

break;
end if
e′ = e′′;

end for
if !checkConsistency(e, e′′) then

Filter e;
end if

end for

error that causes the error drift, and should be fil-483

tered. We set n = 5, and the threshold as 0.5 in our484

experiments.485

5.2 Result486

We conduct the experiments on our translation error487

grounding resource. F1-score (Zerva et al., 2024)488

is used to evaluate the performance by checking489

position match between human annotated errors490

and auto detected errors. Table 8 reports the perfor-491

mances. Since GPT-4 and Llama3.1 behave differ-492

ently in the iterative BGS, that is, Llama3.1 fails493

in maintaining all original translations when locat-494

ing the error span (failing rate is 0.42 for ZH-EN495

and 0.52 for EN-DE), while GPT-4 always keep496

all original translations unchanged, we divide Ta-497

ble 8 into two parts: One is the performances on498

the full set, the other is the performances on the499

partial set that Llama3.1 can maintain the original500

translations.501

In Table 8, IterativeBGS1st denotes only using502

the first iteration of the iterative BGS for filtering503

xCOMET errors, and IterativeBGSfinal denotes us-504

ing the last iteration of the iterative BGS for the505

filtration. On the full set, both approaches only506

use GPT-4. It shows that the error grounding by507

the iterative BGS can effectively filter the false508

alarmed errors predicted by xCOMET, resulting in509

significant F1-score improvement. The first itera-510

tion leads to better filtration performance, and the511

iterative process keeps improving the performance512

over the one pass BGS. The average number of it-513

erations in the iterative BGS is 1.8 for ZH-EN and514

1.9 for EN-DE, demonstrating the effectiveness of515

the iterative algorithm.516

On the partial set, Llama3.1 performs signifi-517

ZH-EN EN-DE
Full Set

xCOMET 38.4 35.0
IterativeBGS1st 39.1 35.2
IterativeBGSfinal 39.5 36.1

Partial Set
xCOMET 54.5 49.1
IterativeBGSLlama3.1 51.2 44.4
IterativeBGSGPT4 55.6 49.6

Table 8: F1-score(%) of xCOMET errors and the fil-
tered errors by the iterative BGS, which uses either
GPT-4 or Llama3.1 for auto grounding translation er-
rors.

cantly worse than xCOMET, while GPT-4 achieves 518

the best performance. It indicates that the ability 519

in grounding translation errors is vital in filtering 520

false alarmed errors. As section 4 evaluates based 521

on our manually built benchmark, GPT-4 has much 522

better performance on grounding translation errors 523

than Llama3.1, both in the forward and the back- 524

ward directions, leading to the reliable filtration 525

that improves the overall performance. This demon- 526

strates the urgency of improving the LLMs ability 527

in grounding the translation errors. Our evaluation 528

resource can be set as the benchmark for this target. 529

6 Conclusion 530

Current manual annotation of the fine-grained trans- 531

lation errors does not explain the reason why they 532

are erroneous, resulting in the hardness of check- 533

ing whether LLMs trustworthily know the reason 534

when they conduct the fine-grained error analysis. 535

In this paper, we manually build the resource for 536

evaluating LLMs trustworthiness in grounding the 537

translation errors. The bi-directional grounding 538

scheme is proposed for the building. In the forward 539

direction, the errors are manually grounded to their 540

explanations. In the backward direction, the expla- 541

nations are verified by checking whether the errors 542

can be manually detected according to the explana- 543

tions, which have the error spans masked. LLMs 544

are evaluated on this resource through such expla- 545

nation and verification process. Results show that 546

LLMs performs significantly worse than human in 547

both directions. There is large room for LLMs to 548

improve their grounding ability. Furthermore, we 549

apply the error grounding for filtering false alarmed 550

errors, and achieve significant accuracy improve- 551

ment in the error detection. 552
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Limitations553

In our evaluation of LLMs ability in grounding the554

translation errors, we acknowledge certain limita-555

tions in the covered scope. Firstly, our study only556

evaluates GPT-4 and Llama3.1, not encompassing557

wide variety of LLMs. This omission represents558

an area for potential future exploration to provide a559

more comprehensive understanding of the abilities560

of various LLMs in the error grounding. Secondly,561

manual error identification is only conducted for562

the manual explanations in the backward ground-563

ing. LLMs are used instead of the manual method564

for the error identification when verifying the large565

volume of the explanations generated by LLMs566

(LLMs are also used for verifying the manual ex-567

planations for fair comparison).568

Ethics Statement569

We honor the Code of Ethics. We do not use any570

private data or non-public information in this work.571

Regarding the manual grounding annotation, we572

recruit our annotators from the linguistics depart-573

ments of local universities through public adver-574

tisement with a specified pay rate. All annotators575

are graduate students who took the annotation as576

a part-time job with salaries above the local ba-577

sic standard. The annotation does not involve any578

personally sensitive information.579
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A Appendix691

A.1 Statistics of The Evaluation Resource for692

Grounding The Errors693

Table 9 and 10 list the statistics according to the694

error types and severity classes. In the forward695

grounding, AvgExpLen denotes the average num-696

ber of words in the explanations, and ElemNo de-697

notes the number of the basic elements shown in698

Table 1. In the backward grounding, MaskNo de-699

notes the number of the masks in the explanation700

to avoid the answer leakage, and ChangedErrNo701

denotes the number of changed MQM annotations702

such as the one listed in Table 2.703

In the translation errors, mistranslation, awk-704

ward, grammar, punctuation, and spelling are five705

major types of the errors. In ZH-EN, major errors706

and minor errors are equally distributed, while in707

EN-DE, minor errors take up the majority. The708

average length of the explanations are around 20-709

30 words. The number of the basic elements and710

masks varies along with different error types. After711

the forward and backward grounding, the origi-712

nal MQM annotations are modified by the careful713

explanations and verifications. This modification714

happens more in ZH-EN than in EN-DE.715

A.2 The Overlap Rate in Filtering The False 716

Alarmed Errors 717

Figure 4 shows the performance variance along 718

with the changing overlap rate threshold. The per- 719

formance peaks when the threshold is set 0.5-0.6, 720

and tends to decrease when the threshold is big. 721

When the threshold is 0.9, the performance is even 722

below the baseline. The curves indicate that if more 723

than a half of an error span identified by the iter- 724

ative BGS deviates from the xCOMET error, the 725

error tends to be a false alarmed error and should 726

be filtered. 727
Overlap RateXCOMET (ZH-EN)IterativeBGS(ZH-EN)XCOMET (EN-DE)IterativeBGS(EN-DE)

0.1 38.4 39.4 35.0 35.3

0.2 38.4 39.5 35.0 35.7

0.3 38.4 39.6 35.0 35.8

0.4 38.4 39.4 35.0 35.9

0.5 38.4 39.5 35.0 36.1

0.6 38.4 39.5 35.0 36.1

0.7 38.4 39.0 35.0 35.5

0.8 38.4 39.0 35.0 34.8

0.9 38.4 38.4 35.0 34.8

39.4 39.5 39.6 39.4 39.5 39.5
39.0 39.0 
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Figure 4: F1-score with different overlap rate threshold
in filtering the false alarmed errors.
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ForwardGrounding BackwardGrounding
Error Type No. AvgExpLen ElemNo. MaskNo. ChangedErrNo.
Mistranslation 532 25.8 2022 532 62
Awkward 145 26.5 464 160 34
Grammar 119 26.1 286 131 14
Punctuation 81 19.2 146 113 1
Spelling 72 31.8 180 72 0
Omission 76 30.5 220 76 0
Addition 17 17.3 17 24 0
Inconsistency 13 28.2 26 13 2
Terminology 9 29.6 36 9 0
Source language fragment 6 16.3 18 6 0
Locale convention 5 22.2 20 5 1
Source error 2 7.0 0 0 2
Non-translation 2 45.0 8 2 1
Register 1 25.0 4 1 0
Severity No. AvgExpLen ElemNo. MaskNo. ChangedErrNo.
Major 528 27.0 1954 528 54
Minor 552 25.0 1490 607 63

Table 9: Statistics of ZH-EN resource built by manually grounding the translation errors.

ForwardGrounding BackwardGrounding
Error Type No. AvgExpLen ElemNo. MaskNo. ChangedErrNo.
Mistranslation 302 22.4 1178 302 4
Awkward 236 23.2 637 307 1
Grammar 132 26.4 304 158 7
Punctuation 112 19.4 258 123 5
Spelling 43 23.7 143 60 2
Source language fragment 42 14.9 126 42 2
Terminology 23 23.7 92 23 0
Omission 19 26.2 57 19 0
Inconsistency 17 21.7 32 19 0
Register 17 25.6 60 17 0
Addition 5 19.0 10 10 0
Locale convention 3 21.3 12 3 0
Character encoding 2 19.0 4 2 0
Source error 1 7.0 0 0 1
Severity No. AvgExpLen ElemNo. MaskNo. ChangedErrNo.
Major 206 21.9 742 206 6
Minor 748 22.9 2169 898 16

Table 10: Statistics of EN-DE resource built by manually grounding the translation errors.
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Error Type Explanation Template
Accuracy/Addition There is no information about [err] in the source, but it is included in the

translation; so, delete [err].
Accuracy/Mistranslation There is a translation error in the target, [src] should be translated as [tgt]; so,

change [err] to [correction].
Accuracy/Omission There is no translation for [src]; so, it should be translated as [correction] and

added [position].
Accuracy/Source language fragment The translation of [src] in the source is wrong; so, change [err] to [correction].
Fluency/Grammar There is a grammatical error in the translation ......; so, change [err] to [answer].
Fluency/Inconsistency There is an inconsistency in the translation, [src] is translated as [err] in the

missing context; so, change [err] to [correction].
Fluency/Punctuation There is a punctuation error in the translation, [src] should be translated as [tgt];

so, change [err] to [correction].
Fluency/Register There is a fluency issue in the translation that does not fit the context ......; so,

change [err] to [correction].
Fluency/Spelling There is a spelling error in the translation, [err] should be spelled as [tgt]; so,

change [err] to [correction].
Fluency/Character encoding There is a garbled character in the translation; so, change [err] to [correction].
Locale convention There is a format error in the translation, [src] should be translated as [tgt]; so,

change [err] to [correction].
Style/Awkward The style of the translation does not conform to language conventions ......; so,

change [err] to [correction].
Terminology There is a terminology in the translation that is inappropriate for context, [src]

should be translated as [tgt]; so, change [err] to [correction].
Non-translation It is impossible to reliably characterize distinct errors in the target, [src] should

be translated as [tgt]; so, change [err] to [correction].

Table 11: Type-specific templates for the explanations. Slots specified in [ ] should be filled in with the basic
elements.
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ZH-EN
Please explain why the text labeled between <v> and </v> is a translation error. The format should be consistent with
the examples below. The response should be started by "Explanation: ". Do not include any additional analysis or
explanations after the correction.

Chinese: 圣街通向哪儿？
English translation:Where does <v>St. Street</v> lead?
Explanation:There is a translation error in the target, "圣街" should be translated as "Sheng Street"; so, change "St.
Street" to "Sheng Street".

Chinese:当大多数人都以为，英特尔此番举动将对台积电造成一定冲击，并很有可能抢走台积电的“饭碗”。
English translation:When most people thought that Intel’s move would have a certain impact on TSMC, it was very
likely to take away TSMC’s “<v>rice bowl</v>”.
Explanation:There is a translation error in the target, "饭碗" should be translated as "job" in the context; so, change "rice
bowl" to "job".

Chinese:实用商务英语口语情景100+商务英语口语大百科（附赠多重口语学习赠品）
English translation:Practical Business English Speaking Scenarios 100+ Encyclopedia of Business English Speaking
(with multiple <v>oral learning gifts</v>)
Explanation:The style of the target does not conform to language conventions, "口语学习赠品" should be translated as
"gifts for practicing oral English"; so, change "oral learning gifts" to "gifts for practicing oral English".

Chinese: {src}
English translation: {tgt}
Explanation:

EN-DE
Please explain why the text span labeled between <v> and </v> is a translation error. The format should be consistent
with the examples below.The response should be started by "Explanation: ". Do not include any additional analysis or
explanations after the correction.

English:If we did, we’d see these mass gun shootings go down.
German translation:Wenn wir das täten, würden wir solche <v>massenhaften Schießereien</v> erleben.
Explanation:There is a translation error in the target, "mass gun shootings" should be translated as "viele Amokläufe";
so, change "massenhaften Schießereien" to "viele Amokläufe".

English: Also all orders placed on the weekends will be dispatched within the next working days.
German translation: Auch alle Bestellungen, die an den Wochenenden <v>platziert</v> werden, werden innerhalb der
nächsten Werktage versandt.
Explanation: There is a misnomer in the target, "platziert" means putting, and "aufgegeben" means dispatching; so,
change "platziert" to "aufgegebenen".

English:{src}
German translation:{tgt}
Explanation:

Table 12: The prompt for the forward grounding using GPT-4.
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ZH-EN
Please locate the translation error span in the translation according to the explanation of the error, and do not correct the
original translation. The response should be started by "Error Tagging:", and the error span location should be tagged
between <v> and </v>.

Chinese: 圣街通向哪儿？
English translation: Where does St. Street lead?
Explanation: There is a translation error in the target, "圣街" should be translated as "Sheng Street"; so, change
"[MASK]" to "Sheng Street".
Error Tagging:Where does <v>St. Street</v> lead?

Chinese: 实用商务英语口语情景100+商务英语口语大百科（附赠多重口语学习赠品）
English translation: Practical Business English Speaking Scenarios 100+ Encyclopedia of Business English Speaking
(with multiple oral learning gifts)
Explanation: The style of the target does not conform to language conventions, "口语学习赠品" should be translated as
"gifts for practicing oral English"; so, change "[MASK]" to "gifts for practicing oral English".
Error Tagging:Practical Business English Speaking Scenarios 100+ Encyclopedia of Business English Speaking (with
multiple <v>oral learning gifts</v>)

Chinese:{src}
English translation:{tgt}
Explanation:{exp}
Error Tagging:

EN-DE
Please locate the translation error span in the translation according to the explanation of the error, and do not correct the
original translation. Note that the error in most cases is masked by "[MASK]" in the explanation. Your task is to recover
the error. The response should be started by "Error Tagging:", and the error span location should be tagged between <v>
and </v>.

English:If we did, we’d see these mass gun shootings go down.
German translation: Wenn wir das täten, würden wir solche massenhaften Schießereien erleben.
Explanation:There is a translation error in the target, "mass gun shootings" should be translated as "viele Amokläufe";
so, change "[MASK]" to "viele Amokläufe".
Error Tagging:Wenn wir das täten, würden wir solche <v>massenhaften Schießereien</v> erleben.

English:Also all orders placed on the weekends will be dispatched within the next working days.
German translation: Auch alle Bestellungen, die an den Wochenenden <v>platziert</v> werden, werden innerhalb der
nächsten Werktage versandt.
Explanation:There is a misnomer in the target, "[MASK]" means putting, and "aufgegeben" means dispatching; so,
change "[MASK]" to "aufgegebenen".
Error Tagging:Auch alle Bestellungen, die an den Wochenenden <v>platziert</v> werden, werden innerhalb der nächsten
Werktage versandt.

English:{src}
German translation:{tgt}
Explanation:{exp}
Error Tagging:

Table 13: The prompt for the backward grounding using GPT-4.
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