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Abstract

The fine-grained manual annotations of trans-
lation errors gains more and more attention in
machine translation, but these annotations do
not ground the errors to the reasons why the
annotated text spans are erroneous, resulting
in the hardness of evaluating LLMs trustwor-
thiness in the fine-grained error analysis. In
this paper, we manually build an evaluation
resource for grounding the translation errors
through a bi-directional grounding scheme. In
the forward direction, we annotate the expla-
nation of reason for each error span. In the
backward direction, we annotate the error span
given its explanation, in which the error span
is masked. If the error spans of both direc-
tions are consistent, we deem the explanation
is valid. Such grounding process can regulate
the explanation so as to avoid the subjective
bias. We evaluate LLMs ability in ground-
ing the translation errors on the resource. The
results show that LLMs perform significantly
worse than human in both directions. Further-
more, we apply the error grounding for filter-
ing false alarmed errors, and achieve signif-
icant improvement in translation error detec-
tion.

1 Introduction

With the recent development of neural networks
and large language models (LLMs), machine trans-
lation (MT) systems achieve steady progress in
translation quality. Although they perform well
in certain circumstances, there still exist various
type of errors that need further study. Multidi-
mensional Quality Metrics (MQM) (Lommel et al.,
2014a,b) is the fine-grained schema fit for transla-
tion error analysis. It contains manual annotation
of error spans and has been successfully applied in
MT researches on evaluation metrics (Freitag et al.,
2021a,b), quality estimation (Zerva et al., 2022),
and error correction (Treviso et al., 2024).

Despite its success, MQM annotation only in-
cludes information such as error type, location, and
severity. There is no manual annotation resource
for grounding the translation errors, that is, ground-
ing the errors to the reasons why the annotated text
spans are erroneous translations. The scarcity of
such resource impedes the interpretability of cur-
rent researches in error analysis and the building
of trustworthy MT models, which should be able
to predict the translation errors based on the solid
ground of knowing the reason why they are erro-
neous.

In this paper, we manually build the first re-
source for grounding the translation errors. Figure
1 illustrates the building process, which adopts a
bi-directional grounding scheme (BGS). In the for-
ward grounding, the errors are grounded to their
explanations, which state the reason why they are
deemed errors. In the backward grounding, the
explanations are inversely grounded to the corre-
sponding errors. With error spans masked, the
explanations are used for identifying the errors in
the translation results. Through BGS, the error
and explanation are mutually checked to guarantee
their validity, and are adjusted to achieve enhanced
consistency.

Based on our manually annotated resource, we
establish the evaluation protocol for testing LLMs
ability in grounding the translation errors. It shows
that LLMs perform significantly worse than human,
demonstrating the importance of our annotated re-
source as the new benchmark for LLMs to enhance
the ability in the translation error grounding. Re-
garding the comparison between the manual expla-
nation and the auto explanation generated by LLMs
(Treviso et al., 2024), our manual explanation is
more effective for locating the error span than the
auto explanation.

Furthermore, we apply translation error ground-
ing for automatically filtering false alarmed errors.
Specifically, given automatically detected errors



Source: E 7= fmIE R BB TRIL S

Target: Customized products will not be
<v>returned</v> for non-quality
problems.

Target: Customized products will not be <v>returned </v> for

non-quality problems.

Forward
Grounding

Backward
Grounding

Explanation: There is a translation error in the
target, "1R#:" should be translated as
"exchange or return”; so, change
"returned" to "exchanged or returned".

Source: E 7= MmIFRERBARFRILLE.
Target: Customized products will not be returned for non-

quality problems.

Explanation: There is a translation error in the target, "iE#2"

should be translated as “exchange or return"; so,
change "[MASK]" to "exchanged or returned".

Figure 1: The illustration of BGS for grounding the translation errors. The error spans are annotated between <v>
and </v>. In the forward grounding, given the source sentence (source), the translation result (target), and the error
span, we annotate the explanation for the error span. In the backward grounding, given the source, the target, and
the explanation with the error span masked by ‘[MASK]’, we identify the error span in the target according to the

explanation.

(Guerreiro et al., 2024), we filter errors that are
not consistent before and after BGS since the false
alarmed error may be grounded to a hallucinated
explanation, which is in turn grounded to a differ-
ent text span. Only the errors keeping consistent
after BGS are saved as true errors, which have
the solid ground of reasons. We found that LLMs
with better ability in translation error grounding are
more effective for filtering the false alarmed errors.
In summary, the contributions of our work are as
follows:
* We manually build the first evaluation re-
source for grounding the translation errors
through BGS.

* Different LLMs show different abilities in
grounding the translation errors, and they all
perform significantly worse than human on
the evaluation resource.

» We filter the false alarmed errors by grounding
the errors. Through filtering groundless errors,
we achieve significant improvement in fine-
grained error detection.

2 Related Works

Grounding translation errors is related to the fine-
grained error analysis, which is beyond assigning a
single sentence-level score for evaluating the trans-
lation quality. The fine-grained error analysis fo-
cuses on specific error words or phrases, and grad-
ually gains attentions in MT researches. We detail
the fine-grained error analysis researches and their
relation to the translation error grounding.

2.1 MQM Schema

MQM schema was first introduced in Lommel et al.
(2014a,b) as a measurement and analysis frame-
work for the fine-grained MT error analysis. It is
adopted in Freitag et al. (2021a,b) for the evalu-
ation metrics task which examines how well an
automatic evaluation metric correlates with human
judgements. They annotated the fine-grained er-
rors according to the MQM schema, and found
that these annotations are more trustworthy for
the task. These annotations are subsequently used
in the quality estimation task which estimates the
quality of MT output without relying on reference
translations (Zerva et al., 2022). Due to the success
of MQM annotations, they are widely adopted in
series of WMT evaluation campaigns, and the anno-
tations are enriched to incorporate more translation
results of WMT 2020-2023 submissions'.

Despite the success of MQM annotations, they
do not ground errors to the reasons why they are er-
roneous, which hampers the building of trustworthy
MT models or LLMs. In comparison, we manually
create the resource for grounding the translation
erTors.

2.2 Grounding Translation Errors

Current grounding approaches utilize LLMs to per-
form fine-grained error analysis, which includes ex-
planations for specific errors. Treviso et al. (2024)
use GPT-4 to generate explanations for the errors
and use the generated data to fine-tune a multilin-
gual LLM to be able to ground the errors to their
explanations. InstructScore is a fine-grained ex-

"https://github.com/google/wmt-mgm-human-evaluation



plainable evaluation metric that fine-tunes LLMs
to generate quality score accompanied by explana-
tions for the translation errors (Xu et al., 2023; Dan-
dekar et al., 2024). Fine-grained errors and their
explanations are also used as prompts for LLMs
to refine overall translation results (Treviso et al.,
2024; Ki and Carpuat, 2024; Xu et al., 2024; Li
etal., 2024).

The explanations in the current grounding ap-
proaches are automatically generated by LLMs.
There is no manually built resource as a bench-
mark for evaluating the ability in grounding trans-
lation errors. Moreover, the current grounding
approaches only use uni-direction grounding, i.e.,
grounding the errors to the explanation of reasons.
In this paper, we establish the benchmark through
BGS that bi-directionally checking the errors and
the explanations to guarantee their validity.

2.3 Span-level Error Detection

Span-level error detection is crucial for the fine-
grained error analysis, which paves the way to the
trustworthy MT models. It is achieved by utilizing
pre-trained language models or LLMs. AutoMQM
uses in-context examples to directly prompt LLMs
to identify error spans in the translation results
(Fernandes et al., 2023). In contrast to the direct
prompts, InstructScore utilizes LLMs to synthesize
span-level errors and uses the errors to fine-tune
a smaller LLMs to perform the fine-grained error
analysis, which includes the span-level error detec-
tion (Xu et al., 2023). xCOMET collects available
data from translation quality estimation task and
metrics task to fine-tune a large encoder model
through a multi-task training objective, which in-
cludes the span-level error detection (Guerreiro
et al., 2024).

Current span-level error detection does not de-
pend on grounding errors to the reasons, which
makes the error detection less explainable and
groundless. In the mean time, current detectors
tend to over-predict errors (Treviso et al., 2024). In
comparison, we use BGS to check the authenticity
of the errors to filter false alarmed errors.

3 Building The Evaluation Resource for
Grounding Translation Errors

We build the resource by manually ground-
ing the MQM annotated errors (Freitag et al.,
2021a).  Specifically, we select MQM man-
ual annotations on translation results submitted

in WMT2022 Chinese-to-English (ZH-EN) and
English-to-German (EN-DE) general translation
task to ground the errors. This selection con-
tains results of 7 participated teams in Chinese-to-
English task and 15 participated teams in English-
to-German task. We uniformly select equal number
of sentences for each participating team to annotate,
and each team do not overlap in the source side. In
the end, we have around 2.0K manual grounding
instances for each translation direction. Detailed
statistics are listed in the appendix A.1.

3.1 Bi-directional Grounding Scheme (BGS)

The resource is built through BGS, which contains
three steps:

1. Forward grounding: Given the MQM errors,
we annotate the explanations for them explain-
ing why they are erroneous.

2. Backward grounding: Given the explanations
with errors masked, we annotate the error
spans in the translation result.

3. Calibration: We calibrate the annotations if
their forward grounding is not consistent with
the backward grounding.

We set different annotators for the different steps
to ensure there is no knowledge leakage of ground-
ing answers. Through the mutual checking in BGS,
the errors and explanations are regulated to en-
hanced quality and be consistent with each other to
avoid the subjective bias (Treviso et al., 2024).

Forward Grounding. Explanation for each
translation error can vary dramatically among dif-
ferent annotators. So we control the explanation
annotation through two standards: basic elements
and type-specific templates.

The basic elements are basic text spans in the ex-
planation that adequately explain the reason of the
errors. For example, in Figure 1, the explanation
for the mistranslation contains the informations of
the source span ("i2#") that is aligned to the error
and the correction ("exchanged or returned") of the
error. We deem these informations as basic ele-
ments in the explanation and categorize them into
five categories: source span, target span, error span,
correction span, and insertion position. Examples
of the five categories are listed in Table 1.

We ask annotators to annotate the basic elements
in each explanation unless specific elements are
not fit. Source span, target span, error span, and



Source RE I AR B (AN TR BT -

Target Customized products will not be <v>returned</v> for non-quality problems.

Category Accuracy/Mistranslation

Severity Major

Explanation | There is a translation error in the target, "<s>iR#i</s>" should be translated as
"<t>exchange or return</t>"; so, change "<e>returned</e>" to "<a>exchanged
or returned</a>".

Source 2Nz, BefElR<v>Dfi</v>ZE R |

Target Eat more to make you feel healthy!

Category Accuracy/Omission

Severity Major

Explanation | There is no translation for "<e>/[»ffi</e>" in the target; so, it should be translated
as "<a>both physically and mentally</a>" and added <p>between "healthy" and
""</p>.

Table 1: Examples of the basic elements in the explanation. Source span is tagged between <s> and </s>, target
span is tagged between <t> and </t>, error span is tagged between <e> and </e>, correction span is tagged between
<a> and </a>, and insertion position is tagged between <p> and </p>.

correction span appear commonly across all error
types, while the insertion position only appears in
the omission type.

Other than the basic elements, we define the
type-specific templates for annotating the explana-
tions. A part of the templates are illustrated in the
appendix Table 11. Some error types, such as the
mistranslation type, have relatively fixed templates
with fixed basic elements, while other types such
as grammar errors exhibit rich format due to their
flexible reasons.

Backward Grounding. Backward grounding
verifies the forward grounding by checking if the
error span can be correctly located according to the
explanation, which has the error span masked. If
the explanation in the forward grounding is valid,
the error span will be correctly identified by the an-
notator. As illustrated in Figure 1, given the source
sentence, its translation, and the explanation, the
annotators are asked to identify the error span in
the translation.

In the backward grounding process, we found
some error spans in the original MQM annotations
need adjustments on their boundary. For exam-
ple, the MQM error span tagged between <v> and
</v> in Table 2 is "wait", while in the explana-
tion, the error span is extended to "I won’t wait"
since it should be corrected integrally. For such
kind of cases, we adjust the boundaries of the orig-
inal MQM annotations to consider the correction,
and the error spans identified by the annotators in
these cases are compared against the adjusted error
spans.

Table 3 lists the backward grounding results.
‘Perfect Match’ denotes the ratio of the error spans

Source TAET, BUHITH

Target I won’t <v>wait</v>. Cancel the order

Reference I am done waiting, and I'll cancel the
order.

Category Style/Awkward

Severity Minor

Explanation | The style of the target does not conform
to language conventions, "FANEE T
should be translated as "I am done wait-
ing"; so, change "I won’t wait" to "I am
done waiting".

Table 2: Example of the original MQM error span need-
ing the adjustment, which will move ‘<v>’ to the left of
‘I’ in the target according to the explanation.

[ ZH-EN EN-DE
w/oref. w/ref. | w/oref. w/ref.
Perfect Match | 87.3 88.5 89.7 90.7
Fuzzy Match | 97.1 97.7 97.6 98.0
F1-score 94.4 95.1 94.7 95.2

Table 3: Backward grounding results(%) on identifying
the error spans by the annotators.

identified by the annotators fully matching the
MQM annotations (including the adjusted annota-
tions). ‘Fuzzy Match’ denotes the ratio of the error
spans identified by the annotators sharing some
parts with the MQM annotations. F1-score (Zerva
et al., 2024) evaluates the position match between
the error spans identified by the annotators and the
MQM annotations. Since the reference translations
are not always available, we ask the annotators to
identify the error spans without the references at
first, then provide the references for the annotators
for comparison.

Table 3 shows that providing references moder-
ately enhances the match ratio and F1-score com-



pared to those without the references. This indi-
cates that, based on the explanation, the annotators
can identify the error spans for most cases even
without the references. It also shows that Fuzzy
Match is significantly higher than Perfect Match,
indicating that most of the error locations can be
identified by the annotators according to the expla-
nation, only the boundaries of the error spans are
not correct.

Figure 2 shows the detailed Fuzzy Match results
grouped by the different sharing part proportion
(spp): spp = (# of sharing characters) / (# of char-
acters of the identified error spans). When spp >0
is grouped, it is the most loosely fuzzy match that
one sharing character is enough for the success-
fully fuzzy match. When spp > higher threshold is
grouped, it becomes more rigorous about the fuzzy
match, resulting in lower fuzzy match rate, but the
rate is still above 90% in the most rigorous case.

0.99

0.98

9) 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

ZH-EN w/o ref.
EN-DE w/o ref.

ZH-EN w/ ref.
EN-DE w/ ref.

Figure 2: Detailed fuzzy match results. X axis is the
spp threshold, Y axis is the fuzzy match rate.

Calibration. After the backward grounding,
around ten percent of error spans are not perfectly
matched as shown in Table 3. We ask the anno-
tator to re-annotate them, and find that a portion
of them (73% in ZH-EN and 25% in EN-DE) can
be corrected to be perfectly matched after careful
thinking, and the other portion of them (27% in ZH-
EN and 75% in EN-DE) can not be corrected due to
the invalid explanations. So we refine these invalid
explanations until their backward grounding can
identify the perfectly matched error spans. After
the calibration process, the invalid explanations can
be refined, resulting in the overall enhancement of
the explanation quality.

4 LLMs Ability in Grounding
Translation Errors

Based on our evaluation resource, we test LLMs
ability in grounding translation errors. We use the
open source Llama3.1-8B-Instruct(Llama3.1 for
short) and a proprietary LLM GPT-4 for the testing.

4.1 Evaluation on The Forward Grounding

Given the error, we prompt LLMs to generate the
explanation. Besides verifying the explanation
through the backward grounding, we evaluate the
explanation by checking the basic elements intro-
duced in section 3.1. We regulate the explanation
by specific prompts listed in the appendix Table 12.

The generated explanation should contain the
basic elements to well explain the error. The accu-
racy of the basic elements is: acc. = (# of matched
basic elements) /( # of total basic elements). In
case LLMs generating overlong explanations, we
add a brevity penalty: BP = exp(1 - %) if (Is > 1),
where [ is the length of the generated explanation,
l¢ is the length of the human annotated explanation.
if (Is < l.), we set BP = 1. The final evaluation
score of the generated explanation is: BPxacc. Be-
cause in some circumstances, the references or the
error types are not always available, we include
the final evaluation score under these conditions in
Table 4. It shows that GPT-4 is more accurate than
Llama3.1 in both language pairs and all conditions.
When references are not available, the performance
decreases by a large margin. In comparison, the
performance decrease is not so significant when
error types are not available.

Figure 3 reports element-wise acc. and type-
wise final evaluation score of the generated expla-
nations under the condition of ‘ref.+error type’. In
type-wise score, we report the top-five frequent
error types’s score, and the other error types are
grouped into one score. In these detailed com-
parison, GPT-4 exhibits significant advantage over
Llama3.1. In short, different LLMs perform dif-
ferently in the forward grounding, but the perfor-
mance is not satisfied with the final evaluation score
often below 60%.

4.2 Evaluation on The Backward Grounding

Given the manually annotated explanations with er-
ror spans masked, we prompt GPT-4? to locate the

Llama3.1 does not always maintain the original transla-
tion when locating the error spans, while GPT-4 can keep the
original translation intact. So we only report GPT-4 perfor-
mance in locating the error spans.



| ZH-EN EN-DE
Llama3.1 GPT-4 | Llama3.1 GPT-4
ref. + error type 0.43 0.58 0.53 0.63
w/o error type 0.42 0.54 0.49 0.62
w/o ref. 0.26 0.44 0.23 0.38
w/o ref. and error type | 0.22 0.36 0.20 0.35

Table 4: The final evaluation score of the basic elements in the forward grounding by LLMs.

Table 5: Backward grounding results(%) on identifying the error spans by GPT-4.

ZH-EN EN-DE
xTower Manual | xTower Manual
w/o ref.
PerfectMatch | 15.83 57.41 38.47 57.65
FuzzyMatch | 66.85 90.93 78.83 89.73
Fl1-score 40.19 76.96 60.67 76.75
w/ ref.
PerfectMatch | 17.04 58.80 35.85 52.73
FuzzyMatch | 66.57 90.83 77.99 88.26
F1-score 40.89 78.20 58.65 73.71

| ZH-EN EN-DE
All Error Types PerfectMatch ~ FuzzyMatch ~ Fl-score | PerfectMatch  FuzzyMatch  Fl-score
All Elements 57.41 90.93 76.96 57.65 89.73 76.75
-Correction Span 43.33 86.57 67.13 53.25 89.20 73.81
-Source Span 48.24 89.54 71.57 55.77 89.83 75.39
-Target Span 49.91 90.83 73.36 56.92 90.67 77.90
Omission Error PerfectMatch ~ FuzzyMatch  Fl-score | PerfectMatch  FuzzyMatch  Fl-score
All Elements 44.74 81.58 71.29 47.37 94.74 74.27
-Insertion Position | 42.86 81.43 69.88 42.11 89.47 67.69

Table 6: The ablation study on the basic elements in the backward grounding.

error spans in the translations with prompts listed
in the appendix Table 13. In the mean time, we
also include auto explanations generated by LLMs
to compare with our manual explanations for the
backward grounding. xTower is an LLM fine-tuned
on a dataset that includes GPT-4 generated expla-
nations (Treviso et al., 2024). It is used to generate
explanations for each error. Table 5 presents the
comparison results.

Manual explanation is better than auto expla-
nation. The manual explanation leads a wide
margin over the auto explanation generated by
xTower. Since the manual explanation is succinct
and adequate, while xXTower explanation is in free
style that scatters attention to the exact error, It is
easier for GPT-4 to attend over the manual expla-
nation than over xTower explanation for locating
the error spans. Reference effect is marginal or
negative in the backward grounding. It is probably
because reference contains many information irrel-
evant to the error, thus distracting GPT-4’s attention
on locating the error.

LLMs performs worse than human in the back-
ward grounding. When compare Table 5 with
Table 3, based on the same manual explanation,
GPT-4 locates the errors with perfect match rate
below 60%, while human performs with perfect
match rate around 90%. This significant difference
raises the demand of improving LL.Ms ability in
grounding the errors.

In addition, to test the effectiveness of the basic
elements in the explanation, we carry out the ab-
lation study by masking the corresponding basic
elements in the explanation (the error span is al-
ways masked). The ablation results are presented
in Table 6. It shows that the correction span con-
tributes more to the overall performance than the
other basic elements. It contains the most helpful
information about the error, guiding GPT-4 to eas-
ily locate the error span in the translation. Since
the basic element of the insertion position only ex-
ists in the error type of omission, and the omission
error does not happen frequently, we present the
performance of the omission error alone at the bot-
tom of Table 6. It shows that the insertion position
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Figure 3: Detailed evaluation on the generated explanations in the forward grounding. (a) is the element-wise acc.,

and (b) is the type-wise final evaluation score.

is key in the explanation for the omission error. The
performance decreases significantly if it is masked.

4.3 Evaluation on The Bi-directional
Grounding

In the bi-directional grounding, we let GPT-4 gen-
erate explanation in the forward grounding, then
reversely identify the error span according to the
explanation in the backward grounding. This pro-
cess is fully automatic, and the error span in the
generated explanation is automatically masked by
pattern matching in the backward direction. Refer-
ence is not used in the bi-directional grounding.

\ ZH-EN EN-DE
PerfectMatch | 45.37 47.80
FuzzyMatch | 88.80 88.89
Fl1-score 73.07 71.74

Table 7: The bi-directional grounding results(%) by
GPT-4.

The explanation generated by GPT-4 in this pro-
cess follows the format of the manual explanation.
Table 7 lists the error span accuracy after the bi-
directional grounding. Compared to Table 5, the
bi-directional grounding performs worse than the
backward grounding, indicating that GPT-4 expla-
nation is not as effective as the manual explanation
for automatically locating the errors. It also shows
that this formatted GPT-4 explanation performs
better than the free-style xTower explanation. The
advantage is more significant in ZH-EN than in
EN-DE.

5 Filtering False Alarmed Errors by
Error Grounding

BGS is an ecosystem that explains the error in the
forward direction, then verifies the explanation in
the backward direction. Through such explanation

and verification process, true errors will be solidly
grounded, while false alarmed errors will hardly
find their grounds since they may be grounded to
hallucinated explanations in the forward direction,
which in turn result in different errors in the back-
ward direction. So, we filter the false alarmed er-
rors by checking whether the error spans remain
consistent after BGS, which is executed by LLMs.

5.1 Iterative BGS

We build the error pool by using xCOMET to auto-
matically detect error spans in the translation with-
out using reference (Guerreiro et al., 2024). Since
the errors are over-predicted (Treviso et al., 2024),
the error pool contains many false alarmed errors
needing to be filtered. Considering that a false
alarmed error may drift away to a different error
span by one iteration of BGS, we propose iterative
BGS that iteratively locates the error span until the
error span becomes stable, i.e., the error span of
the current iteration is the same to that of the last it-
eration. If an XCOMET error is not consistent with
its final error span detected by the iterative BGS,
we deem this xCOMET error the false alarmed one
and filter it.

The process is presented in algorithm 1, where n
1s the number of iterations. In each iteration, BGS
takes current error as input, and outputs the newly
identified error. The iteration ends when the cur-
rent and new errors are the same or it reaches the
maximum number of iterations. Then we compare
the final error ¢” with the original xCOMET er-
ror e through a function named checkConsistency.
The function computes the overlap rate, that is, (#
of positions shared between e and ¢e) / (Iength of
e, and return true if the rate is above a threshold,
meaning that ¢” and e are consistent. If this rate is
lower than the threshold, then ¢’ and e have small
sharing parts, indicating that e is a false alarmed



Algorithm 1 Iterative BGS
for each xCOMET error e do
e =e;
for: = 1tondo
e’ =BGS(¢')
if ¢’ == ¢’ then
break;
end if
e/ — 6// 7
end for
if !checkConsistency(e, ¢”') then
Filter e;
end if
end for

error that causes the error drift, and should be fil-
tered. We set n = 5, and the threshold as 0.5 in our
experiments.

5.2 Result

We conduct the experiments on our translation error
grounding resource. Fl-score (Zerva et al., 2024)
is used to evaluate the performance by checking
position match between human annotated errors
and auto detected errors. Table 8 reports the perfor-
mances. Since GPT-4 and Llama3.1 behave differ-
ently in the iterative BGS, that is, Llama3.1 fails
in maintaining all original translations when locat-
ing the error span (failing rate is 0.42 for ZH-EN
and 0.52 for EN-DE), while GPT-4 always keep
all original translations unchanged, we divide Ta-
ble 8 into two parts: One is the performances on
the full set, the other is the performances on the
partial set that Llama3.1 can maintain the original
translations.

In Table 8, IterativeBGSg; denotes only using
the first iteration of the iterative BGS for filtering
XCOMET errors, and IterativeBGSg,,, denotes us-
ing the last iteration of the iterative BGS for the
filtration. On the full set, both approaches only
use GPT-4. It shows that the error grounding by
the iterative BGS can effectively filter the false
alarmed errors predicted by xXCOMET, resulting in
significant F1-score improvement. The first itera-
tion leads to better filtration performance, and the
iterative process keeps improving the performance
over the one pass BGS. The average number of it-
erations in the iterative BGS is 1.8 for ZH-EN and
1.9 for EN-DE, demonstrating the effectiveness of
the iterative algorithm.

On the partial set, Llama3.1 performs signifi-

[ ZH-EN EN-DE
Full Set
xCOMET 38.4 35.0
IterativeBGS1s¢ 39.1 352
IterativeBGSfnal 39.5 36.1
Partial Set
xCOMET 54.5 49.1
IterativeBGS11ama3.1 51.2 44.4
IterativeBGSgpT4 55.6 49.6

Table 8: Fl-score(%) of XCOMET errors and the fil-
tered errors by the iterative BGS, which uses either
GPT-4 or Llama3.1 for auto grounding translation er-
rors.

cantly worse than XCOMET, while GPT-4 achieves
the best performance. It indicates that the ability
in grounding translation errors is vital in filtering
false alarmed errors. As section 4 evaluates based
on our manually built benchmark, GPT-4 has much
better performance on grounding translation errors
than Llama3.1, both in the forward and the back-
ward directions, leading to the reliable filtration
that improves the overall performance. This demon-
strates the urgency of improving the LLMs ability
in grounding the translation errors. Our evaluation
resource can be set as the benchmark for this target.

6 Conclusion

Current manual annotation of the fine-grained trans-
lation errors does not explain the reason why they
are erroneous, resulting in the hardness of check-
ing whether LL.Ms trustworthily know the reason
when they conduct the fine-grained error analysis.
In this paper, we manually build the resource for
evaluating LLMs trustworthiness in grounding the
translation errors. The bi-directional grounding
scheme is proposed for the building. In the forward
direction, the errors are manually grounded to their
explanations. In the backward direction, the expla-
nations are verified by checking whether the errors
can be manually detected according to the explana-
tions, which have the error spans masked. LLMs
are evaluated on this resource through such expla-
nation and verification process. Results show that
LLMs performs significantly worse than human in
both directions. There is large room for LLMs to
improve their grounding ability. Furthermore, we
apply the error grounding for filtering false alarmed
errors, and achieve significant accuracy improve-
ment in the error detection.



Limitations

In our evaluation of LLMs ability in grounding the
translation errors, we acknowledge certain limita-
tions in the covered scope. Firstly, our study only
evaluates GPT-4 and Llama3.1, not encompassing
wide variety of LLMs. This omission represents
an area for potential future exploration to provide a
more comprehensive understanding of the abilities
of various LLMs in the error grounding. Secondly,
manual error identification is only conducted for
the manual explanations in the backward ground-
ing. LLMs are used instead of the manual method
for the error identification when verifying the large
volume of the explanations generated by LLMs
(LLMs are also used for verifying the manual ex-
planations for fair comparison).

Ethics Statement

We honor the Code of Ethics. We do not use any
private data or non-public information in this work.
Regarding the manual grounding annotation, we
recruit our annotators from the linguistics depart-
ments of local universities through public adver-
tisement with a specified pay rate. All annotators
are graduate students who took the annotation as
a part-time job with salaries above the local ba-
sic standard. The annotation does not involve any
personally sensitive information.
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A Appendix

A.1 Statistics of The Evaluation Resource for
Grounding The Errors

Table 9 and 10 list the statistics according to the
error types and severity classes. In the forward
grounding, AvgExpLen denotes the average num-
ber of words in the explanations, and ElemNo de-
notes the number of the basic elements shown in
Table 1. In the backward grounding, MaskNo de-
notes the number of the masks in the explanation
to avoid the answer leakage, and ChangedErrNo
denotes the number of changed MQM annotations
such as the one listed in Table 2.

In the translation errors, mistranslation, awk-
ward, grammar, punctuation, and spelling are five
major types of the errors. In ZH-EN, major errors
and minor errors are equally distributed, while in
EN-DE, minor errors take up the majority. The
average length of the explanations are around 20-
30 words. The number of the basic elements and
masks varies along with different error types. After
the forward and backward grounding, the origi-
nal MQM annotations are modified by the careful
explanations and verifications. This modification
happens more in ZH-EN than in EN-DE.

10

A.2 The Overlap Rate in Filtering The False
Alarmed Errors

Figure 4 shows the performance variance along
with the changing overlap rate threshold. The per-
formance peaks when the threshold is set 0.5-0.6,
and tends to decrease when the threshold is big.
When the threshold is 0.9, the performance is even
below the baseline. The curves indicate that if more
than a half of an error span identified by the iter-
ative BGS deviates from the xCOMET error, the
error tends to be a false alarmed error and should
be filtered.
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Figure 4: F1-score with different overlap rate threshold
in filtering the false alarmed errors.
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[ ForwardGrounding BackwardGrounding

Error Type No. | AvgExpLen ElemNo. | MaskNo. ChangedErrNo.
Mistranslation 532 | 25.8 2022 532 62

Awkward 145 | 26.5 464 160 34

Grammar 119 | 26.1 286 131 14

Punctuation 81 19.2 146 113 1

Spelling 72 31.8 180 72 0

Omission 76 30.5 220 76 0

Addition 17 17.3 17 24 0

Inconsistency 13 28.2 26 13 2

Terminology 9 29.6 36 9 0

Source language fragment 6 16.3 18 6 0

Locale convention 5 22.2 20 5 1

Source error 2 7.0 0 0 2
Non-translation 2 45.0 8 2 1

Register 1 25.0 4 1 0

Severity No. | AvgExpLen ElemNo. | MaskNo. ChangedErrNo.
Major 528 | 27.0 1954 528 54

Minor 552 | 25.0 1490 607 63

Table 9: Statistics of ZH-EN resource built by manually grounding the translation errors.

[ ForwardGrounding BackwardGrounding

Error Type No. | AvgExpLen ElemNo. | MaskNo. ChangedErrNo.
Mistranslation 302 | 22.4 1178 302 4

Awkward 236 | 23.2 637 307 1

Grammar 132 | 26.4 304 158 7

Punctuation 112 | 194 258 123 5

Spelling 43 23.7 143 60 2

Source language fragment 42 14.9 126 42 2

Terminology 23 23.7 92 23 0

Omission 19 26.2 57 19 0
Inconsistency 17 21.7 32 19 0

Register 17 25.6 60 17 0

Addition 5 19.0 10 10 0

Locale convention 3 21.3 12 3 0

Character encoding 2 19.0 4 2 0

Source error 1 7.0 0 0 1

Severity No. | AvgExpLen ElemNo. | MaskNo. ChangedErrNo.
Major 206 | 21.9 742 206 6

Minor 748 | 22.9 2169 898 16

Table 10: Statistics of EN-DE resource built by manually grounding the translation errors.
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Error Type

Explanation Template

Accuracy/Addition
Accuracy/Mistranslation
Accuracy/Omission
Accuracy/Source language fragment
Fluency/Grammar
Fluency/Inconsistency
Fluency/Punctuation
Fluency/Register

Fluency/Spelling

Fluency/Character encoding
Locale convention

Style/Awkward
Terminology

Non-translation

There is no information about [err] in the source, but it is included in the
translation; so, delete [err].

There is a translation error in the target, [src] should be translated as [tgt]; so,
change [err] to [correction].

There is no translation for [src]; so, it should be translated as [correction] and
added [position].

The translation of [src] in the source is wrong; so, change [err] to [correction].
There is a grammatical error in the translation ...... ; so, change [err] to [answer].
There is an inconsistency in the translation, [src] is translated as [err] in the
missing context; so, change [err] to [correction].

There is a punctuation error in the translation, [src] should be translated as [tgt];
so, change [err] to [correction].

There is a fluency issue in the translation that does not fit the context ...... ; SO,
change [err] to [correction].

There is a spelling error in the translation, [err] should be spelled as [tgt]; so,
change [err] to [correction].

There is a garbled character in the translation; so, change [err] to [correction].
There is a format error in the translation, [src] should be translated as [tgt]; so,
change [err] to [correction].

The style of the translation does not conform to language conventions ...... ; SO,
change [err] to [correction].

There is a terminology in the translation that is inappropriate for context, [src]
should be translated as [tgt]; so, change [err] to [correction].

It is impossible to reliably characterize distinct errors in the target, [src] should
be translated as [tgt]; so, change [err] to [correction].

Table 11: Type-specific templates for the explanations. Slots specified in [ ] should be filled in with the basic

elements.
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ZH-EN

Please explain why the text labeled between <v> and </v> is a translation error. The format should be consistent with
the examples below. The response should be started by "Explanation: ". Do not include any additional analysis or
explanations after the correction.

Chinese: A58 [[/HF/L?

English translation:Where does <v>St. Street</v> lead?

Explanation:There is a translation error in the target, "&£ " should be translated as "Sheng Street"; so, change "St.
Street" to "Sheng Street".

Chinese: 2{ RZE ANy, Ter/RILFEZETR G HRER — 2 by, FIRE T AEIRE & TR A< IRER -
English translation:When most people thought that Intel’s move would have a certain impact on TSMC, it was very
likely to take away TSMC'’s “<v>rice bowl</v>".

Explanation:There is a translation error in the target, "% " should be translated as "job" in the context; so, change "rice
bowl" to "job".

Chinese: 5EF i 55 9415 [E T 5100+ B S5 205 MERER (YL & D523 6&)

English translation:Practical Business English Speaking Scenarios 100+ Encyclopedia of Business English Speaking
(with multiple <v>oral learning gifts</v>)

Explanation:The style of the target does not conform to language conventions, " 1152~ >] 4 5" should be translated as
"gifts for practicing oral English"; so, change "oral learning gifts" to "gifts for practicing oral English".

Chinese: {src}
English translation: {tgt}
Explanation:

EN-DE

Please explain why the text span labeled between <v> and </v> is a translation error. The format should be consistent
with the examples below.The response should be started by "Explanation: ". Do not include any additional analysis or
explanations after the correction.

English:If we did, we’d see these mass gun shootings go down.

German translation: Wenn wir das téiten, wiirden wir solche <v>massenhaften Schiefereien</v> erleben.
Explanation:There is a translation error in the target, "mass gun shootings" should be translated as "viele Amokldufe";
so, change "massenhaften Schiefereien" to "viele Amokldufe".

English: Also all orders placed on the weekends will be dispatched within the next working days.

German translation: Auch alle Bestellungen, die an den Wochenenden <v>platziert</v> werden, werden innerhalb der
nichsten Werktage versandt.

Explanation: There is a misnomer in the target, "platziert" means putting, and "aufgegeben" means dispatching; so,
change "platziert" to "aufgegebenen".

English:{src}
German translation: {tgt}
Explanation:

Table 12: The prompt for the forward grounding using GPT-4.
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ZH-EN

Please locate the translation error span in the translation according to the explanation of the error, and do not correct the
original translation. The response should be started by "Error Tagging:", and the error span location should be tagged
between <v> and </v>.

Chinese: EH738 FHFJL?

English translation: Where does St. Street lead?

Explanation: There is a translation error in the target, "2£#7" should be translated as "Sheng Street"; so, change
"[MASK]" to "Sheng Street".

Error Tagging:Where does <v>St. Street</v> lead?

Chinese: E I 55515 BTG R 100+ Fi5 2B DA AR (FHIEL &E A1 IE )

English translation: Practical Business English Speaking Scenarios 100+ Encyclopedia of Business English Speaking
(with multiple oral learning gifts)

Explanation: The style of the target does not conform to language conventions, " [ 7% >J I8 5" should be translated as
"gifts for practicing oral English"; so, change "[MASK]" to "gifts for practicing oral English".

Error Tagging:Practical Business English Speaking Scenarios 100+ Encyclopedia of Business English Speaking (with
multiple <v>oral learning gifts</v>)

Chinese: {src}

English translation: {tgt}
Explanation: {exp}

Error Tagging:

EN-DE

Please locate the translation error span in the translation according to the explanation of the error, and do not correct the
original translation. Note that the error in most cases is masked by "[MASK]" in the explanation. Your task is to recover
the error. The response should be started by "Error Tagging:", and the error span location should be tagged between <v>
and </v>.

English:If we did, we’d see these mass gun shootings go down.

German translation: Wenn wir das titen, wiirden wir solche massenhaften Schieereien erleben.

Explanation:There is a translation error in the target, "mass gun shootings" should be translated as "viele Amokldufe";
so, change "[MASK]" to "viele Amokldufe".

Error Tagging:Wenn wir das titen, wiirden wir solche <v>massenhaften Schieereien</v> erleben.

English:Also all orders placed on the weekends will be dispatched within the next working days.

German translation: Auch alle Bestellungen, die an den Wochenenden <v>platziert</v> werden, werden innerhalb der
néchsten Werktage versandt.

Explanation: There is a misnomer in the target, "[MASK]" means putting, and "aufgegeben" means dispatching; so,
change "[MASK]" to "aufgegebenen".

Error Tagging:Auch alle Bestellungen, die an den Wochenenden <v>platziert</v> werden, werden innerhalb der ndchsten
Werktage versandt.

English:{src}

German translation: {tgt}
Explanation: {exp}

Error Tagging:

Table 13: The prompt for the backward grounding using GPT-4.
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