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Abstract

ChatGPT brings significant social value but001
also raises concerns about the misuse of AI-002
generated text. Consequently, an important003
problem is how to detect whether texts are gen-004
erated by ChatGPT or by human. Although au-005
tomated detection methods have been proposed,006
we find that these detectors do not effectively007
discriminate the semantic and stylistic gaps008
between human-generated and AI-generated009
text. Instead, the “subtle differences”, such as010
an extra space, become crucial for detection.011
Based on this discovery, we propose the Space-012
Infi strategy to evade detection. Experiments013
demonstrate the effectiveness of this strategy014
across multiple benchmarks and detectors. And015
we empirically show that a phenomenon called016
token mutation causes the evasion for language017
model-based detectors.018

1 Introduction019

In May 2023, news broke that attorney Steven A.020

Schwartz, with over 30 years of experience, em-021

ployed six cases generated by ChatGPT in a lawsuit022

against an airline company. Remarkably, when re-023

quested about their accuracy, ChatGPT claimed024

they were entirely true. However, the judge later025

discovered that all six cases contained bogus quotes026

and internal citations, resulting in Schwartz being027

fined 5000 dollars. This alarming incident exempli-028

fies the misuse of AI-generated text.029

The advent of large language models like Chat-030

GPT has undeniably created substantial social031

value (Felten et al., 2023; Zhai, 2022; Sallam,032

2023). Yet, alongside the positive impact, cases033

like Schwartz’s highlight pressing concerns. AI-034

generated text has been found to be incorrect, of-035

fensive, biased, or even containing private infor-036

mation (Chen et al., 2023; Ji et al., 2023; Li et al.,037

2023; Lin et al., 2022; Lukas et al., 2023; Perez038

et al., 2022; Zhuo et al., 2023; Santurkar et al.,039

2023).040

A 2019 report by OpenAI (Solaiman et al., 2019) 041

revealed that humans struggle to distinguish AI- 042

generated text from human-written text and are 043

prone to trusting AI-generated text. Consequently, 044

relying on automated detection methods is an im- 045

portant effort in differentiating between human- 046

generated and AI-generated text (Jawahar et al., 047

2020; Ghosal et al., 2023), spurring researchers to 048

invest significant effort into this issue. These de- 049

tection methods typically assume the existence of 050

distributional gaps between human-generated and 051

AI-generated text, with detection achieved by iden- 052

tifying these gaps (Gehrmann et al., 2019; Mitchell 053

et al., 2023; Tulchinskii et al., 2023; Guo et al., 054

2023; Solaiman et al., 2019; Tian et al., 2023; 055

Ghosal et al., 2023). 056

Our work challenges the traditional understand- 057

ing of the distributional gaps. We discover that 058

detectors do not primarily rely on these gaps, at 059

least not on those visible to humans in terms of se- 060

mantics and styles. For example, we find that even 061

when generated text includes the phrase “As an AI 062

model”, detectors may still classify it as human- 063

generated (Table 1). This suggests that detectors 064

do not properly utilize semantic information for de- 065

tection. Second, we find that general style transfer 066

is ineffective in evading detectors; only when the 067

new style is highly intense can detection potentially 068

be evaded (Fig. 2). 069

Our experiments reveal that detectors rely on 070

subtle text differences, such as an extra space. To 071

demonstrate this, we propose a simple evasion strat- 072

egy: adding a single space character before a 073

random comma in the AI-generated text. Surpris- 074

ingly, our method significantly reduces the detec- 075

tion rate. For GPTZero (Tian, 2022) and HelloSim- 076

pleAI (Guo et al., 2023), the proportion of detected 077

AI-generated text drops from roughly 60%-80% to 078

nearly 0%. The results are depicted in Fig. 2. 079

We endeavor to elucidate the efficacy of the strat- 080

egy. We found the strategy induces a phenomenon 081
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ChatGPT

• An atom consists of a nucleus, which contains protons and neutrons…

SpaceInFi
• An atom consists of a nucleus⎵, which contains protons and neutrons…

detector

Human: Describe the structure of an atom.

AI-generated

Human-generated

Figure 1: To evade detectors, SpaceInfi adds a space character before a randomly selected comma in the AI-generated
text. ( indicates a space character.)

termed as token mutation. This phenomenon results082

in the disappearance of a prevalent token, such as a083

comma, from the tokenized ids, transmuting it into084

a low-frequency token. The fundamental reason for085

this occurrence is the discrepancies in representa-086

tions, implying that subtle alterations in text percep-087

tible to humans can be significantly divergent for088

language models. From this observation, we extend089

and propose a series of infiltration methodologies,090

verifying the impacts of different alterations.091

2 Space Infiltration092

We propose a method of space character attack to093

bypass AI text detectors. Specifically, we propose094

to add a space character before a random comma095

in the text. For example, in Fig. 1, given the user096

question “Describe the structure of an atom.”, we097

first use ChatGPT to generate a response. Such098

response is likely to be detected as AI-generated.099

Then, with our SpaceInfi strategy, we add a new100

space before a random comma. If the response101

contains multiple paragraphs, we apply this strat-102

egy to each paragraph. In this case, the “nucleus,”103

becomes “nucleus ,”, which results in a high prob-104

ability to be detected as human-generated.105

In addition to its simplicity, this approach has106

the following characteristics: (1) free, requiring no107

additional cost; (2) no loss of quality and imper-108

ceptibility. The modified text maintains the same109

quality as the original text. Since the modification110

only involves adding a single space, it is unlikely111

to be noticed by a human. (3) The attack is model-112

agnostic, requiring no knowledge of the internal113

states of the LLMs or detector. In this paper, we de-114

note this strategy as SpaceInfi (Space Infiltration).115

3 Experiments 116

3.1 Baselines 117

We also considered several baselines. 118

Act like a human We explicitly instruct Chat- 119

GPT to respond like a human and attempt to avoid 120

being detected by the detector. 121

Style transfer As detectors leverage the dis- 122

tribution difference between AI-generated and 123

human-generated texts, we leverage response styles 124

to synthesize different distributions. We investi- 125

gated whether evading the detector is possible by 126

switching styles. Specifically, we consider three 127

different styles to transfer, ordered by their inten- 128

sity as follows: colloquial style, slang style, and 129

Shakespearean style. 130

3.2 Setup 131

Benchmarks: We use the AI-generated text from 132

Alpaca (Taori et al., 2023), Vicuna (Chiang et al., 133

2023), WizardLM (Xu et al., 2023), and Alpaca- 134

GPT4 (Peng et al., 2023). 135

Metric: We ask each detector to classify the 136

AI-generated text as either AI-generated or human- 137

generated. To assess the performance of the evasion 138

strategies, we compute the ratio of text identified 139

as human-generated. We denote this ratio as the 140

evasion rate of the evasion strategy. 141

Detectors: We deploy SpaceInfi to GPTZero, 142

HelloSImpleAI (Guo et al., 2023), and MPU (Tian 143

et al., 2023). 144

3.3 Results 145

We show the results on different benchmarks and 146

detectors in Fig. 2. 147

The detector fails to leverage explicit seman- 148

tic information for their detection. In Table 1, 149

the responses of both no-prompt and SpaceInfi con- 150

tain “As an AI language model”. Interestingly, the 151
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Figure 2: Results over different benchmarks and detectors. The detectors are tested on June 16, 2023.
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SpaceInfi strategy still successfully evades the de-152

tector. This verifies that the detector is not sensitive153

to the semantics of the text. Therefore, detectors154

do not rely on the semantic gap to differentiate155

human-generated and AI-genereated texts.156

SpaceInfi is effective and generalizes across157

all benchmarks and both ChatGPT-3.5 and158

GPT-4. On four benchmarks, SpaceInfi demon-159

strates outstanding evasion performance. For160

GPTZero and HelloSimpleAI, the evasion rate of161

the original no-prompt strategy is about 20%. With162

SpaceInfi, the rate increases to close to 100%. This163

verifies that adding one space character as in Space-164

Infi is able to evade ChatGPT detectors. We also165

observed that SpaceInfi fails to evade detection by166

MPU.167

ChatGPT itself is unaware of how to evade168

detection. We observed that the act-like-a-human169

strategy does not increase the proportion of text170

being identified as human-generated. This suggests171

that ChatGPT does not inherently possess the abil-172

ity to evade detection.173

Evading detection through style requires a174

intense style switching. As shown in Fig. 2, a175

relatively mild colloquial style does not clearly in-176

crease the evasion rate in most cases. We need to177

employ more intense slang or Shakespearean styles178

to effectively evade detection.179

Compared to creating distributional differ-180

ences through style transfer, generating subtle181

differences with SpaceInfi is more effective. We182

will provide a more detailed case analysis in Ta-183

ble 1.184

4 Why SpaceInfi works?185

We are curious about why existing detectors are186

so vulnerable to the SpaceInfi strategy. For exam-187

ple, HelloSimpleAI uses the RoBERTa model (Liu188

et al., 2019) as the classifier backbone. While189

RoBERTa is widely recognized for its strong gen-190

eralization ability, it seems counter-intuitive that191

adding a single space could alter the classification192

outcome.193

We have conducted a detailed investigation of194

the representations by RoBERTa for the texts be-195

fore and after modification. As illustrated in Fig-196

ure 3, we found that the tokens undergo mutations197

after modification. Typically, the token id for a198

comma “,” is 6, while it is 2156 for a “ ,”. The199

original comma token 6 has disappeared in the infil-200

trated text. Despite the high frequency occurrence201

of the ordinary comma id (6) in the corpus, the 202

space comma (2156) is quite exceptional, espe- 203

cially within AI-generated texts. 204

Text: Hello, world!
Token ids: 0, 31414, 6, 232, 328, 2

(a) Tokenizer ids for the original text.

Text: Hello , world!

Token ids: 0, 31414, 2156, 232, 328, 2

(b) Tokenizer ids for the infiltrated text.

Figure 3: The token mutation phenomenon. The two
texts appear similar to humans, but for a LM-based
detector, the actual input ids are quite different.

This suggests that even though the differences 205

between the two text segments may appear minimal 206

to humans, there are substantial alterations in the 207

language model representations due to the changes 208

in token ids. We refer to this phenomenon as token 209

mutation. This fundamentally arises due to the mis- 210

match in human understanding of the text and the 211

language model’s representation of the text based 212

on tokenizers. Given the perennial nature of this 213

mismatch, the attacks induced by token mutation 214

have generality against detectors. 215

5 Conclusion 216

In this paper, we have examined the efficacy of 217

ChatGPT detectors. We have demonstrated a sim- 218

ple evasion strategy by adding an extra space char- 219

acter before a random comma in AI-generated text, 220

which significantly reduces the detection rate. We 221

verify its effectiveness on a variety of benchmarks 222

and detectors. We also explain its effect by reveal- 223

ing the token mutation phenomenon. Our observa- 224

tions underscore the challenges faced in developing 225

robust and deployable ChatGPT detectors. 226

6 Limitations and Risks 227

Limitations: The strategies in this paper were 228

tested only with three detection models and four 229

datasets. As a result, the strategies and discovered 230

phenomena in this paper may have certain deploy- 231

ment limitations on a broader range of detectors. 232

Risks: SpaceInfi may be used to evade AI de- 233

tectors, thereby exacerbating the misuse of AI- 234

generated texts. However, the defense strategy 235

against SpaceInfi is straightforward: simply filter 236

out extra spaces through preprocessing. 237

4



References238

Chen Chen, Jie Fu, and Lingjuan Lyu. 2023. A path-239
way towards responsible ai generated content. arXiv240
preprint arXiv:2303.01325.241

Wei-Lin Chiang, Zhuohan Li, Zi Lin, Ying Sheng,242
Zhanghao Wu, Hao Zhang, Lianmin Zheng, Siyuan243
Zhuang, Yonghao Zhuang, Joseph E. Gonzalez, Ion244
Stoica, and Eric P. Xing. 2023. Vicuna: An open-245
source chatbot impressing gpt-4 with 90%* chatgpt246
quality.247

Ed Felten, Manav Raj, and Robert Seamans. 2023.248
How will language modelers like chatgpt affect249
occupations and industries? arXiv preprint250
arXiv:2303.01157.251

Sebastian Gehrmann, Hendrik Strobelt, and Alexan-252
der M Rush. 2019. Gltr: Statistical detection and253
visualization of generated text. In Annual Meeting of254
the Association for Computational Linguistics. Asso-255
ciation for Computational Linguistics (ACL).256

Soumya Suvra Ghosal, Souradip Chakraborty, Jonas257
Geiping, Furong Huang, Dinesh Manocha, and Amrit258
Bedi. 2023. A survey on the possibilities & impossi-259
bilities of ai-generated text detection. Transactions260
on Machine Learning Research.261

Biyang Guo, Xin Zhang, Ziyuan Wang, Minqi Jiang,262
Jinran Nie, Yuxuan Ding, Jianwei Yue, and Yupeng263
Wu. 2023. How close is chatgpt to human experts?264
comparison corpus, evaluation, and detection. arXiv265
preprint arXiv:2301.07597.266

Ganesh Jawahar, Muhammad Abdul-Mageed, and267
VS Laks Lakshmanan. 2020. Automatic detection268
of machine generated text: A critical survey. In Pro-269
ceedings of the 28th International Conference on270
Computational Linguistics, pages 2296–2309.271

Ziwei Ji, Nayeon Lee, Rita Frieske, Tiezheng Yu, Dan272
Su, Yan Xu, Etsuko Ishii, Ye Jin Bang, Andrea273
Madotto, and Pascale Fung. 2023. Survey of halluci-274
nation in natural language generation. ACM Comput-275
ing Surveys, 55(12):1–38.276

Haoran Li, Dadi Guo, Wei Fan, Mingshi Xu, and277
Yangqiu Song. 2023. Multi-step jailbreaking privacy278
attacks on chatgpt. arXiv preprint arXiv:2304.05197.279

Stephanie Lin, Jacob Hilton, and Owain Evans. 2022.280
Truthfulqa: Measuring how models mimic human281
falsehoods. In Proceedings of the 60th Annual Meet-282
ing of the Association for Computational Linguistics283
(Volume 1: Long Papers), pages 3214–3252.284

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-285
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis,286
Luke Zettlemoyer, and Veselin Stoyanov. 2019.287
Roberta: A robustly optimized bert pretraining ap-288
proach. arXiv preprint arXiv:1907.11692.289

Nils Lukas, Ahmed Salem, Robert Sim, Shruti Tople,290
Lukas Wutschitz, and Santiago Zanella-Béguelin.291

2023. Analyzing leakage of personally identifiable 292
information in language models. In 2023 IEEE Sym- 293
posium on Security and Privacy (SP), pages 346–363. 294
IEEE Computer Society. 295

Eric Mitchell, Yoonho Lee, Alexander Khazatsky, 296
Christopher D Manning, and Chelsea Finn. 2023. 297
Detectgpt: Zero-shot machine-generated text detec- 298
tion using probability curvature. arXiv preprint 299
arXiv:2301.11305. 300

Baolin Peng, Chunyuan Li, Pengcheng He, Michel Gal- 301
ley, and Jianfeng Gao. 2023. Instruction tuning with 302
gpt-4. arXiv preprint arXiv:2304.03277. 303

Ethan Perez, Saffron Huang, Francis Song, Trevor Cai, 304
Roman Ring, John Aslanides, Amelia Glaese, Nat 305
McAleese, and Geoffrey Irving. 2022. Red team- 306
ing language models with language models. arXiv 307
preprint arXiv:2202.03286. 308

Malik Sallam. 2023. The utility of chatgpt as an exam- 309
ple of large language models in healthcare education, 310
research and practice: Systematic review on the fu- 311
ture perspectives and potential limitations. medRxiv, 312
pages 2023–02. 313

Shibani Santurkar, Esin Durmus, Faisal Ladhak, Cinoo 314
Lee, Percy Liang, and Tatsunori Hashimoto. 2023. 315
Whose opinions do language models reflect? arXiv 316
preprint arXiv:2303.17548. 317

Irene Solaiman, Miles Brundage, Jack Clark, Amanda 318
Askell, Ariel Herbert-Voss, Jeff Wu, Alec Rad- 319
ford, Gretchen Krueger, Jong Wook Kim, Sarah 320
Kreps, et al. 2019. Release strategies and the so- 321
cial impacts of language models. arXiv preprint 322
arXiv:1908.09203. 323

Rohan Taori, Ishaan Gulrajani, Tianyi Zhang, Yann 324
Dubois, Xuechen Li, Carlos Guestrin, Percy Liang, 325
and Tatsunori B. Hashimoto. 2023. Stanford alpaca: 326
An instruction-following llama model. https:// 327
github.com/tatsu-lab/stanford_alpaca. 328

Edward Tian. 2022. GPTZero. Website. 329

Yuchuan Tian, Hanting Chen, Xutao Wang, Zheyuan 330
Bai, Qinghua Zhang, Ruifeng Li, Chao Xu, and 331
Yunhe Wang. 2023. Multiscale positive-unlabeled 332
detection of ai-generated texts. arXiv preprint 333
arXiv:2305.18149. 334

Eduard Tulchinskii, Kristian Kuznetsov, Laida 335
Kushnareva, Daniil Cherniavskii, Serguei Baran- 336
nikov, Irina Piontkovskaya, Sergey Nikolenko, 337
and Evgeny Burnaev. 2023. Intrinsic dimension 338
estimation for robust detection of ai-generated texts. 339
arXiv preprint arXiv:2306.04723. 340

Yizhong Wang, Yeganeh Kordi, Swaroop Mishra, Al- 341
isa Liu, Noah A Smith, Daniel Khashabi, and Han- 342
naneh Hajishirzi. 2022. Self-instruct: Aligning lan- 343
guage model with self generated instructions. arXiv 344
preprint arXiv:2212.10560. 345

5

https://lmsys.org/blog/2023-03-30-vicuna/
https://lmsys.org/blog/2023-03-30-vicuna/
https://lmsys.org/blog/2023-03-30-vicuna/
https://lmsys.org/blog/2023-03-30-vicuna/
https://lmsys.org/blog/2023-03-30-vicuna/
https://github.com/tatsu-lab/stanford_alpaca
https://github.com/tatsu-lab/stanford_alpaca
https://github.com/tatsu-lab/stanford_alpaca
https://gptzero.me/faq


Can Xu, Qingfeng Sun, Kai Zheng, Xiubo Geng,346
Pu Zhao, Jiazhan Feng, Chongyang Tao, and Daxin347
Jiang. 2023. Wizardlm: Empowering large lan-348
guage models to follow complex instructions. arXiv349
preprint arXiv:2304.12244.350

Xiaoming Zhai. 2022. Chatgpt user experience: Impli-351
cations for education. Available at SSRN 4312418.352

Terry Yue Zhuo, Yujin Huang, Chunyang Chen, and353
Zhenchang Xing. 2023. Exploring ai ethics of354
chatgpt: A diagnostic analysis. arXiv preprint355
arXiv:2301.12867.356

A Benchmark Details357

We use the AI-generated text from the following358

benchmarks.359

• Alpaca (Taori et al., 2023) is an instruction360

dataset generated based on ChatGPT and self-361

instruction (Wang et al., 2022). It initially362

comprises 175 seed instructions and is ex-363

panded to 52k instructions using ChatGPT.364

During the expansion process, Alpaca aims to365

ensure diversity in the set of questions. For366

our experiments, we randomly selected 100367

Alpaca instructions as the test set.368

• Vicuna is the test set used by Vicuna (Chiang369

et al., 2023). It consists of 80 questions cover-370

ing nine categories, such as writing, roleplay,371

math, coding, and knowledge. These ques-372

tions are more diverse than Alpaca. We use373

this benchmark to validate the effect of Space-374

Infi on more diverse questions and responses.375

• WizardLM is the test set used by Wiz-376

ardLM (Xu et al., 2023). This test set consists377

of 218 challenging questions and covers a di-378

verse list of user-oriented instructions includ-379

ing difficult coding generation & debugging,380

math, reasoning, complex formats, academic381

writing, and extensive disciplines.382

• Alpaca-GPT4 (Peng et al., 2023) is a GPT-383

4 version of Alpaca, which is considered to384

has higher quality. We use this benchmark385

to validate the effect of SpaceInfi on GPT-4386

generated text.387

B Generation Details388

We utilize ChatGPT (turbo-3.5) to generate re-389

sponses for Alpaca, Vicuna-eval, and WizardLM-390

eval datasets. To obtain AI-generated text, we391

employ various evasion detection strategies. For392

Alpaca-GPT4, we directly use the released GPT-4 393

responses (Peng et al., 2023) and then apply the 394

SpaceInfi strategy. 395

C How do evasions affect the generated 396

text? 397

In Table 1, we provide concrete examples to demon- 398

strate the texts generated with different strategies. 399

The texts reveal some interesting behaviors of Chat- 400

GPT detectors. 401

Different strategies have different impact on the 402

quality of the response. Evidently, the SpaceInfi 403

strategy, which adds a single space, does not affect 404

the original response quality. We also did not find 405

clear impact of the act-like-a-human strategy on re- 406

sponse quality. However, the style switch strategies 407

do affect the response quality. That is, although the 408

answers remain correct, their presentation becomes 409

less acceptable. As the style intensifies, the accept- 410

ability of the answer format declines. According to 411

the texts, SpaceInfi is the only strategy that retains 412

the response quality and evasion rate. 413

D Deeper Analysis of Token Mutation 414

To justify the generality of token mutation, we 415

present some of the token mutations we discovered 416

in RoBERTa in Table 2. It is evident that although 417

the difference between the two tokens may appear 418

minimal to humans, there is a substantial alteration 419

in token ids within the language models that the 420

original token id has disappeared. 421

Subsequently, we selected three such token mu- 422

tations and tested their capability to evade detectors 423

when employed as attack mechanisms over Vicuna- 424

eval and HelloSimpleAI. The results are demon- 425

strated in Table 3. It can be observed that, similar 426

to the original SpaceInfi strategy, these token muta- 427

tions invariably lead to a notable decline in detector 428

capabilities. This corroborates the generality of the 429

attacks inflicted by token mutation on the detectors. 430

We believe that the mismatched representations 431

between humans and LMs causes the infiltration. 432

As a result, similar minimal modifications may 433

easily bypass LM-based detectors. 434

E Why SpaceInfi is effective for 435

perplexity-based detectors? 436

GPTZero is based on perplexity. We explain the 437

reason from the mathematical formulation of per- 438

plexity. Perplexity is a measure of how well a prob- 439

ability language model predicts a natural language 440
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Table 1: Texts Generated by Different Strategies.

Question: Describe the color pink.
No prompt GPTZero: AI. HelloSimpleAI: AI. MPU: AI.
As an AI language model, I don’t have personal experiences or visual perception. However, I can

describe the color pink based on its widely recognized characteristics. Pink is a vibrant and soft
hue that falls between red and white on the color spectrum. It is often associated with femininity,
tenderness, and innocence. Pink can vary in intensity, ranging from pale pastel tones to deep and
vivid shades. This color is frequently linked to affection, joy, and romanticism. It is commonly
used in fashion, interior design, and branding to create a sense of charm and playfulness.

Act like a human GPTZero: Human. HelloSimpleAI: AI. MPU: AI.
Pink is a soft and gentle color, the lighter version of red. It’s delicate and feminine, often
associated with flowers, romance, and sweetness. It’s a bright and cheerful color that can evoke
feelings of warmth and happiness. It can be described as playful, charming, and cute. Depending on
the shade, it can also be modern and bold. Overall, pink is a versatile and lovely color that can
bring joy to anything it touches.

Colloquial style GPTZero: AI. HelloSimpleAI: AI. MPU: AI.
Pink is that color you see when you’re walking through a garden. It’s soft and delicate like the
petals on a rose. It’s also the color you see on a warm summer sunset, when the sky is a mix of pink
and orange. Pink is the color of love, friendship and sweetness. It’s light hearted and playful,
like the color of cotton candy. A playful color that makes you smile, whether you’re wearing it or
staring at it. It’s the perfect color for a sunny day picnic, where the strawberry pie is as sweet
as the pink tablecloth it’s on. That’s what pink is - a soft, sweet color that makes everything a
little brighter.

Slang style GPTZero: Tie. HelloSimpleAI: AI. MPU: AI.
Yo, pink be poppin’ like a boss! It be that soft, cute, and flirty color that make you wanna blush.
It’s like a mix of red and white, with just the right amount of sweetness. Pink be the color that
makes you feel girly and sassy at the same time. It’s the color of unicorns, princesses, and all
things fabulous. So, if you want to add some sass to your life, you got to add some pink!

Shakespearean style GPTZero: Human. HelloSimpleAI: Human. MPU: Human.

Oh! thou dost asketh of the hue of pink,
A shade so delicate, as roses think,
A tinge of red, with white’s restrain,
On sight, it doth a blush maintain.

Its rosy glow, like dawn’s first light,
Or twilight’s ray, on summer’s night,
A colour soft, sweet and mild,
With beauty, that leaves no heart beguiled.

It speaks of love, and tenderness much,
An essence, that’s tender to the touch,
A color, so lovely to the eye,
Of shades, that doth one’s spirit inspire high.

Ah! pink, a colour of grace divine,
A freshness, that doth ever shine,
An apt reflection of affection pure,
That’s found, forevermore to endure.

SpaceInfi GPTZero: Human. HelloSimpleAI: Human. MPU: AI.
As an AI language model , I don’t have personal experiences or visual perception. However, I can

describe the color pink based on its widely recognized characteristics. Pink is a vibrant and soft
hue that falls between red and white on the color spectrum. It is often associated with femininity,
tenderness, and innocence. Pink can vary in intensity, ranging from pale pastel tones to deep and
vivid shades. This color is frequently linked to affection, joy, and romanticism. It is commonly
used in fashion, interior design, and branding to create a sense of charm and playfulness.
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Table 2: Examples of Token Mutation

Token Mutation Token Mutation

’.’ (4) → ’ .’ (479) ’,’ (6) → ’ ,’ (2156)
’-’ (12) → ’ -’ (111) ’:’ (35) → ’ :’ (4832)
’)’ (43) → ’ )’ (4839) ’/’ (73) → ’ /’ (1589)
’'’ (108) → ’ '’ (128) ’"’ (113) → ’ "’ (22)
’?’ (116) → ’ ?’ (17487) ’;’ (131) → ’ ;’ (25606)
’%’ (207) → ’ %’ (7606) ’!’ (328) → ’ !’ (27785)

Table 3: Comparison of Accuracy between Original
Data and Token Mutation

Strategy Original Acc. Acc. after strategy

’:’ (35) → ’ :’ (4832) 81.3% 9.4%
’'’ (108) → ’ '’ (128) 81.0% 33.4%

’ ’ → ’ ’(1437) 80.8% 9.6%

sentence. The perplexity of a sentence is computed441

by:442

Perplexity(W ) =
N∏
i=1

2−
1
N

log2 p(wi|wi−1,...,w1)

(1)443

wi denotes the i-th word of the sentence W .444

As SpaceInfi introduce an extra space, the per-445

plexity contains a term446

2−
1
N

log2 p(wi=”,”|wi−1=” ”,...,w1) (2)447

We assume that AI-generated text is always448

well-formed. Specifically, when calculat-449

ing perplexity, it did not encounter cases450

with extraneous spaces inserted. Therefore,451

p(wi = ”, ”|wi−1 = ” ”, . . . ,w1) → 0. It ulti-452

mately results in a high value for Perplexity(W),453

leading the detector to consider the text as non-AI-454

generated.455

This explains why SpaceInfi works for456

perplexity-based GPTZero. It also reveals why457

the robustness of the perplexity-based detector is458

low: we can easily modify the AI-generated text to459

obtain a very high perplexity.460
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