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Abstract

As a complex task that requires rich informa-001
tion input, features from various aspects have002
been utilized in event extraction. However,003
most of the previous works ignored the value004
of glyph, which could contain enriched se-005
mantic information and can not be fully ex-006
pressed by the pre-trained embedding in hi-007
eroglyphic languages like Chinese. We ar-008
gue that, compared with combining the sophis-009
ticated textual features, glyphic information010
from visual modality could provide us with011
extra and straight semantic information in ex-012
tracting events. Motivated by this, we propose013
a glyphic multi-modal Chinese event extrac-014
tion model with hieroglyphic images to cap-015
ture the intra- and inter-character morpholog-016
ical structure from the sequence. Extensive ex-017
periments build a new state-of-the-art perfor-018
mance in the ACE2005 Chinese and KBP Eval019
2017 dataset, which underscores the effective-020
ness of our proposed glyphic event extraction021
model, and more importantly, the glyphic fea-022
ture can be obtained at nearly zero cost.023

1 Introduction024

Event extraction aims to extract events from the025

sentence, each of which consists of four types of026

elements: a trigger and multiple arguments are ex-027

ist as the raw spans in the input text, an event type028

or role type are assigned to corresponding trigger029

and argument as a result of classification. The ex-030

ample in Figure 1 contains an event record: an031

Meet event triggered by “讲话”(speech), the cor-032

responding Person argument is “总理”(prime min-033

ister) and “民众”(people), and Place argument is034

“受灾山区”(disaster-stricken mountainous area).035

Recent studies on event extraction have incor-036

porated a variety of features, such as textual el-037

ements (Lu et al., 2021; Liu et al., 2023), extra038

annotations (Lin et al., 2020; Yang et al., 2023b),039

and multi-modal components (Li et al., 2023a;040

Nguyen et al., 2023). Nevertheless, research on041

总理 在 受灾山区 对 民众 发表 讲话

Meet

Person Place Person

总 理 在 受灾 山 区 对

b)	shape	glyph 山
Mountain Shape

Text

Hieroglyphic 
Image

Event Meet, 
Trigger: 讲话，
Arguments:

Person 总理，
Place 受灾山区
Person 民众，

民 众 发 表讲 话

(The Prime Minister delivered a speech to the people
in the disaster-stricken mountainous area.)

Trigger

a)	radical glyph
Conversation Speak
讲话

Figure 1: Example of the glyphic information in Chi-
nese Event Extraction.

Chinese event extraction remains sparse. The ma- 042

jority of these studies tend to directly implement 043

English event extraction techniques on Chinese 044

datasets (Lin et al., 2020; Cui et al., 2024), while 045

only a limited number of works have tailored their 046

methodologies based on the inherent traits of the 047

Chinese language (Lin et al., 2020; Xu et al., 2020; 048

Liu et al., 2021). 049

Despite their effectiveness, previous works with 050

sophisticated feature have encountered high anno- 051

tation costs and narrow application scopes, mak- 052

ing them less than optimal for Chinese event ex- 053

traction. In this study, we shift our attention to a 054

long-existing yet often neglected feature: glyphs. 055

Chinese, as a hieroglyphic language, embeds sub- 056

stantial information within the glyphs of its char- 057

acters, which is pivotal for Chinese event extrac- 058

tion. To illustrate, the radical glyph plays a critical 059

role in communicating the semantic essence of the 060

trigger phrase “讲话” (speech). The radical “讠”, 061

signifying speech, is present in both characters, 062

emphasizing its connection to the act of speaking. 063

Furthermore, the shape of the first character “山” 064

in “受灾山区” directly evolved from the actual sil- 065

houette of a mountain (a shape glyph). This intu- 066

itive glyphic representation facilitates the straight- 067

forward extraction and classification of “受灾山 068
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区” as a Place argument.069

However, it is challenging to incorporate070

glyphic information into Chinese event extraction071

tasks. This difficulty arises because it is un-072

clear how glyphs impact event triggers or argu-073

ments along with their connections, and we also074

lack effective methods for incorporating glyphs075

into downstream tasks such as event extraction.076

The straightforward adoption of the efforts in pre-077

training from previous works (Yin et al., 2016; Sun078

et al., 2021) are not applicable since their ways079

of splitting sequence into characters and radicals080

to align with the tokenized sequence are hard to081

capture the semantic connection across words in082

the sentence, which could be the crucial for down-083

stream tasks.084

In this study, we utilize glyphic images at085

sentence-level as an alternative to radical or char-086

acter information for capturing glyph details. As087

illustrated in Figure 2, we transform the charac-088

ter sequence of a sentence directly into a glyphic089

image with active visual emphasises and lever-090

age this image for Chinese event extraction. This091

approach is distinct from splitting into radicals092

or characters, providing a comprehensive repre-093

sentation of the sentence, enabling the model to094

perceive glyphic features through a high-level vi-095

sual perspective, enhancing the extraction process.096

Furthermore, we adopt a Vision-Language Model097

(VLM) integrated with two modality alignment098

methods to decipher the interplay between the in-099

put sentence and the glyphic image. This integra-100

tion enables the model to bridge the gap between101

character sequence and glyphic image, and learn102

the interaction between them.103

The detailed evaluation shows that our proposed104

model significantly advances the state-of-the-art105

performance on several benchmarks, indicating106

that the glyphic information can be obtained to en-107

hance Chinese event extraction at nearly zero cost.108

2 Related Works109

In this section, we introduce two related topics:110

event extraction and applications of glyphic infor-111

mation.112

2.1 Event Extraction113

Event extraction works have indeed leveraged fea-114

tures from diverse perspectives, from the original115

contextual features (Chen et al., 2015; Wang et al.,116

2019; Sha et al., 2016; Cui et al., 2020; Lin et al.,117

2020) to the features from extra annotations or 118

modalities(Lin et al., 2020; Yang et al., 2023b; 119

Li et al., 2023b,a; Nguyen et al., 2023). Recent 120

trends have shifted towards harnessing the power 121

of large language models to generate the structure 122

of events (Lu et al., 2021; Liu et al., 2023; Yang 123

et al., 2023b). 124

Although various works have contributed to 125

event extraction, few have tailored their meth- 126

ods specifically to the unique characteristics of 127

the Chinese language (Chen and Ji, 2009; Li and 128

Zhou, 2012; Li et al., 2012; Ding et al., 2019). 129

These prior studies often relied on hand-crafted 130

features and patterns, which limited their compat- 131

ibility with modern deep learning networks. Re- 132

cent works with neural networks have shown great 133

advance on the basis of raw inputs. For instance, 134

Xu et al. (2020) addressed the issue of overlap- 135

ping roles, while Shen et al. (2020) introduced 136

hierarchical event features. Separately, Lin et al. 137

(2018) approached event detection on a character- 138

by-character basis, utilizing a hybrid representa- 139

tion for each character. 140

Previous studies have typically approached 141

event extraction without fully considering the 142

unique glyphic features inherent in hieroglyphic 143

languages like Chinese. However, in our study, we 144

innovate by manipulating the glyphic characteris- 145

tics of Chinese characters using vision-language 146

models. To the best of our knowledge, this marks 147

the first instance where methods have been de- 148

signed specifically with the glyphic attributes of 149

hieroglyphic languages in mind for event extrac- 150

tion. 151

2.2 Applications of Glyphic Information 152

Given the routine nature of characters, there is a 153

growing trend to interpret glyphic features through 154

embeddings. Initial efforts focused on captur- 155

ing glyphs by decomposing characters into radi- 156

cals (Shi et al., 2015; Yin et al., 2016; Sun et al., 157

2021). More recent studies have taken a more 158

direct approach, training embeddings by viewing 159

each characters as images (Aoki et al., 2020; Yang 160

et al., 2023a). This method allows glyph informa- 161

tion to be naturally learned through image mod- 162

eling. However, there is still a significant gap be- 163

tween training these embeddings and their applica- 164

tion in specific downstream tasks. As a result, only 165

a handful of studies have successfully leveraged 166

glyphic information to enhance their downstream 167

task performance (Zhang et al., 2023). 168
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With Predicted 
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Figure 2: The illustration of our proposed method.

Different from previous studies, we intro-169

duce an innovative approach that manipulates the170

glyphic characteristics of Chinese characters at171

the sentence-level with the vision-language mod-172

els specifically tailored for Chinese event extrac-173

tion. Our method stands out as the first to uti-174

lize glyphic features directly in a downstream task,175

rather than solely relying on pre-training or split-176

ting them.177

3 Chinese Event Extraction via Glyphic178

Vision-Language Model179

In this study, we utilize a Glyphic Vision-180

Language Model specifically designed for Chinese181

event extraction. As shown in Figure 2, our ap-182

proach involves several key steps. Firstly, we con-183

vert the input sentence into a glyphic image using184

a visual emphasis construction method. Secondly,185

we employ a vision-language Model to learn the186

interactions between the input sentence and the187

glyphic image. Finally, we generate the event188

structure based on two fusion strategies. In the be-189

low of these section, we will discuss these issues190

one by one.191

3.1 Glyphic Image Construction192

We first illustrate the construction process of the193

glyphic image. This process can be divided into194

two stages. The first stage is sequence image con-195

struction, which focuses on capturing the internal196

morphological structure of characters and their in-197

teractions. To interpret the glyphic information198

in the sequence, different fonts will be selected.199

总理在受灾山区对民众
发表讲话

Kai (楷体)

總理在受災山區對民眾
發表講話

Traditional Song (繁体-宋体)

Seal Script (篆书)

总理在受灾⼭区对民众
发表讲话

总理在受灾山区对民众
发表讲话

Song (宋体) Semi-cursive (⾏书)

Figure 3: Example of fonts which interpret glyphic
information with different writing styles.

Once the sequence image is built, we further refine 200

it with visual emphasis based on the intrinsic char- 201

acteristics of event extraction. This refinement is 202

to actively helps the image better adapt to down- 203

stream tasks, as discussed in the next subsection. 204

Given a Chinese sentence, each character is 205

transformed to an image of size p × q with a spe- 206

cific font, such as Song (宋体) and Seal Script (篆 207

书) as shown in Figure 3, each with their unique 208

writing styles, are instrumental in interpreting the 209

specific meanings of glyph. We also have tra- 210

ditional Chinese included for a richer array of 211

graphic content to explore the best fonts of captur- 212

ing the semantic information and enable the model 213

to amalgamate pictographic data. Then, a sentence 214

containing N characters is constructed in a image 215

of size K×K, composing of the characters’ pixel 216

maps that are concatenated sequentially or start an- 217

other new line with a common modern Chinese 218

writing order: from left to right and starting a new 219

line below current one. 220
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3.2 Visual Emphasis Construction221

As the glyph information is delivered to the model222

passively and waits for the model to dig into them223

by itself, we further consider actively directing the224

model to focus on specific parts of the event from225

the image. Specifically, we designed two parts of226

visual emphasises as follows:227

Trigger Emphasis228

Using a concept akin to tag embedding, Trigger229

Emphasis visually distinguishes the event trigger230

from the surrounding plain text. This visual cue231

guides the model to focus on the corresponding232

part of the image. Since actual triggers are not233

provided in advance, we first train a generative234

model1 using only the trigger annotations from the235

ground truth data. This trained model then pre-236

dicts the triggers for each sample. As shown in237

Figure 4(a), the predicted triggers are highlighted238

in red on the glyph image, serving as an active re-239

minder for the model.240

Type and Argument Emphasis241

In addition, based on the hypothesis of shared242

glyphs as introduced in Figure 1, we incorporate243

the glyphs representing the event type and corre-244

sponding arguments into the image. This is done245

to further emphasize the event context. As shown246

in Figure 4(b), these types and arguments are pre-247

dicted using a similar approach to the trigger pre-248

diction mentioned earlier. Specifically, the pre-249

dicted trigger from the previous emphasis step is250

concatenated with the input text to infer the corre-251

sponding arguments and types. In the glyphic im-252

age, the predicted types are translated (translation253

can be found in Appendix A) and printed in blue,254

while the arguments are printed in green. This vi-255

sual representation helps the model better under-256

stand and extract events from the text.257

3.3 Vision Encoder with Sequence Order258

Alignment259

Given a glyph image with Visual Emphasis, we260

use Vision Transformer (ViT) as the image en-261

coder to learn the visual representation. ViT is262

crafted to distill high-level visual features from un-263

processed images, attaining excellent results com-264

pared to state-of-the-art convolutional networks.265

Besides, to align with the textual writing order,266

we employ a Sequence Order Alignment method267

1LLaMA-3-8B-Instruct, https://huggingface.co/
meta-llama/Meta-Llama-3-8B-Instruct

“Extract the triggers”

Trigger:讲话
“Extract the Types 
and Arguments 
with讲话”

Argument:总理,
民众,受灾山区
Type:会谈

总理在受灾山
区对民众发表
讲话 Finetuned 

LLM

Finetuned 
LLM

Glyph Image

Glyph Image

Glyph Image
b)With Predicted Types/Arguments

a)With Predicted Triggers

总理在受灾山区对民众
发表讲话

总理在受灾山区对民众
发表讲话

总理在受灾山区对民众
发表讲话
事件类型：会谈

Input Text

Figure 4: Process of visual emphasis construction.

that simulates the reading order of the glyph im- 268

age. 269

Specifically, the input image is divided into a 270

grid of patches, and each patch is then embedded 271

into a visual token. As shown in Figure 5 a), the 272

grid is then flatten into a sequence that follow the 273

order of human reading and align with the textual 274

tokens in the review inputted into the LLM. The 275

patch in the upper right corner (marked as 1 in Fig- 276

ure 5 a)) of the image will be placed in the start of 277

the flattened sequence when inputted into the trans- 278

former, followed by the patch on its right. Once 279

reach the end of a line, the next patch would be 280

the rightmost patch in the line below (marked as 281

4). 282

With the alignment method, the visual tokens 283

are in the same order with the textual tokens, 284

which then augmented with positional encodings 285

before being fed into the Transformer. Then the 286

encoded image representations xv can be obtained 287

from image I . 288

3.4 Text Encoder with Fusion Instruction 289

As Large Language Models (LLMs) has shown 290

great capability in understanding the semantic in- 291

formation, we employ the LLM as our text en- 292

coder also the modality fusioner. 293

We specifically design the instructions for fu- 294

sion in natural language, responsible for guiding 295

the VLM to fuse visual input. The fusion instruc- 296

tion are designed as shown in Figure 5 b), which 297

include a guiding instruction at both before and af- 298

ter the visual tokens, along with the specific text 299

for extracting. 300

When provided with a image and text, the LLM 301

processes the vision encoder’s output as visual to- 302

kens xv and the tokenized text as language tokens 303

xt_before and , xt_after. These tokens are subse- 304

quently merged to create the input sequence x, 305

4
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Figure 5: The illustration of our fusion strategies.

specifically:306

x = [xt_before, xv, xt_after] (1)307

Given the fused token sequence x = x1, ..., x|x|308

as input, the model outputs the linearized represen-309

tation y = y1, ..., y|y|. The decoder predicts the310

output sequence token-by-token. At the i-th step311

of generation, the decoder predicts the i-th token312

yi in the linearized form, and decoder state hdi as:313

yi, h
d
i = ([hd1, ..., h

d
i−1], yi−1) (2)314

The conditional probability of the whole output315

sequence p(y|x) is progressively combined by the316

probability of each step p(yi|y<i, x):317

p(y|x) =
|y|∏
i=1

p(yi|y<i, x) (3)318

where y<i = y1...yi−1, and p(yi|y<i, x) are the319

probabilities over target vocabulary V .320

The objective functions is to maximize the out-321

put target sequence XT probability given the re-322

view sentence XO. Therefore, we optimize the323

negative log-likelihood loss function:324

L = − 1

|τ |
∑

(XO,XT )∈τ

log p(XT |XO; θ) (4)325

where θ is the model parameters, and (XO, XT ) is326

a (sentence, target) pair in training set τ , then327

log p(XT |XO; θ) =

=

n∑
i=1

log p(xiT |x1T , x2T , ...xi−1
T , XO; θ)

(5)328

where p(xiT |x1T , x2T , ...x
i−1
T , XO; θ) is calculated329

by the decoder.330

4 Experiment 331

In this section, we introduce the datasets used for 332

evaluation and the baseline methods employed for 333

comparison. We then report the experimental re- 334

sults conducted from different perspectives, and 335

analyze the effectiveness of the proposed model 336

with different factors. 337

4.1 Dataset and Experiment Setting 338

In this study, we use ACE2005 Chinese (ACE05) 339

(Walker et al., 2006) for Event Extraction and TAC 340

KBP 2017 Event Nugget Detection Evaluation 341

(KBP17) datasets for Event Detection. For these 342

two dataset, we follow the splittin setting from 343

ONEIE (Lin et al., 2020) and Lin et al. (2018) re- 344

spectively. 345

For our Vision-Language Model, we employ 346

the pre-trained weight InternLM-XComposer2- 347

VL(Dong et al., 2024) and LoRA fine-tune the 348

LLM adapter parameters. We tune the parameters 349

of our models by grid searching on the validation 350

dataset and average the 5 runs as the final result. 351

The LoRA alpha is set to 128 and LoRA rank is 352

set to 64. The model parameters are optimized by 353

Adam (Kingma and Ba, 2015), with a learning rate 354

of 5e-5. The batch size is set to 1 with a cut-off 355

length of 4096 and image size of 490 × 490. The 356

glyph is interpreted with traditional Chinese and 357

Song (宋体). The LoRA adapter would be merged 358

with the original parameters and freeze during the 359

inference process. Our experiments are carried out 360

with two Nvidia RTX A6000 GPUs. 361

We use the same criteria as (Zhang et al., 2019; 362

Wadden et al., 2019) for evaluation. A Trigger 363

is correctly identified (Tri-I) if its offsets match a 364

ground truth trigger. It is correctly classified (Tri- 365

C) if its event type also matches the ground truth 366

trigger. An Argument is correctly identified (Arg- 367

I) if its offsets and event type match a ground truth 368

argument mention. It is correctly classified (Arg- 369

C) if its role label also matches the ground truth 370

argument mention. 371

4.2 Main Results 372

In Table 1 and Table 2, we present a compre- 373

hensive comparison of our proposed model with 374

various state-of-the-art baselines. These base- 375

lines include character-feature, word-feature mod- 376

els, feature-enriched models as well as large lan- 377

guage models. 378

Character-feature methods, such as C-BiLSTM 379
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Method
ACE05 KBP17

Tri-I Tri-C Tri-I Tri-C
P. R. F1. P. R. F1. P. R. F1. P. R. F1.

FBRNN(Char) 0.613 0.456 0.523 0.575 0.428 0.491 0.579 0.369 0.451 0.517 0.329 0.402
DMCNN(Char) 0.601 0.616 0.609 0.571 0.585 0.578 0.536 0.499 0.517 0.501 0.465 0.482
C-BiLSTM* 0.656 0.667 0.661 0.600 0.609 0.604 - - - - - -
FBRNN(Word) 0.641 0.637 0.639 0.599 0.596 0.597 0.651 0.468 0.545 0.601 0.432 0.502
DMCNN(Word) 0.666 0.636 0.651 0.616 0.588 0.602 0.604 0.516 0.556 0.548 0.468 0.505
HNN* 0.742 0.631 0.682 0.771 0.531 0.630 - - - - - -
Rich-C* 0.622 0.719 0.667 0.589 0.681 0.632 - - - - - -
NPN* 0.648 0.738 0.690 0.609 0.693 0.648 0.643 0.531 0.582 0.576 0.476 0.521
TLNN 0.651 0.716 0.681 0.606 0.680 0.639 0.622 0.563 0.591 0.572 0.501 0.534
ONEIE* - - - - - 0.656 - - - - - -
DEGREE 0.647 0.709 0.676 0.613 0.681 0.645 0.624 0.559 0.589 0.577 0.502 0.535
LLaMA-3 0.724 0.682 0.702 0.676 0.641 0.658 0.652 0.578 0.612 0.609 0.512 0.556
ChatGLM-3 0.560 0.453 0.501 0.491 0.401 0.441 0.439 0.377 0.409 0.485 0.436 0.459
Ours 0.741 0.708 0.724 0.695 0.664 0.679 0.683 0.596 0.636 0.638 0.531 0.581

Table 1: Comparison with baselines in Event Detection, * indicates the results adapted from the original paper.

Method Arg-I Arg-C
P. R. F1. P. R. F1.

C-BiLSTM * 0.530 0.522 0.526 0.473 0.466 0.469
Rich-C* 0.436 0.573 0.495 0.392 0.516 0.446
ONEIE* - - - - - 0.520
JMCEE* 0.663 0.452 0.537 0.537 0.467 0.500
LLaMA-3 0.562 0.578 0.569 0.533 0.526 0.529
Ours 0.581 0.601 0.590 0.547 0.562 0.554

Table 2: Comparison with baselines in Argument Ex-
traction in ACE05-CN.

(Zeng et al., 2016), FRCNN (Ghaeini et al., 2016),380

DMCNN (Chen et al., 2015), solving Chinese381

Event Detection in a character-level sequential la-382

beling paradigm. On the other hand, word-feature383

methods segment sentence into words, such as384

HNN (Feng et al., 2016) and word-based FRCNN385

and DMCNN. Feature-enriched models have ex-386

tra information inputted then the previous two, in-387

clude Rich-C (Chen and Ng, 2012), NPN (Lin388

et al., 2018), TLNN (Ding et al., 2019), JM-389

CEE (Xu et al., 2020). We also deploy English390

methods on Chinese, include: ONEIE (Lin et al.,391

2020) and DEGREE (Hsu et al., 2022). The392

newly released LLaMA-3-8B (AI@Meta, 2024)393

and ChatGLM-3-6B (Zeng et al., 2023) are also394

included as our LLM baseline.395

As shown in Table 1 and Table 2, we find396

that word-feature methods outperform character-397

feature methods, revealing that words could bet-398

ter represent the semantic information in Chinese399

event extraction then characters. In addition, the400

methods integrate hybrid features surpass the sin-401

gle feature methods, showing us the value of em-402

Method ACE05 KBP17
Tri-C Arg-C Tri-C

Basic 0.633 0.523 0.547
+Sequence Image 0.661 0.539 0.567

+Trigger Emphasis 0.671 0.545 0.572
+Argument Emphasis 0.662 0.548 0.568
+Type Emphasis 0.665 0.542 0.564

Ours 0.679 0.554 0.581

Table 3: Results of the contribution of the glyphic fea-
ture, measured by F1-score.

ploying lavish features for the complex task such 403

as event extraction. 404

Moreover, our proposed model exhibits signif- 405

icant improvements over all prior studies (p < 406

0.05), demonstrating the efficacy of our visual 407

glyphic information when applied with large lan- 408

guage models for Chinese event extraction. To 409

the best of our knowledge, this is the first attempt 410

to leverage glyphic information in visual modality 411

and sequence formation in event extraction. 412

4.3 Contribution of Glyphic Information 413

After analyzing the overall performance, a natural 414

question arises: How much does the glyphic fea- 415

ture contribute to it? To investigate this, we grad- 416

ually incorporate various glyphic information into 417

LLM, starting from the sequence image up to the 418

visual emphasises. We use "Basic" in Table 3 to 419

refer to the removing of visual modality, relying 420

solely on textual features. 421

As depicted in Table 3, when using only tex- 422

tual features, the performance of VLM is notably 423

low, underscoring the necessity of enriched fea- 424
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Font Formation Illustration ACE05 KBP17
Tri-C Arg-C Tri-C

Song(宋体)

Simplified

发表讲话 0.673 0.545 0.569
Semi-cursive(行书) 发表讲话 0.665 0.539 0.566
Cursive(草书) 0.662 0.534 0.558
Song(宋体) - Ours

Traditional

發表講話 0.679 0.554 0.581
Semi-Cursive(行书) 發表講話 0.677 0.556 0.576
Cursive(草书) 0.672 0.547 0.572
Seal Script(篆体) 0.664 0.540 0.563

Table 4: Result of different fonts and formations, measured by F1-score.

tures to achieve SOTA results in complex tasks425

like event extraction. Significantly improved per-426

formance is observed when the Sequence Image427

is included in the input, highlighting the superior-428

ity of glyphic information in capturing semantic429

details for event extraction. Furthermore, all the430

visual emphasises contribute positively to event431

extraction, demonstrating the effectiveness of ac-432

tive visual reminders that guide the model to focus433

on specific image components. Among these em-434

phasises, Trigger Emphasis outperforms the oth-435

ers. Additionally, our proposed model, which com-436

bines both active and passive methods of incor-437

porating visual glyphic features, achieves the best438

performance and showcases the value of glyphs in439

event extraction.440

We subsequently add cases study in Appendix441

B to make a more intuitive illustration of the ef-442

fects of the glyphic information.443

5 Analysis and Discussion444

In this section, we give some analysis and discus-445

sion to show the effectiveness of proposed glyphic446

vision-language model.447

5.1 Comparison of Glyph Rationales448

Different fonts represent different rationales to-449

wards the glyph as well as the formations (simpli-450

fied and traditional). Thus we first analysis the im-451

pact of the rationales in Table 4 by replacing the452

characters in the image with various fonts.453

From Table 4, we observe that the traditional454

Chinese characters outperform the simplified ones,455

which is expected since traditional characters con-456

tain more radicals. This feature not only extends457

the pool of shared radicals between characters, but458

also provides us with more semantic information459

behind the characters, such as讲话” (speech, sim-460

plified) and 講話” (speech, traditional): the tra-461

ditional one contains one more radical of “口”462

事件抽取 取抽件事 事
件
抽
取

取
抽
件
事

Left to Right Right to Left Up to Bottom Bottom to Up

Figure 6: Illustration of different orders of writing.

Orders ACE05 KBP17
Tri-C Arg-C Tri-C

Top to Bottom 0.677 0.551 0.578
Bottom to Top 0.675 0.548 0.581
Right to Left 0.673 0.552 0.576
Left to Right (Ours) 0.679 0.554 0.581

Table 5: Comparison with different human writing or-
ders, measured by F1-score.

(mouth), indicating that speech is an action from 463

the mouth. In terms of the fonts, Song (宋体) 464

surpasses the other fonts. This may be due to the 465

fewer adhesions between radicals within a charac- 466

ter in Song, making it easier for the visual encoder 467

to distinguish them and establish connections be- 468

tween the shared radicals across different charac- 469

ters. 470

5.2 Impact of Order Alignment 471

We evaluate the effect of order alignment in the 472

image by inputting our glyphic information with 473

different orders, also examining if human writing 474

habits influence the visual encoder’s capture. 475

Particularly, besides from the order shown in 476

Figure 4 that writing the sentence from left to right, 477

we also include the writing habits where the sen- 478

tence are wrote: 1) from top to bottom (Classic 479

Chinese); 2) from bottom to top; 3) from right to 480

left (Arabic, Hebrew) as shown in Figure 6. 481

Based on the findings presented in Table 5, 482

it is evident that different writing orders demon- 483

strate comparable performance, suggesting that 484

the model’s understanding of the sequence is not 485
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总

Split (Word) Split(Character) Split (Radical)

理 在

受 灾 山

区 对

总 丷 口 心

理 ⺩ 里

在 一 人 土民

总理在受灾山

区对民众发表

讲话

总 理 在

受灾 山 区

对 民 众

Sentence (Ours)

Figure 7: Illustration of different organizations.

Organization Manner ACE05 KBP17
Tri-C Arg-C Tri-C

Split (Word)
Splitting

0.658 0.536 0.564
Split (Character) 0.652 0.531 0.556
Split (Radical) 0.639 0.527 0.553
Sentence (Ours) Serial 0.661 0.539 0.567

Table 6: Comparison with different sentence organiza-
tions, measured by F1-score.

significantly influenced by human writing habits.486

Notably, the left-to-right writing order yields bet-487

ter results compared to other orders. We attribute488

this improvement to the utilization of Sequence489

Order Alignment in the visual encoder, as de-490

picted in Figure 5 a). In this approach, the patch491

situated in the upper right corner of the image492

is positioned at the beginning of the flattened se-493

quence before being fed into the transformer. Sub-494

sequently, the patch to its right follows in a sequen-495

tial manner, ensuring that the linearized sequence496

aligns with the order of the textual input.497

5.3 Impact of Sequence Image498

We subsequently compare different ways of in-499

corporate glyph information, especially compared500

with the previous way of splitting into charac-501

ters (Aoki et al., 2020; Yang et al., 2023a) or radi-502

cals (Lyu et al., 2021). Concretely, besides from503

the organization shown in Figure 4 that writing504

the characters follow the sentence order, we also505

include organizations as shown in Figure 7 where506

the sentences are: 1) split into words; 2) split into507

characters; 3) split into radicals.508

As shown in Table 6, we first find the sen-509

tence manner outperform the splitting, indicating510

that, the sequence image can better help the model511

capturing the correlations over sentence in down-512

stream tasks. Among the three splits, the splitting513

by character falls behind the word-based, we be-514

lieve this due to basic meaning unit of Chinese is515

word instead of character (and this is why it needs516

segmentation). The splitting by radical does not517

surpass the splitting by characters, this may due to518

their shapes have already been covered by charac-519

ters, leading to no improvement in glyph.520
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Figure 8: Improvement of data efficiency from glyph.

5.4 Analysis of Data Efficiency 521

Compared with textual features, one of the ad- 522

vantages of glyphic feature is that there are large 523

amount of shared radicals, making it easier to 524

build semantic connection across characters with 525

a small size of training data. We thus investigate 526

how the glyph improves the data efficiency of our 527

model by comparing with using textual modality 528

solely under limited training data in Figure 8. 529

From the figure, we find that the more training 530

data, the higher performance our proposed model 531

can reach. Moreover, the advantage of the per- 532

formance brought by the glyphic information in- 533

creases under limited data size, showing the supe- 534

riority of glyphic information in low resource situ- 535

ation where a pool of shared features can be easily 536

build compared with relying on textual modality 537

solely. 538

6 Conclusion 539

In this study, we move our sight to the sentence- 540

level glyphic information in Chinese event ex- 541

traction and introduce a Glyphic Vision-Language 542

Model along with active visual emphasizes and 543

modalities alignments. By leveraging the long- 544

existing yet often overlooked feature of glyphs, 545

our proposed VLM achieves SOTA performance 546

in several benchmarks without the need for com- 547

plex and costly annotation of additional features. 548

Furthermore, our results validate that the con- 549

ventional approaches of incorporating extra fea- 550

tures during pre-training may not align with the 551

specific requirements of downstream tasks. In- 552

stead, task-specific methods should be designed to 553

effectively inject and utilize these additional fea- 554

tures. 555
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Limitations556

The limitations of our work can be stated from two557

perspectives. Firstly, besides the glyph, there is an-558

other feature whose effect on downstream tasks is559

not yet known: Pinyin. In future research, further560

exploration of the impact of Pinyin could provide561

valuable insights.562

Secondly, our focus has been primarily on utiliz-563

ing glyph in a single hieroglyphic language. While564

we have achieved promising results in this lan-565

guage, it is important to acknowledge that the per-566

formance of our approach in other hieroglyphic567

languages remains unknown. Extending our inves-568

tigation to multiple hieroglyphic languages would569

allow us to gain a more comprehensive understand-570

ing of the generalizability and effectiveness of our571

methodology.572
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A Translation of Event Types 841

We give the translation of event types in Table 7, 842

which in used for the active visual emphasis. 843

B Cases Study 844

We launch case studies from ACE05-CN dataset 845

to make a more intuitive illustration of the effects 846

of the glyphic information in Chinese event ex- 847

traction. We select samples from each subtasks 848

that are predicted wrongly without glyphic infor- 849

mation, but have been correct with it. As demon- 850

strated in Table 8, the correct prediction would be 851

with a ✓ notation. 852

The first example: without glyph, the model 853

misses the argument “西岸” (west bank) which 854

contains a radical “山” (mountain) whose shape 855

comes from a mountain and clearly expresses the 856

word represent a place. With glyph, our method 857

easily gives a right answer. 858

The second example: the argument “地方” 859

(place) has a radical “土” (soil) which is a widely 860

shared radical across characters that represent a 861

place such as “场”(field) and “坝” (dam), indicat- 862

ing “地方” is a destination of a transport instead 863

of a start of a organization. 864

The third example: the model predicts noth- 865

ing without glyph and misses the trigger “访问”, 866

which contains a radical “讠” (speak) that repre- 867

sents a events. The glyphic information offered to 868

the model gives the right answer. 869

The fourth example: The trigger “会谈” (conver- 870

sation) features the radical “讠” (speak), which is 871

a commonly used radical in characters related to 872

verbal events. The glyphic information provided 873

to the model leads to the correct answer. 874

The fifth example: the trigger “冲进” (rush) fea- 875

tures the radical “辶” (walk), which is a com- 876

monly used radical in characters denoting move- 877

ment, such as “过”(pass) and “返” (back). This 878

suggests that the term “冲进” is a transport event 879

rather than a conflict or attack. 880

From the cases shown in Table 8, we can find 881

that, with the extra information form glypy, our 882

method shows significant superiority in improving 883

the performance of Chinese event extraction. 884
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English Translation English Translation
Life 生活 Start-Position 起始位置

Movement 运动 End-Position 结束位置
Transaction 交易 Nominate 提名

Business 业务 Elect 选举
Conflict 冲突 Arrest-Jail 逮捕入狱
Contact 联系 Release-Parole 释放假释

Personnel 人员 Trial-Hearing 审判听证
Justice 审判 Charge-Indict 指控

Be-Born 出生 Sue 起诉
Marry 结婚 Convict 定罪

Divorce 离婚 Sentence 判决
Injure 受伤 Fine 罚款
Die 死亡 Execute 执行

Transport 运输 Extradite 引渡
Transfer-Ownership 所有权转移 Acquit 无罪释放

Transfer-Money 转账 Appeal 上诉
Start-Org 成立组织 Pardon 赦免

Merge-Org 合并组织 Demonstrate 示威
Declare-Bankruptcy 宣布破产 Meet 会面

End-Org 终止组织 Phone-Write 电话写作
Attack 攻击

Table 7: Translations of the event types

Input Subtask w/o Glyph w Glyph
１５名巴勒斯坦
伤员将乘直升飞机
从约旦西岸飞抵
约旦接受治疗。

Argument
Identification

伤员,飞机,约旦 7 伤员,飞机,西岸,约旦✓

后来去了另外一个地
方工作，又巧了，附
近的一个小镇子自封
为" CHICKEN CAPITAL
OF THE WORLD"

Argument
Classification

Business:Start-Org7

Destination✓
地方 ✓

Movement:Transport✓
Destination✓
地方 ✓

正在日本访问的俄罗斯
国防部长塞吉耶夫
29号表示，北韩很有
能削弱他 120万人部
队的部分兵源

Trigger
Identification

(Blank) 7
Movement:Transport✓
访问✓

北韩最高领导人金正日
今天在北韩时间 23号
下午 3点突然前往
平壤百花院迎宾馆和
23号早上抵达平壤的
美国国务卿奥尔布赖特
就北韩研发飞弹、
反恐怖活动等等阻碍北韩和
美国关系正常化的问题
进行 3个小时的会谈。

Trigger
Identification

抵达,前往 7 抵达,前往,会谈✓

几个小时之前
抗议民众冲进议会和
国家电视台大楼。

Trigger
Classification

Conflict:Attack7

冲进✓
Movement:Transport✓
冲进✓

Table 8: Case study
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