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Abstract
Generative image steganography (GIS) is an
emerging technique that conceals secret mes-
sages in the generation of images. Compared to
GAN-based or flow-based GIS schemes, diffusion
model-based solutions can provide high-quality
and more diverse images, thus receiving consid-
erable attention recently. However, previous GIS
schemes still face challenges in terms of extrac-
tion accuracy, controllability, and practicality. To
address the above issues, this paper proposes a
practical message-driven GIS framework based
on diffusion models, called MDDM. Specifically,
by utilizing Cardan Grille, we encode messages
into Gaussian noise, which serves as the initial in-
put for image generation, enabling users to gener-
ate diverse images via controllable prompts with-
out additional training. During the information
extraction process, receivers only need to use the
pre-shared Cardan Grille to perform exact diffu-
sion inversion and recover the messages without
requiring the image generation seeds or prompts.
Experimental results demonstrate that MDDM
offers notable advantages in terms of accuracy,
controllability, practicality, and security. With
flexible strategies, MDDM can always achieve
almost 100% accuracy. Additionally, MDDM
demonstrates certain robustness and exhibits po-
tential for application in watermarking tasks.

1. Introduction
With the proliferation of the Internet and digital communica-
tions, information security issues have become increasingly
prominent. As a crucial technique, steganography offers a
secure and covert method of communication. With the in-
creasing volume of image data on digital platforms, images
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have become a primary medium for covert data embedding
(Bachrach & Shih, 2011; Subramanian et al., 2021; Mandal
et al., 2022). Image steganography conceals information
within images in a manner that prevents unauthorized access
or detection. It is widely used in copyright protection (Al-
taay et al., 2012) and covert communication (Juneja, 2014).

However, achieving provably secure image steganography
remains a major challenge. Traditional methods (van Schyn-
del et al., 1994; Liao et al., 2020; Yang et al., 2020; Su
et al., 2021; Chan & Cheng, 2004) usually embed secret
data through cover image modification. These methods of-
ten leave traces, making them susceptible to detection by
steganalysis tools, and are therefore deemed empirically
secure rather than provably secure (Hopper et al., 2002).

Provable security in image steganography requires that the
distributions of the normal and stego images be indistin-
guishable (Weiming, 2023). Recently, the rise of generative
artificial intelligence (AIGC) has provided a more diverse
and flexible steganographic environment. Meanwhile, AI-
generated data follows a controllable distribution. Leverag-
ing this advantage, generative image steganography (GIS)
has emerged and demonstrated strong resistance to typical
steganographic attacks.

Compared with traditional methods, GIS schemes have bet-
ter anti-detection performance against existing statistical
feature-based steganalysis methods. GIS is mainly based on
generative adversarial networks (GAN) (Yang et al., 2024b;
Zhou et al., 2023a; Li et al., 2020; Su et al., 2024; You
et al., 2022), flow-based models (such as Glow) (Zhou et al.,
2023b; Wei et al., 2022; Xu et al., 2022b) and the latest
diffusion models (DM) (Hu et al., 2024; Peng et al., 2023;
2024; Yu et al., 2024; Jois et al., 2024). Although GIS
has achieved notable progress, it still faces limitations in
practical applications. For example, GAN-based methods
require much training (Yang et al., 2024b), and are costly
and difficult to control; flow-based methods require high
computational resources during training and inference, es-
pecially in high-resolution image generation tasks (Zhou
et al., 2023b). Diffusion model-based methods have made
breakthroughs in generation quality and provide a better
steganographic environment due to their widespread ap-
plication in image generation. However, they still suffer

1



MDDM: Practical Message-Driven Generative Image Steganography Based on Diffusion Models

DDIM Inversion

Diffusion Model

Alice

10001101 1 0

2.7235

"a photograph of an
astronaut riding a horse" DDIM Sampling

Bob

10001101

-2.1364

0.4259

Figure 1. The overall framework of MDDM. The sender needs to share the Cardan Grille with the receiver in advance to determine the
location of the information in the initial noise. The Cardan Grille is randomly generated. For the same message and the same Cardan
Grille, the sender can use MDDM to generate multiple pictures for selection.

from certain limitations. Specifically, existing diffusion
model steganography methods can be divided into seed-free
and seed-dependent types. Seed-free methods essentially
amount to image modification (Yu et al., 2024; Yang et al.,
2024a), causing the generated stego images to maintain
similarity to the originals and thus reducing the diversity
of image generation. On the other hand, seed-dependent
methods (Peng et al., 2023; Jois et al., 2024; Peng et al.,
2024) require a complete reproduction of the generation
process. Following a one-time seed exchange, the sender
is constrained in generating arbitrary images, potentially
necessitating additional communication.

To address these issues, we propose MDDM, a practical,
message-driven generative image steganography framework
(see Figure 1). The sender generates a Cardan Grille and
maps the uniformly distributed binary message onto noise
that follows a standard normal distribution through a care-
fully designed encoding strategy. Then, the sender uses
DDIM and conditional text to generate a stego image start-
ing from noise. In this process, the sender can generate dif-
ferent noises while keeping the message and Cardan Grille
unchanged and use different prompts to generate a variety
of images for selection. Since the generation process is
identical to normal image generation, the stego image is in-
distinguishable from a regular image. The receiver performs
exact diffusion inversion on the stego image to reconstruct
the noise and uses the pre-shared Cardan Grille to obtain
the hidden message without knowing the image generation
seed or the prompt.

The main contributions of MDDM are as follows:

• Message-driven GIS Framework: We leverage the re-
versibility of DDIM to develop a message-driven image
steganography framework based on diffusion models.
By utilizing a Cardan Grille, we encode secret message
into the initial noise for image generation. This enables
MDDM to achieve imperceptible steganography.

• Controllability and Practicality: Without compro-
mising the concealment of secret information, MDDM
uses controllable conditional text and random seeds as
inputs to generate high-quality, diverse stego images
without requiring any additional training. By adjust-
ing the length of the secret message, MDDM can be
flexibly applied to both information hiding and anti-
counterfeiting watermarking.

• Security and Robustness: The images generated by
MDDM are consistent with randomly generated im-
ages in distribution, which is considered to be provably
secure. At the same time, Cardan Grille in MDDM has
good resistance to exhaustive attacks. In addition, a
large number of experiments have shown that MDDM
has certain robustness and can ensure a high extraction
accuracy even under VAE compression and common
image distortion conditions so that it can also be ap-
plied to watermarking tasks.
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2. Related Work
The practice of image steganography has evolved consider-
ably over time. With the advancement of digital technology,
it has undergone significant evolution. The techniques have
evolved from simple pixel modifications to the application
of complex algorithms and advanced encryption methods,
becoming increasingly sophisticated. In recent years, re-
search has focused on improving concealment, enhancing
security, and increasing resistance to attacks. Additionally,
the application of artificial intelligence has further promoted
innovation in image steganography.

2.1. Cover Image Based Steganography

From early research to the present day, most studies on im-
age steganography have focused on embedding information
directly into images. The oldest and most classic embed-
ded steganography scheme is LSB (van Schyndel et al.,
1994; Chan & Cheng, 2004), which embeds information
into the least significant bit of image pixels. Furthermore, re-
searchers have proposed manually designed methods (Liao
et al., 2020; Su et al., 2021) and neural network-based tech-
niques (Yang et al., 2020) as adaptive approaches to reduce
image distortion caused by embedding. There are also fre-
quency domain-based steganography methods, including
DctDwt (Al-Haj, 2007) and DctDwtSvd (Navas et al., 2008).
In recent years, deep learning based steganography (Tancik
et al., 2020; Guan et al., 2022; Lu et al., 2021; Xu et al.,
2022a; Jing et al., 2021; Zhu et al., 2018; Fadhil et al., 2023)
has emerged. The first end-to-end trainable framework for
data hiding, HIDDEN (Zhu et al., 2018), achieves embed-
ding and extraction through autoencoders. Recent research
on embedded steganography has largely focused on invert-
ible neural networks (INNs) (Guan et al., 2022; Lu et al.,
2021; Xu et al., 2022a; Jing et al., 2021). For example,
HiNet (Jing et al., 2021) is the first attempt to utilize invert-
ible neural networks for image hiding tasks, where infor-
mation hiding and extraction can be accomplished through
a single network. However, the aforementioned embedded
steganography schemes often leave modification traces on
the image, which can still be detected (Fu et al., 2024).

2.2. Generative Image Steganography

Generative image steganography has gained traction and
is generally considered more secure than traditional
embedding-based methods (Yang et al., 2019). Generative
image steganography, leveraging generative models, is com-
monly divided into three main categories: flow-based (Zhou
et al., 2023b; Wei et al., 2022; Xu et al., 2022b), GAN-based
(Yang et al., 2024b; Zhou et al., 2023a; Li et al., 2020; Su
et al., 2024; You et al., 2022), and diffusion-based methods.
Flow-based methods primarily exploit the reversible proper-
ties of such models, with SR2IT (Zhou et al., 2023b) being

a representative study. Compared to flow-based methods,
GAN-based research has been explored more extensively.
For example, PARIS (Yang et al., 2024b) developed a prov-
ably secure method to image steganography and attached a
noise module to the generator to improve robustness. Com-
pared to GAN-based methods, diffusion models (Hu et al.,
2024; Peng et al., 2023; 2024; Yu et al., 2024; Jois et al.,
2024) have recently developed generative steganography
methods due to their advantages in generation quality and
diversity. Currently, most of the research can be divided
into two categories: image translation-based and generative
process recovery-based. However, these approaches still
face challenges related to computational efficiency, practi-
cal deployment, and steganographic effectiveness.

2.3. Cardan Grille

The Cardan Grille is a classical steganographic technique,
typically used as a shared key between sender and receiver
for hiding and extracting information, and has considerable
security (Utepbergenov et al., 2013). Recently, some studies
have also tried to apply it to generative steganography. Most
of these studies are based on the Cardan Grille and use GAN
to perform image restoration to generate stego images (Liu
et al., 2018; Zhang et al., 2019c; Wang et al., 2021). Al-
though these methods have demonstrated promising results,
particularly in terms of security, there are still problems such
as uncontrollable generation effects, low stego capacity, and
poor versatility.

2.4. Diffusion Models

The rapid advancement of diffusion models has led to a
surge in AI-generated images across the internet. Early
diffusion models were primarily based on pixel-space diffu-
sion like DDPM (Ho et al., 2020). However, in recent years,
models like Stable Diffusion (Rombach et al., 2022), based
on latent diffusion, have become the dominant approach.
DDIM (Song et al., 2020a), a widely used sampling method,
has been applied to both unconditional and conditional dif-
fusion models. Notably, DDIM inversion techniques have
recently been introduced, enabling fine-grained editing of
AI-generated images (Wallace et al., 2023; Zhang et al.,
2025; Wang et al., 2024; Mokady et al., 2023).

3. Method
We regard the message hiding process Gen as generating a
natural image from secret noise and the extraction process
Ext as recovering the noise from a generated image:

Gen (sk,m) = Istego,

Ext (sk, Istego) = m,
(1)

where sk is the secret key, m is the secret message, and
Istego is the generated image.
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In the following paragraphs, we provide a detailed descrip-
tion of our implementation of the message-driven diffusion
model steganography (MDDM).

3.1. The Basics of MDDM

In our work, we exploit the properties of DDIM (Song et al.,
2020a) to construct the information hiding and extraction
process. DDIM is an improved diffusion model that, unlike
DDPM (Ho et al., 2020), defines a non-Markov forward
process. DDIM can improve the speed and quality of image
generation and always be used as a sampling method. We
exploit the following properties of DDIM to design our
MDDM.

Deterministic Sampling. For steganography, we are partic-
ularly interested in the backward process of DDIM, which
is a key distinction between DDIM and DDPM. We denote
the number of diffusion steps as T , the initial noise as xT ,
the indices of intermediate steps decrease progressively, and
the final result of diffusion as x0. The sampling formula is
as follows:

xt−1 =
√
αt−1

(
xt −

√
1− αtϵ

(t)
θ (xt)√

αt

)

+
√
1− αt−1 − σ2

t · ϵ
(t)
θ (xt)

+ σtϵt.

(2)

When σt = 0, randomness disappears from the formula
and this process becomes deterministic. The initial noise
xT completely determines the final result x0, which is a
potential one-to-one relationship. In our work, we adopt
deterministic DDIM sampling across various diffusion mod-
els.

The Lossless Exact Diffusion Inversion. Due to the above
characteristics, DDIM Inversion performs reverse mapping
based on the diffusion process. Its goal is to reverse the
sampling process. Specifically, given an image, DDIM In-
version maps it back to the initial noise state in the diffusion
process. The original image can be reconstructed by initi-
ating the conventional sampling process from the inverted
noise. Meanwhile, this method serves as a fundamental
component of image editing.

However, DDIM inversion is known to be unreliable, often
leading to substantial discrepancies between the inverted and
original images. Our goal is to achieve precise and reliable
inversion. For example, we can employ EDICT (Wallace
et al., 2023), which uses a combination of coupling and
averaging/dilating steps to achieve exact inversion of the
diffusion process. It is worth noting that while the sampling
quality of EDICT may not be optimal, our task does not
involve image editing. Instead, we focus solely on ensuring
the precision of inversion.

Sampling

Figure 2. If the initial noise inputs are similar, then the images
generated through deterministic sampling are also similar.

Correlation between Generated Image and Initial Noise.
DDIM sampling is a deterministic process, which means
that under the same conditions, two inputs with slight differ-
ences will follow almost identical sampling trajectories, as
shown in Figure 2. Let x(1)

T and x
(2)
T denote two Gaussian

noise inputs with a small difference:

∥x(1)
T − x

(2)
T ∥2 ≈ δ, (3)

where δ represents a small difference.

Since the space of the input is continuous (Song et al.,
2020b), x(1)

T and x
(2)
T will undergo similar sampling pro-

cesses and thus yield similar output images x(1)
0 and x

(2)
0 .

As illustrated in Figure 3, when the noise follows a standard
normal distribution, slight perturbations applied to select re-
gions of the initial noise do not significantly alter the content
of the generated image. Meanwhile, by employing the exact
diffusion inversion method mentioned previously, the bias
in the inversion process is effectively eliminated. Conse-
quently, this establishes a correlation between the similarity
of initial noise inputs and the similarity of their generated
images.

Original 0.1% 1.0% 2.5%

Figure 3. Images generated using DDIM sampling on DDPM (top
row) and Stable Diffusion (bottom row), with different perturbation
ratios applied to the initial noise inputs.
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The Information Loss Is Acceptable. The encoding and
decoding process of an image inevitably leads to informa-
tion loss, but our research shows that this loss is within an
acceptable range. We study the loss of conditional genera-
tion based on the Stable Diffusion (SD) and unconditional
generation based on the DDPM under DDIM sampling us-
ing EDICT inversion. The original noise is called xT , and
the inverted noise is called x′

T . In order to evaluate the
information loss, we flatten the high-dimensional space into
a one-dimensional representation and calculate the absolute
difference |x′

T [i]− xT [i]| element by element, as shown in
Figure 4. The results show that, whether based on the latent
diffusion or the pixel-space diffusion, the absolute differ-
ence between the original noise and the inverted noise is
smaller than that of random noise and most of them remain
within 1.0. However, we also found that the unconditional
generation based on the pixel-space diffusion model may
be unstable, and the range of absolute differences is slightly
larger than that of the latent diffusion. At the same time, con-
sidering that conditional generation based on latent diffusion
models is more widely used in practical applications, the
method in this paper will focus on latent diffusion models.

0.0 0.5 1.0 1.5 2.0 2.50

5000

10000

15000

(a) Conditional (SD)

0.0 0.5 1.0 1.5 2.0 2.50
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4000

(b) Random (SD)
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50000
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20000
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(d) Random (DDPM)

Figure 4. Distribution of the absolute value of the difference be-
tween the original noise and the noise after diffusion inversion for
different cases.

3.2. Framework of MDDM

MDDM requires no training but relies on multiple pre-
trained modules. Specifically, it leverages latent diffusion
models (e.g., Stable Diffusion) or pixel-space diffusion mod-
els (e.g., DDPM), together with a DDIM scheduler and any
exact diffusion-inversion technique (such as EDICT), all of
which are readily obtainable.

In MDDM, the sender and receiver first share a randomly
generated Cardan Grille, equivalent to sk in Equation (1),
which specifies the location of the hidden message but does

not contain the message itself, as shown in Figure 5. Using
our encoding strategy, the binary message is mapped to
a noise following a standard normal distribution. Then,
the pre-trained diffusion model can generate images using
this noise. Since the entire process mirrors general image
generation, the stego image remains indistinguishable from
a normally generated image. The receiver uses the obtained
image to perform exact diffusion inversion, reconstructing
the noise and recovering the hidden binary data through the
pre-shared Cardan Grille without requiring knowledge of the
image generation seed or prompt. The benefit of MDDM
is that the sender can generate multiple images without
changing the secret information and Cardan Grille and select
the images with high information extraction accuracy and
good quality for transmission.

Figure 5. Visualization of Cardan Grille where the blue grid area
represents the Cardan Grille. It is equivalent to a symmetric key
that does not alter the distribution of the noise.

Message Hiding. In the hiding stage, considering that in-
formation loss may reduce the accuracy of steganographic
content extraction, we first determine the area suitable for
steganography. As shown in Section 3.1, regardless of latent
diffusion or pixel-space diffusion, the absolute difference
between the values before and after the accurate inversion
of the diffusion is usually in the range of −1 to 1. There-
fore, in order to ensure that potential errors do not affect
the extraction accuracy, we define the highly robust area
of steganography as data with a standard normal distribu-
tion in the range of (−∞,−1) and (1,+∞). Here, we
introduce the standard normal distribution cumulative distri-
bution function :

Φ(x) =

∫ x

−∞

1√
2π

e−
t2

2 dt. (4)

For a noise of size 1 × c × h × w (Batch × Channel ×
Height × Width), the amount of data in the highly robust
area Lmax can be calculated by the following formula:

Lmax = 2× (1− Φ(1)) × 1× c× h× w. (5)
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For example, for noise of size 1×4×64×64, there are 5199
elements in the highly robust area. When we determine that
the length l of the secret message m to be transmitted is less
than Lmax, we can calculate the truncation threshold k by
the inverse function of Φ(x) as follows:

k = Φ−1(1− l

2× 1× c× h× w
). (6)

Next, the Cardan Grille CG is a list of length l with unique
elements, generated by randomly sampling from the integer
set {1, 2, . . . , 1× c×h×w}. Let {ζr}1×c×h×w

r=1 denote the
elements of this integer set, then:

CG = RandomSample
(
{ζr}1×c×h×w

r=1 , l
)
, (7)

where RandomSample(·, l) denotes selecting l distinct ele-
ments at random.

It is worth noting that the secret message m is a uniformly
distributed binary string formed by encryption or other
means. Since this process can be implemented in many
ways and is not the focus of this article, this article does
not describe how to generate a uniformly distributed binary
string in detail.

At this point, the preparatory steps are complete. We next
generate the initial noise by performing truncated sampling
from the standard normal distribution at the previously de-
termined Cardan Grille positions CG. In each iteration, we
draw a fresh batch of samples from N (0, I) and partition
them into three pools according to the truncation threshold
k. For each bit of the secret message m, we then randomly
sample from the (−∞,−k) pool if the bit is 0, or from
the (k,+∞) pool if the bit is 1, and insert the sampled
values into the one-dimensional noise vector at the indices
specified by CG. After filling all message-bearing posi-
tions, the remaining entries are populated by sampling from
the truncated interval (−k, k) for each new draw and plac-
ing them into the unused slots of the noise vector. Finally,
we reshape this one-dimensional vector to the diffusion
model’s required noise size 1 × c × h × w. In Section 4,
we demonstrate that the constructed noise is statistically
indistinguishable from Gaussian noise following a standard
normal distribution, thereby offering a provable security
guarantee for our method. Algorithm 1 details this proce-
dure, and Appendix A presents an optimized variant de-
signed to accelerate noise generation for high-dimensional
inputs.

After applying the above encoding rules to map the secret
message m to the initial noise xT , the sender directly uses
xT for DDIM sampling, where the prompt can be arbitrary,
resulting in the stego image Istego. Algorithm 2 clearly
shows this process.

Algorithm 1 Generate initial noise

Input: The noise size (1, c, h, w), secret message m with
length l, Cardan Grille CG, truncation threshold k
Output: Initial noise xT

Function F1(n ∈ {0, 1})
list ∼ N (0, I)
if n = 0 then

y = RandomChoice{u | u < −k, u ∈ list}
else

y = RandomChoice{u | u > k, u ∈ list}
end if
Return y
Function F2

list ∼ N (0, I)
y = RandomChoice{u | −k ≤ u ≤ k, u ∈ list}
Return y
Init noise xT

for i < l do
xT [CG[i]] = F1(m[i])

end for
for j < 1× c× h× w do

if j /∈ CG then
xT [j] = F2

end if
end for

Algorithm 2 Generate stego image based on LDM

Input: The pretrained LDM pipe, VAE decoder D and
DDIM sampler DDIMSampling, the initial noise xT ∼
N (0, I), prompt Text
Output: Stego image Istego
x0 = DDIMSampling (pipe, Text, xT )
Istego = D (x0)

Message Extraction. The receiver first obtains the stego
image from the public channel and then applies the pre-
selected precise inversion method to revert it through the
same number of steps (usually 50 by default), without re-
quiring reconstruction, to quickly obtain the inverted noise.
Using the pre-shared Cardan Grille, the receiver can sequen-
tially extract the corresponding values and derive the binary
message based on whether they are greater or less than zero:

m′[i] =


0, if x′

T [CG[i]] < 0,

1, if x′
T [CG[i]] ≥ 0.

(8)

Ideally, the m′ obtained by the receiver’s inversion should be
consistent with the secret message m hidden by the sender.
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(b) Guidance Scale: 7.5

Figure 6. The performance of MDDM under different guidance scales. The default guidance scale setting of 7.5 can generally achieve
better visual effects.

4. Security Analysis
We first examine how MDDM steganography affects the
distribution of generated images to demonstrate its provable
resistance to steganalysis. To formally describe the sam-
pling process, let xT ∈ R1×c×h×w denote the initial noise,
and let CG from Equation (7) denote the set of indices
corresponding to the Cardan Grille positions, which are de-
termined uniformly at random according to the length of the
binary message string. For each index i ∈ CG, we embed
one bit m[i] ∈ {0, 1} by sampling the corresponding value
x
(i)
T independently from a truncated standard normal distri-

bution. Specifically, we define the conditional distribution
for x(i)

T as follows:

x
(i)
T ∼

{
N (0, 1) truncated to (k,∞), if m[i]=1,

N (0, 1) truncated to (−∞,−k), if m[i]=0.
(9)

The value of threshold k is chosen according to the ratio
of the payload length to the total embedding capacity, such
that larger payloads require smaller k to maintain coverage,
while smaller payloads allow for more extreme truncation
and thus potentially stronger security. For all remaining
positions j /∈ CG, we sample the values x(j)

T independently
from the central region of the same distribution:

x
(j)
T ∼ N (0, 1) truncated to (−k, k). (10)

Since all samples are drawn independently, and the trunca-
tion preserves the symmetry and local density properties
of the original distribution, the resulting noise vector xT

maintains the overall statistical characteristics of a standard
normal distribution. Moreover, because the Cardan Grille
positions are chosen uniformly at random and the embedded
bits are uniformly distributed, the sampling strategy does
not introduce any detectable structural bias. As such, the
steganographic modification remains statistically indistin-
guishable from standard noise under conventional detection
methods. According to Appendix B, MDDM is provably
secure.

Next, we need to prove that the Cardan Grille used by
MDDM possesses privacy security. According to Ap-
pendix C, even when reusing the Cardan Grille for steganog-
raphy across multiple images, a third party cannot obtain
the ordering privacy information of the Cardan Grille, thus
unable to threaten the privacy security of the hidden infor-
mation.

5. Experiments
We use publicly available pre-trained diffusion models as
the pipeline based on PyTorch and diffusers 1, DDIM (Song
et al., 2020a) for sampling, and EDICT (Wallace et al., 2023)
as the exact diffusion inversion method to perform MDDM.

1https://huggingface.co/docs/diffusers/index
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Table 1. The robustness of MDDM is compared with that of baseline methods in terms of accuracy at a size of 512 × 512. The evaluation
includes results for the “PNG” image (i.e., without attack), along with various attacks such as “JPEG” (image compression with an image
quality of 95%), “Resize” (image scaling by a factor of 0.5), “Gaussian Blur (GB)” (with a radius of 1.0), “Drop” (randomly adding a
white square of 0.5% area), “Brightness” (with a factor of 0.15), and “Rotation” (an angle of 0.3 degrees).

Method Version
Capacity

(Bits) PNG
JPEG
(95)

Resize
(0.5)

GB
(1.0)

Drop
(0.005)

Brightness
(0.15)

Rotation
(0.3)

DwtDct (Al-Haj, 2007) - 32 0.83 0.65 0.63 0.68 0.83 0.83 0.72
DwtDctSvd (Navas et al., 2008) - 32 1.00 1.00 1.00 1.00 1.00 0.78 1.00
RivaGAN (Zhang et al., 2019a) - 32 0.99 0.99 0.99 0.99 0.99 0.99 0.99
LaWa (Rezaei et al., 2025) SD-V1.4 48 1.00 1.00 1.00 0.99 1.00 1.00 1.00
MDDM (Ours) SD-V1.4 48 1.00 1.00 0.99 1.00 1.00 1.00 0.99
GS (Yang et al., 2024c) SD-V2.1 256 1.00 1.00 1.00 1.00 1.00 1.00 1.00
MDDM (Ours) SD-V2.1 256 1.00 1.00 0.99 1.00 1.00 1.00 0.99

Table 2. Ablation experiment. Comparison of steganography abil-
ity of MDDM under different truncation thresholds.

Type
Truncation
Threshold

Bits
Accuracy

Face Bedroom Cat

Unconditional
-3 256 × 256

3σ 531 99.92% 98.73% 99.97%
2σ 8946 98.53% 95.04% 98.21%
1σ 62386 92.56% 84.95% 95.19%

Conditional
512 × 512

3σ 44 100% 99.89% 99.95%
2σ 745 99.87% 99.73% 99.88%
1σ 5199 99.46% 99.20% 99.13%

The forward diffusion and backward diffusion processes
each contain 50 steps. All experiments are conducted on an
NVIDIA RTX 3090. MDDM does not require fine-tuning
or further training of the pre-trained diffusion model, but
slightly improves the DDIM sampling and EDICT inversion
processes. For the general latent diffusion, we utilize the
Stable Diffusion v1.5 2, and in the comparative experiment
based on the latent diffusion model on watermarking, we
use Stable Diffusion v1.4 and Stable Diffusion v2.1 for ex-
periments due to the constraints of the comparative method,
and in the comparative experiment on steganography, we
use the pre-trained DDPM models publicly available on
huggingface 3.

5.1. Overall Performance

Our experiments cover various evaluations, including abla-
tion studies, quantitative comparisons, and visualizations.

Image Quality. The visualization experiment in Figure 6
demonstrates the performance of conditional generation
under different guidance scales. These images hide 1024

2https://huggingface.co/stable-diffusion-v1-5/stable-
diffusion-v1-5

3https://huggingface.co/

bits of information at a size of 512 × 512, and the upper
and lower images in each column are generated using the
same seed. The visualization results indicate that at the
default guidance scale of 7.5, the image generation effect
and message accuracy achieve a high level. Based on this,
in subsequent experiments based on Stable Diffusion, we
use the guidance scale of 7.5 by default to conditionally
generate stego images. Figure 9 provides additional exam-
ples of generated images, demonstrating that our results are
of high quality and diversity, closely resembling randomly
generated images. In addition, we also evaluate the FID
(Heusel et al., 2017) on the generated images, as detailed in
Appendix D.1.

Steganography Capabilities. First, we conduct ablation
experiments, as shown in Table 2, to assess the performance
of MDDM with varying secret message lengths in both
unconditional and conditional diffusion. Here, accuracy
(Acc) represents the correctness of the extracted message,
while capacity reflects the amount of information that can
be embedded. The specific settings of the ablation study
are detailed in Appendix D.2. Experimental results indicate
that as the length of the secret message increases, extraction
accuracy declines but remains at a reasonable level. In ad-
dition, compared with the unconditional diffusion based on
pixel space, the conditional diffusion based on latent space
achieves higher extraction accuracy. This further confirms
our findings in Section 3.1. Therefore, our method is more
suitable for latent diffusion. Moreover, we find that although
variations in CPU and GPU configurations may yield differ-
ences in the initially generated noise, these variations have
no significant impact on the overall performance of MDDM.

In Appendix D.3, we compare MDDM with the latest dif-
fusion model-based generative steganography methods un-
der identical conditions. All comparison methods involve
embedding hidden bit messages. The above experiments
demonstrate the effectiveness of our proposed method.
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5.2. Robustness

In Section 3.1, we demonstrate a correlation between the
similarity of the initial noise and the similarity of the final
generated image. Consequently, when the final generated
image remains largely unchanged, MDDM is not signifi-
cantly affected, particularly by common image distortions
such as JPEG compression. As shown in Table 1, MDDM
resists various image-based attacks and offers more flexible
information capacity. Note that since DwtDct, DwtDctSvd,
and RivaGAN are not generative image watermark meth-
ods, we use the Stable Diffusion to generate cover images.
For the comparison of conditional watermark generation
methods based on latent diffusion, we utilize prompts from
Stable-Diffusion-Prompts 4. Results indicate that MDDM
can, to some extent, serve as a watermarking method.

5.3. Controllability and Practicality

MDDM enables random image generation while keeping the
secret message and Cardan Grille unchanged, allowing the
sender to continuously generate diverse images for selection,
as shown in Figure 9. Table 5 in Appendix D.4 presents a
comparison of our method with other methods in terms of
diversity, where diversity refers to the number of images
that can be generated after a single communication and the
sharing of a secret key or seed. Results show that existing
regeneration-based methods (Peng et al., 2023; Jois et al.,
2024; Peng et al., 2024) require changing the noise seed if
the generated image is unsatisfactory, which may lead to
increased communication overhead and potential risks. In
contrast, our method synchronizes the encryption key for the
message and the random seed for the Cardan Grille during
initial setup. After that, subsequent exchanges no longer
require direct point-to-point communication. For example,
the sender can use the initial seed to generate the Cardan
Grille and then post the coded images to their social media
page. The receiver can then download these images and
extract the information using the initial seed. For subsequent
transmissions, the seed can be changed sequentially, and
the receiver can do the same; thus, communication can
proceed even asynchronously. In summary, with MDDM,
each image sent by the sender is arbitrarily controllable, and
multiple images can be generated for selection, which avoids
arousing suspicion from potential attackers and ensures the
accuracy of message extraction. This further demonstrates
the safety and practicality of MDDM.

5.4. Steganalysis

We test MDDM on ZhuNet (Zhang et al., 2019b), SiaSteg-
Net (You et al., 2020), XuNet (Xu et al., 2016), YeNet

4https://huggingface.co/datasets/Gustavosta/Stable-Diffusion-
Prompts
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Figure 7. Results of detection using multiple advanced steganalysis
methods.

(Ye et al., 2017), StegNet (Deng et al., 2019) and SRNet
(Boroumand et al., 2018), as shown in Figure 7. The results
are generally around 50%, indicating that the distribution
cannot be distinguished, which is consistent with the theo-
retical analysis.

6. Conclusion
We propose MDDM, a practical message-driven generative
image steganography method based on diffusion models.
The process of generating stego images using MDDM is
identical to the general image diffusion generation process,
and MDDM performs well in terms of controllability, secu-
rity, image quality, robustness, and extraction accuracy. In
the future, we will introduce error-correcting codes and ex-
plore the performance of MDDM in other diffusion models.
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A. Improved Algorithm for Initial Noise Generation
Analogous to the original algorithm, the enhanced method still uses each uniformly drawn binary bit (0 or 1) to decide
whether its associated sample should lie in the left tail (x < −k) or the right tail (x > k) of the standard normal distribution.
The key innovation is the adoption of vectorized rejection sampling for the central region: a large batch of standard normal
variates is generated in a single operation, values falling within the interval (−k, k) are identified via Boolean masking, and
those accepted samples are filled sequentially into all non-tail positions. By avoiding element-wise loops for random-number
generation, this method greatly improves overall execution efficiency. For the tail regions, the algorithm similarly generates
multiple candidate variates in batches for each tail position, filters the subset satisfying the prescribed left or right tail
condition, and randomly selects one. If no candidate meets the criterion in a given batch, sampling continues iteratively until
valid tail samples have been obtained for every position.

B. Provable Security of MDDM
Assume that the distribution of carrier data is PC, the distribution of encrypted data is Ps, and the relative entropy between
carrier data and encrypted data is D(Pc∥Ps), which is defined as:

D(PC∥PS) =
∑
q∈Ω

PC(q) lg
PC(q)

PS(q)
(11)

If D(PC∥PS) = 0, the steganography system is said to be absolutely secure (Cachin, 1998; Weiming, 2023).

First, since the hidden message is not in the pixels of the image, it is impossible to find the hidden message through
steganalysis in the pixels. Second, since the hidden message does not change the distribution of the noise, it will not
cause any characteristic difference between the stego images and other naturally generated images. To sum up, MDDM is
absolutely safe.

C. Privacy Security of Cardan Grille in MDDM
In MDDM, the privacy security of the Cardan Grille are closely related to the steganographic communication protocol.
Specifically, if a new Cardan Grille is used for each image, the distribution of the reversed noise for each image will be
different, and third parties will not have sufficient information to infer whether an image contains hidden information.
However, when multiple images share the same Cardan Grille for steganography, the distribution patterns of their reversed
noise will exhibit a certain degree of similarity. Therefore, we evaluated the privacy security of the Cardan Grille
steganographic method under the scenario where the grille is used for only one communication and then reused in
subsequent transmissions, across different message lengths. The diffusion model employed is Stable Diffusion v2.1, with
image resolution set to 512 × 512 and an empty prompt. We assume that an attacker has access to the stego images and
is aware of the diffusion model, the steganographic method, and even the number of Cardan Grille positions l (i.e., the
message length). The attacker’s objective is to infer the position distribution and the ordering of the Cardan Grille.

The attacker extracts the inverted noise from multiple images and filters out the elements with larger absolute values, as
positions with larger absolute values are more likely to correspond to locations used by the Cardan Grille. Two attack
strategies are considered:

• Union Strategy: For each image, the attacker selects the l position elements with the largest absolute values from the
inverted noise vector. The positions chosen across all images are then combined via a union operation to obtain the
final set of selected locations.

• Top Strategy: For each image, the attacker selects the l position elements with the largest absolute values from the
inverted noise vector. Subsequently, among all the selected positions from all images, the l positions that occur most
frequently are chosen as the final set of selected locations.

The experimental results are shown in Figure 8. “Union” refers to the position hit rate of the first strategy; “Union
Redundancy” represents the redundancy of the union set from the first strategy (calculated as the ratio of the number of
Cardan Grille positions to the number of elements in the union set — lower values indicate higher redundancy); and “Top”
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refers to the position hit rate of the second strategy. A high position hit rate in the Union strategy combined with low Union
Redundancy indicates that the attacker has inferred a significant portion of the Cardan Grille’s position distribution.

The experimental results show that when the Cardan Grille is used only once or reused up to two times, neither strategy
poses a significant threat to the position distribution or ordering of the grille. When the grille is reused 3 to 5 times, the
Union strategy achieves a higher hit rate, but the redundancy of the position set rapidly decreases, limiting the threat it poses
to the grille’s position distribution. The Top strategy also sees a modest improvement in hit rate, but neither strategy is able
to compromise the ordering of the grille positions. When the grille is reused more than 5 times, the hit rate of the Union
strategy shows no substantial improvement, while the position set redundancy continues to decline, paradoxically reducing
its threat to the grille’s positional information. The Top strategy shows only limited further improvement in hit rate, and
neither strategy is ever able to compromise the ordering information of the Cardan Grille.

Since the Cardan Grille is ordered, the brute-force computational complexity of guessing the order of an n-position Cardan
Grille is O(l!), where

l! ≈
√
2πl

(
l

e

)l

, (12)

according to Stirling’s approximation. Since the difficulty of brute-forcing the ordering of the Cardan Grille increases
exponentially with the number of positions, a more secure strategy is to use longer messages. We therefore recommend
that, in steganographic scenarios where the Cardan Grille is reused, each image should carry at least 50 bits of hidden
information.
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Figure 8. Simulated attacks against the MDDM that employs repeatedly used Cardan Grille under varying message lengths based on
Stable Diffusion v2.1. The percentages in the chart represent the proportion of simulated attack hit positions rather than the proportion of
hit orders.

D. Experiments
D.1. Quantitative Evaluation of Image Quality

We compare MDDM with two GAN-based generative steganography models, StegaStyleGAN (Su et al., 2024) and CIS-Net
(You et al., 2022), on the CelebA dataset (Liu et al., 2015). The results are shown in Table 3. Due to image size limitations
of CIS-Net, all comparisons are conducted on images of size 32 × 32. Moreover, considering the instability often associated
with GAN training, and to avoid potential bias from our own reimplementation, we cite the results of StegaStyleGAN and
CIS-Net directly from their original papers.
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To quantitatively evaluate the image quality of our proposed method, we employ the Fréchet Inception Distance (FID), a
widely used metric that assesses the similarity between the distributions of generated and real images. It is worth noting that
FID scores are influenced by various factors, such as image compression and cropping.

Experimental results show that our method achieves competitive performance not only in terms of steganography capacity
and accuracy but also in image quality, with FID scores comparable to those of existing methods. This indicates good
generalization ability. Unlike GAN-based steganographic models, MDDM does not require additional training. Consequently,
the image quality depends on the generative quality of the original diffusion model, and using more advanced diffusion
models further improves the image quality produced by MDDM.

Table 3. Comparison of our method and baseline GAN methods.

Method Size Capacity (Bpp)* Accuracy FID

CIS-Net (You et al., 2022) 32 × 32 0.03 0.98 6.20
StegaStyleGAN (Su et al., 2024) 32 × 32 0.06 1.00 3.74
MDDM (Ours) 32 × 32 0.08 0.99 11.71
MDDM-U3 (Ours) 32 × 32 0.08 1.00 -
* Bpp means bits per pixel.

D.2. Ablation Experiment Setup

We evaluate unconditional diffusion on facial images from the Bedroom and Cat datasets (Yu et al., 2015) and FFHQ (Karras
et al., 2019). As described in Pulsar (Jois et al., 2024), MDDM is also a symmetric key scheme. The sender can easily know
the accuracy of the information extracted from the generated image and can terminate and regenerate. A key advantage of
our method is that when the two parties communicate and determine the Cardan Grille, the same secret message can be
generated multiple times using different seeds without affecting the reception (see Section D.4 for details). Accordingly, we
apply the MDDM-U3 optimization strategy for unconditional pixel-space diffusion to mitigate potential instabilities (see
Section 3.1) by selecting, from three consecutive samples, the image with the smallest information loss. This is completely
feasible in practical applications, because if the improved algorithm in Appendix A is used, each unconditional generation
and extraction for a 256 × 256 image takes only about 10 seconds on an NVIDIA RTX 3090.

Due to the lack of standard datasets corresponding to the above categories for evaluating conditional generation, we adopt
common prompts corresponding to the above categories. The prompts for Face, Bedroom, and Cat are “Portrait photo, best
quality, masterpiece, ultra detailed, UHD 4K, photographic, 1girl, face, looking at viewer, color photo, natural colors”, “A
photo of the bedroom”, and “A cat”, respectively.

D.3. Quantitative Results Compared to Other Image Steganography Methods

Table 4 shows the quantitative comparison results of the steganography abilities. Since neither StegaDDPM nor LDStega has
made the experimental code or seed public, the data of StegaDDPM and LDStega are from the data in the paper LDStega
(Peng et al., 2024) for reference. For Pulsar, we utilize its open-source code to conduct tests. The specific experimental
settings of MDDM-U3 are described in Appendix D.2. Using MDDM-U3 can be regarded as comparing the accuracy after
each seed sharing.

D.4. Diversity of MDDM

Table 5 shows the comparison of our method with other methods in terms of diversity, where diversity refers to the number of
images that can be generated after a single communication of a shared key. Figure 9 shows a visualization of the generation
effect of MDDM in various cases.
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“A cute dog is
wearing a hat”

CG A, Msg 1 CG A, Msg 1 CG A, Msg 2 CG B, Msg 1 CG B, Msg 2 Random

“A photo of an
astronaut

riding a horse
on mars”

CG A, Msg 1 CG A, Msg 1 CG A, Msg 2 CG B, Msg 1 CG B, Msg 2 Random

“Crispy fried
chicken, high

quality”

CG A, Msg 1 CG A, Msg 1 CG A, Msg 2 CG B, Msg 1 CG B, Msg 2 Random

Figure 9. Examples of images generated by Stable Diffusion v2.1 for various combinations of Cardan Grille, messages, and prompts (CG
refers to the Cardan Grille and Msg refers to the message). All images are 512 × 512 pixels with a hidden-message length of 1024 bits.
Message-extraction accuracy for every case is 100%.

Table 4. Comparison of extraction accuracy and capacity between MDDM and baseline methods.

Method Method Type Size
Capacity

(Bits)
Accuracy

FFHQ Bedroom Cat

Pulsar (Jois et al., 2024)

GIS
(Diffusion)

256 × 256 ≈ 4500 97.00% 93.00% 96.00%
StegaDDPM (Peng et al., 2023) 256 × 256 4096 93.45% 90.19% 90.81%
LDStega (Peng et al., 2024) 256 × 256 4096 98.65% 98.50% 98.48%
MDDM (Ours) 256 × 256 4096 94.00% 92.46% 92.68%
MDDM-U3 (Ours) 256 × 256 4096 98.81% 96.32% 99.87%

Table 5. Comparison of the diversity of MDDM and baseline methods.

Method Hiding Type Diffusion Type Diversity (Number of Images)

StegaDDPM (Peng et al., 2023) Binary Pixel-Space 1
Pulsar (Jois et al., 2024) Binary Pixel-Space 1
LDStega (Peng et al., 2024) Binary Latent 1
CRoSS (Yu et al., 2024) Image Latent Several*

MDDM (Ours) Binary Pixel-Space + Latent ∞

* CRoSS can alter individual elements in the secret image but has difficulty changing the overall contents of the image.
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