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Abstract

Large language models (LLMs) play a crucial
role in software engineering, excelling in tasks
like code generation and maintenance. How-
ever, existing benchmarks are often narrow in
scope, focusing on a specific task and lack a
comprehensive evaluation framework that re-
flects real-world applications. To address these
gaps, we introduce CoCo-Bench (Comprehen-
sive Code Benchmark), designed to evaluate
LLMs across four critical dimensions: code
understanding, code generation, code modifi-
cation, and code review. These dimensions
capture essential developer needs, ensuring
a more systematic and representative evalua-
tion. CoCo-Bench includes multiple program-
ming languages and varying task difficulties,
with rigorous manual review to ensure data
quality and accuracy. Empirical results show
that CoCo-Bench aligns with existing bench-
marks while uncovering significant variations
in model performance, effectively highlight-
ing strengths and weaknesses. By offering a
holistic and objective evaluation, CoCo-Bench
provides valuable insights to guide future re-
search and technological advancements in code-
oriented LLMs, establishing a reliable bench-
mark for the field.

1 Introduction

In recent years, the application of artificial intel-
ligence in software engineering (AI4SE) (McDer-
mott et al., 2020) has rapidly evolved, from code
generation and bug detection to software testing.
However, these advancements have exposed the
limitations of existing code benchmarks. Many
benchmarks fail to comprehensively assess large
language models (LLMs), often overestimating
their true performance and leading to biased con-
clusions.

As shown in Table 1, current benchmarks like
HumanEval (Chen et al., 2021) and MBPP (Austin
etal., 2021) focus on simple test cases readily avail-
able online, making them prone to overfitting by

models. Benchmarks such as CoderEval (Zhang
et al., 2024b) and ClassEval (Du et al., 2023) tar-
get specific LLM capabilities but lack comprehen-
sive coverage for a holistic evaluation. There is
an urgent need for an objective, systematic, and
comprehensive benchmark to support the contin-
ued development of AI4SE.

We propose that an effective benchmark should
align closely with real-world scenarios and evaluate
LLM:s across four key dimensions of programmer
capabilities: code understanding (CU, the ability to
comprehend existing code), code generation (CG,
the ability to generate code based on given con-
text), code modification (CM, the ability to detect
error and modify code), and code review (CR, the
ability to assess and improve code quality). These
four dimensions provide a robust framework for
evaluating LLMs, ensuring a detailed and system-
atic measurement of their performance in practical
development contexts.

To address these needs, we introduce CoCo-
Bench, a Comprehensive Code Benchmark de-
signed to assess LLMs across four key dimensions.
It evaluates a range of programming languages and
tasks of varying difficulty, with rigorous manual
review to ensure quality and accuracy. Unlike ex-
isting benchmarks, CoCo-Bench features innova-
tive task designs, such as reverse reasoning for CU
and multi-level code completion for CG, offering
a more comprehensive evaluation of model capa-
bilities. CoCo-Bench ensures task diversity and
practical alignment by including both simple and
complex tasks. This approach prevents overfitting
and better reflects model performance in real-world
development environments, providing a nuanced
framework that identifies strengths and weaknesses
across different capability dimensions.

Our empirical results demonstrate that CoCo-
Bench not only aligns well with existing bench-
marks but also reveals significant variations in
model performances across different capability di-
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Figure 1: Overview of the core evaluation dimensions in CoCo-Bench. The framework assesses four critical
capabilities of code LLMs: code understanding (CU), code generation (CG), code modification (CM), and code
review (CR). The evaluation flow highlights the interconnected nature of these capabilities in real-world software

development scenarios.

mensions. This effectively points out the strengths
and weaknesses of various code LLMs. By offer-
ing a more holistic and objective evaluation, CoCo-
Bench aims to guide future research, drive techno-
logical advancements in the development of code-
oriented LLLMs, and establish a reliable standard
for the field of software engineering.

2 Related Work

Code benchmarks for LLMs have undergone
significant evolution recently, reflecting notable
advancements in the field. Early works like
HumanEval (Chen et al., 2021), Mostly Basic
Programming Problems (MPBB) (Austin et al.,
2021) and The Code/Natural Language Challenge
(CoNalLa) (Yin et al., 2018) focused on fundamen-
tal CG tasks. HumanEval evaluated models’ ability
to generate Python functions using real-world tasks,
while MPBB included 974 tasks aimed at entry-
level programmers, assessing CG from complex
textual descriptions.

Most code benchmarks primarily concentrate
on tasks related to CG. APPS (Hendrycks et al.,
2021) challenges models to generate Python code
from natural language, simulating real-world de-
veloper tasks. CoderEval (Zhang et al., 2024b) ex-
panded evaluations by focusing on non-standalone
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Table 1: Task coverage across various code benchmarks.
v indicates coverage of certain type of task, while X
indicates no coverage.



functions commonly found in open-source projects,
providing a platform for assessing functional cor-
rectness. ClassEval (Du et al., 2023) introduced a
benchmark for class-level CG, addressing gaps in
existing evaluations by focusing on more complex
tasks. Concode (Iyer et al., 2018) targets generating
Java class member functions from English docu-
mentation, addressing challenges in class member
function generation. CodeXGLUE (Lu et al., 2021)
and CodeEditorBench (Guo et al., 2024) advance
research in code understanding and editing, evalu-
ating tasks like debugging and requirement switch-
ing.

As task complexity increased, new benchmarks
emerged to cover a broader range of scenarios.
DyPyBench (Bouzenia et al., 2024) is the first com-
prehensive benchmark for dynamic program anal-
ysis of Python projects. SWE-BENCH (Jimenez
et al., 2024) evaluates models’ ability to generate
patches that pass real tests by linking GitHub is-
sues with merged pull requests. CRUXEval (Gu
et al., 2024) tests models on practical coding tasks
using 800 different Python functions, while De-
bugbench (Tian et al., 2024) focuses on assess-
ing debugging capabilities, reflecting the need
for more complex evaluations beyond CG. Live-
CodeBench (Jain et al., 2024) adopts a dynamic ap-
proach by continuously sourcing new programming
challenges from competitive platforms to evalu-
ate models’ real-world capabilities, particularly in
code self-repair and test output prediction. Code-
Mind (Liu et al., 2024) introduces dimensions like
independent execution reasoning and specification
reasoning to assess models’ performance in com-
plex tasks beyond simple CG.

Multi-task benchmarks have also gained im-
portance. CodeFuseEval (Di et al., 2024) com-
bines the standards of HumanEval-x and MPBB,
introducing multi-task scenarios like code comple-
tion and cross-language translation. UltraEval (He
et al., 2024) provides a lightweight, comprehensive
framework to assess LLLMs across various tasks,
offering a unified evaluation platform.

3 Task Definition

In CoCo-Bench, we define four primary tasks to
comprehensively evaluate the capabilities of LLMs
in software engineering. Each task is formally
defined using mathematical notation to provide
clarity and precision in assessment. Figure 2 shows
some demonstrations.

3.1 Code Understanding (CU)

CU is formalized as a bidirectional inference prob-
lem. Let C denote the set of all possible code
snippets, Z represent the set of all possible input
parameters, and O denote the set of all possible
outputs. The CU task comprises two functions:
fou i CxI — Oand fo : C x O = P(I).
Here, fcy(C,I) = O predicts the output O given
the code snippet C' and input parameters /, and
fc_[}(C, O) = T’ deduces the set of possible input
parameters Z' C Z that could produce the output
O when executed with code C.

Formally, for a given code snippet C' € C, input
I € Z, and output O € O, fcy(C,I) = O if and
only if execute(C,I) = O, and fo;(C,0) =
{I' € T | execute(C,I') = O}.

CU emphasizes the model’s deep understand-
ing of code logic and its ability to perform
both forward and reverse inferences. To ensure
wide applicability, the collected code snippets
span multiple technical domains, including ar-
tificial intelligence and machine learning, data
processing and analysis, web development, and
database management. For example, in web de-
velopment and data processing, we utilize key
tools such as PyTorch (Paszke et al., 2019),
TensorFlow (Abadi et al., 2016), Keras (Chol-
let, 2015), Scikit-learn (Pedregosa et al., 2018),
NumPy (Harris et al., 2020), Pandas (McKinney,
2010), and Matplotlib (Hunter, 2007).

Specifically, the CU task consists of two sub-
tasks: predicting the code output (CUp) and de-
ducing the code input (CUpg). For instance, given
the function def add(a, b): return a + b
and inputs (3, 5), the model should accurately pre-
dict the result 8. Conversely, based on the output
8, the model should deduce potential inputs such
as {(3,5), (4,4), (6,2)}. By assessing the model’s
accuracy in both CUr and CUg, we can compre-
hensively measure its understanding of code logic.

3.2 Code Generation (CG)

CG is defined as the transformation of natural lan-
guage descriptions into executable code. Let D
represent the set of all possible natural language de-
scriptions, and C denote the set of all possible code
snippets. The CG task is represented by the func-
tion fcg : D — C, where fcg(D) = C generates
the code snippet C' corresponding to the natural lan-
guage description D. Formally, for a given descrip-
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Figure 2: Illustration of the four primary tasks in CoCo-Bench—Code Understanding (CU), Code Generation (CG),
Code Modification (CM), and Code Review (CR)—each defined to evaluate the capabilities of large language

models (LLMs) in software engineering.

tion D € D, C = fcg(D) such that execute(C)
performs the task described by D.

This function enables programmers to quickly
translate ideas into code and allows non-technical
individuals to contribute to software development.
By automating routine programming tasks, CG re-
duces human errors, improves code quality and
consistency, and accelerates the product iteration
cycle. We design both function-level CG tasks and
sentence-level CG tasks to test the models’ capabil-
ities.

3.3 Code Modification (CM)

CM involves altering existing code to meet spe-
cific requirements or to improve its functionality.
Let Co1q represent the set of original code snippets,
‘R denote the set of all possible modification re-
quests or requirements, and Cyey denote the set of
modified code snippets. The CM task is defined
by the function fcy @ Cog X R — Cpew, Where
Jfem(Cold, R) = Chew generates the modified code
snippet Chey that satisfies the modification request
R. Formally, for given Coq € Coiqg and R € R,
Chew = fem(Cold, R) such that execute(Chew)
meets the requirements R.

This task is crucial for maintaining software re-

liability and adapting to evolving needs. Our sam-
ples include code modification, where the model
updates code based on error messages, and API
updates, where the model revises code to reflect the
latest API changes. These scenarios test whether
code LLMs can enhance software reliability and
keep applications up-to-date with the latest techno-
logical advancements.

3.4 Code Review (CR)

CR is structured as a multi-label classification prob-
lem, where each code snippet is evaluated across
several criteria. Let C represent the set of all possi-
ble code snippets and £ denote the set of evaluation
criteria. The CR task is defined by the function
fer : € — P(E), where fcr(C) = &' assigns a
subset of evaluation criteria £ C & that the code
snippet C satisfies or violates. Formally, for a
given code snippet C' € C, &' = fcr(C) where
&' = {e € £ | C exhibits characteristic e}.

The key areas of evaluation include security is-
sues, performance problems, adherence to naming
conventions, and logical errors. Specifically, se-
curity issues involve vulnerabilities such as SQL
injections, buffer overflows, and insecure data han-
dling. Performance problems pertain to code seg-



ments that may lead to inefficiency, including un-
necessary computations, suboptimal algorithms,
and resource-heavy operations. Adherence to nam-
ing conventions means the compliance with es-
tablished coding standards and naming practices,
which enhance code readability and maintainability.
Logical errors involve flaws that might cause in-
correct execution, such as infinite loops, improper
condition checks, and erroneous data manipulation.

4 Analysis

In this section, we first analyze the overall scores
of all the LLMs. Then, in Section 4.2, we examine
the correlations between different sub-tasks and
datasets. In Section 4.3, we analyze the impact of
context length on model inference. In Section 4.4,
we focus on the impact of decoding strategies on
the models, primarily including top-k, top-p, and
Max New Tokens.

4.1 Comprehensive Performance Evaluation

We present the leaderboard results in Table 2, in
which the empirical results reveal that DeepSeek-
Coder-V2-Instruct and ChatGPT-4.0 outperform
other leading LL.Ms across various code-related
tasks. This superior performance primarily stems
from the scaling up of model parameters and the
volume of data used during their pre-training pro-
cesses.

Model scaling plays a pivotal role in enhancing
performance. Larger models, such as DeepSeek-
Coder-V2-Instruct, consistently outperform smaller
models like DeepSeek-Coder-1.3b and DeepSeek-
Coder-6.7b. This scaling trend is not uniformly
observed across all model families, suggesting
that factors such as training data diversity and
fine-tuning strategies play critical roles in maxi-
mizing the benefits of larger model architectures.
For instance, while DeepSeek-Coder-33b-instruct
achieves significant performance gains, similar
scaling within the CodeL.lama series does not yield
comparable improvements, pointing to potential in-
efficiencies or bottlenecks in their respective train-
ing paradigms.

The superiority of instruction-tuned models over
their base counterparts is consistently observed
across both CoCo-Bench and HumanEval bench-
marks. This trend underscores the critical im-
portance of instruction fine-tuning in enhancing
models’ ability to follow complex directives and
perform specialized tasks. The enhanced perfor-

mance of larger instruction-tuned models further
suggests that combining scale with targeted fine-
tuning yields synergistic benefits, enabling models
to achieve higher levels of proficiency in intricate
code-related tasks.

4.2 Correlation Analysis

Correlation between tasks: We visualize the
Spearman correlation heatmap among the tasks in
Figure 3, which provides further insight into the
interdependencies between different code-related
tasks. Notably, a strong correlation is observed
between CUr and CG (0.94), as well as between
CUpg and CG (0.84). These high correlation val-
ues indicate that proficiency in code understand-
ing (CU) significantly enhances a model’s abil-
ity to generate (CG) code effectively. This inter-
connectedness suggests that improvements in one
task—such as CU—can lead to better performance
in related tasks like CG. It highlights the integrated
nature of these tasks in real-world applications,
where advances in one area may catalyze progress
in others, ultimately fostering more versatile and
capable code models.

Figure 3: The correlation between each two of the five
tasks (CUg, CUg, CG, CM, CR) on CoCo-Bench.

However, the relatively lower correlation be-
tween CU and CR indicates that CR involves ad-
ditional competencies beyond mere code compre-
hension, such as assessing code quality, efficiency,
and adherence to best practices. We also observe
a relatively low correlation between CG and CM
(0.36), suggesting that the performance in CG does
not necessarily contribute to CM. This distinction
underscores the necessity for models to possess not
only a deep understanding of code but also the capa-
bility to evaluate and improve it critically, reflecting
the multifaceted nature of software engineering.



Model CUp cu CUn CG CM CR CoCo-Score
CodeLlama-7b-hf 12.93 3.33 11.45 | 30.00 | 39.39 16.87
CodeLlama-7b-Instruct-hf 9.92 5.17 16.41 | 15.00 | 25.71 12.94
CodeLlama-13b-hf 19.01 4.17 19.23 | 20.00 | 32.26 16.67
CodeLlama-13b-Instruct-hf 13.45 6.78 18.60 | 25.00 | 31.43 17.14
CodeLlama-34b-hf 15.83 6.67 21.71 15.00 | 20.00 14.50
CodeLlama-34b-Instruct-hf 14.88 4.24 19.08 | 20.00 | 29.41 15.48
DeepSeek-Coder-1.3b-base 14.88 3.31 15.27 | 20.00 | 31.43 14.84
Deepseek-Coder-1.3b-instruct 15.13 5.98 19.85 | 20.00 | 25.71 15.62
DeepSeek-Coder-6.7b-base 26.05 5.08 25.78 | 25.00 | 28.57 19.68
Deepseek-Coder-6.7b-instruct 35.65 1193 | 46.92 | 44.44 | 28.12 30.62
DeepSeek-Coder-33b-base 21.37 8.40 23.81 | 35.00 | 32.35 21.91
Deepseek-Coder-33b-instruct 33.88 10.74 | 39.53 | 50.00 | 37.14 31.05
ChatGPT4 5372 15.70 | 44.27 | 15.00 | 45.71 32.06
DeepSeek-R1-Distill-Qwen-7B | 57.02 9.09 35.88 | 20.00 | 34.29 28.26
ol-mini 66.12 9.09 55.73 | 45.00 | 45.71 39.60

Table 2: Leaderboard of model performance comparison on CoCo-Bench, with the first-place models highlighted
in shadow , the second-place models in bold, and the third-place models underlined. The table compares the
performance across different tasks: CU, CG, CM, and CR for five major model series: DeepSeek-Coder,
CodeLlama, R1, GPT and ol. CUg and CUg are two kinds of sub-tasks of CU. The metric CoCo-Score (see C)
provides an aggregated evaluation of model capabilities.
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Figure 4: Comparative analysis of model performance
on CoCo-Bench and HumanEval benchmarks: This
figure illustrates the relationship between model per-
formance on the CoCo-Bench (CG pass@1) and Hu-
manEval (HumanEval @ 1) benchmarks. Colors distin-
guish the training methods, with blue representing base
models and orange representing instruct-tuned models.
The size of each point reflects the model’s parameter
count, where larger points correspond to larger mod-
els. Different shapes indicate the model family: circles
for CodeLlama, crosses for DeepSeek-Coder and plus
signs for ChatGPT models. The dashed trend line and
shaded area indicate the general correlation between
performance on the two benchmarks.

ure 3 collectively demonstrate that CoCo-Bench
provides a more stringent and discriminative eval-
uation compared to simpler benchmarks like Hu-
manEval. The positive correlation between CoCo-
Bench and HumanEval scores indicates that foun-
dational capabilities are consistent across bench-
marks. Moreover, the analysis reveals that increas-
ing model size generally correlates with enhanced
performance, particularly within the DeepSeek-
Coder series.

Figure 5: Performance differences between instruct and
base versions of the same models on CoCo-Bench
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Figure 6: Performance differences under various top_p and top_k configurations

4.3 Context Length and Model Performance

Figure 8 and Figure 5 illustrate how model accu-
racy varies across different token count ranges of
input. All models, regardless of size and type, face
challenges in maintaining attention across longer
contexts due to the quadratic cost of self-attention
in transformers. Instruction tuning likely helps
focus attention on task-relevant segments of the
input, mitigating some of this drop in performance
for instruction models.

4.4 Decoding Strategies

Top-p and Top-k: As is illustrated in Figure 6,
top-p and top-k sensitivity varies by task. Struc-
tured tasks like CU tasks benefit from deterministic
outputs since code has stricter correctness require-
ments. A narrower token distribution (lower top-p
and top-k) is often sufficient for accurate results.
In contrast, open-ended tasks like CM and CG re-
quire creativity and diversity from LLMs, as there
are multiple plausible ways to modify or improve
code. It’s worth mentioning that LLMs are more
sensitive to top-p and top-k variance as they gen-
erate a wider range of plausible token predictions
due to their richer token distribution and greater
expressive power. When using high top-p and top-
k for inference, the outputs of LLMs can become
overly diverse or less coherent, potentially intro-
ducing syntactic errors or irrelevant code snippets.
Smaller models, by contrast, have less expressive

token distributions, making them inherently more
deterministic and less impacted by high top-p and
top-k settings, thereby maintaining code correct-
ness more effectively. So, we can draw the follow-
ing empirical conclusion:

Conclusion 1. The sensitivity to top-p and top-k
parameters varies across different tasks. Structured
tasks, such as CU, tend to benefit from more deter-
ministic outputs, while open-ended tasks, such as
CM and CG, demand greater creativity and diver-
Sity.

Instruction models consistently outperform base
models in code-related tasks. We believe this is due
to the exposure of instruction models to examples
with task-specific instructions during training, en-
abling them to better understand and follow coding
guidelines and requirements. As a result, we can
derive the following empirical conclusion:

Conclusion 2. Instruction-tuned models excel in
code-related tasks due to their close alignment with
task-specific coding objectives, which significantly
enhances both performance and robustness across
various decoding configurations.

Medium token ranges align well with the pre-
training datasets and tokenization schemes for most
models. Shorter tokens (e.g., 460—1191) may lead
to sparse representation, while longer tokens may
overload the model’s capacity. It’s also noted how
scaling laws reconcile with the outcome. Larger
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Figure 7: Performance differences under various max_new_tokens Configurations

models are inherently better at capturing long-
range dependencies due to their larger parameter
space and richer latent representations. Smaller
models lack the capacity to encode such complexity
effectively. This leads us to the following empirical
conclusion:

Conclusion 3. LLMs encounter challenges with
longer code contexts, but instruction tuning helps
maintain performance by focusing on relevant code
segments. Larger models handle long-range depen-
dencies in code more effectively than smaller ones.

Figure 8: Performance differences between different
models of the same type on CoCo-Bench

Max New Tokens: Figure 7 shows that higher
max new tokens directly correlates with better ac-
curacy in tasks requiring coherent and extended
outputs (e.g., CG and CU). It allows the model to
generate longer sequences, potentially capturing
more context and completing more complex out-
puts. Some tasks like CM benefit less due to their
inherent requirements, where longer sequences add

minimal value. Comparably, larger models and
instruction-tuned models are better equipped to uti-
lize extended token generation due to their ability to
manage more extensive contexts and dependencies.
Based on this, the following empirical conclusion
can be drawn:

Conclusion 4. Increasing max new tokens im-
proves performance in code tasks that require ex-
tended and coherent outputs, particularly bene-
fiting larger and instruction-tuned models by en-
abling them to manage more complex code struc-
tures and dependencies.

5 Limitations and Future Work

While CoCo-Bench provides an effective and com-
prehensive evaluation framework for LLMs in
code-related tasks, there are areas for expansion.
Currently, the benchmark lacks multimodal tasks
that require models to integrate code with other
data types, such as images or natural language,
which are becoming increasingly relevant in mod-
ern development environments. Recognizing this
gap, we plan to introduce multimodal tasks in the
future, allowing us to evaluate models on more
complex projects and providing a more holistic as-
sessment of LLMs’ capabilities. To ensure CoCo-
Bench remains at the cutting edge of LLM eval-
uation, we will regularly update the benchmark
by incorporating new programming languages and
adapting to evolving development practices.
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A Data Statistics Details
A.1 Data Statistics

CoCo-Bench, meticulously curated through fine-
grained manual review, comprises 705 high-quality
samples developed with the assistance of several
seasoned developers, each with over 10 years of
experience in SE. Half of CoCo-Bench samples are
quite challenging. As shown in Figure 9, The tasks
are diversified, with 56.7% of the samples focused
on CU, 21.3% on CG, 17.0% on CM, and 5.0%
on CR. This distribution emphasizes a comprehen-
sive approach to testing the various aspects of code
comprehension and generation.

In addition to the challenging nature of the tasks,
CoCo-Bench also supports a wide range of pro-
gramming languages. Python leads the way, ac-
counting for 54.6% of the samples, followed by
Java at 20.4%, C++ at 19.0%, and SQL at 6.0%.
The diversity ensures that the models are evalu-
ated across a broad spectrum of real-world coding

scenarios.

Programming Language Distribution

Task Distribution

Difficulty Distribution

Figure 9: Distribution of tasks, difficulty levels, and
programming languages in CoCo-Bench.

Task Types
Difficulty CU CG CM CR Total
Easy 74 41 17 11 143
Medium 94 54 22 15 185
Hard 232 55 8l 9 377
Total 400 150 120 35 705

Table 3: Distribution of samples by difficulty levels.
This table presents the distribution of samples across
different difficulty levels in the dataset. The tasks are
categorized into four types: CU, CG, CU and CR. Each
sample is further divided into easy, medium and hard
difficulty levels.

The dataset, as summarized in Table 3, shows a
clear emphasis on hard examples, which constitute
the majority of the dataset with 377 tasks. Ad-
ditionally, as shown in Table 4, each task type is
well-represented across different languages, with
Python being the most frequently used language
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Task Types
Code Language CU CG CM CR Total
python 208 87 55 35 385
java 80 29 35 ~~ 144
C++ 70 34 30 ~~ 134
SQL 42~ >~ >~ 42
Total 400 150 120 35 705

Table 4: Distribution of task types by programming lan-
guages. Each row represents a programming language,
such as Python, Java, C++ and SQL, and lists the num-
ber of tasks in each category for that language. The total
number of tasks for each language is provided, along
with the overall total for all languages.

across all categories.

B Benchmark Construction

The sample generation process of CoCo-Bench
is strategically organized into three main stages,
as shown in Figure 10: raw data collection, task-
specific data transformation and sample review.
Each part contributes to the overall effectiveness
and quality of the datasets.

Raw Data Collection: The code collection
phase of our dataset construction pipeline is de-
signed to gather a diverse set of programming sam-
ples that adhere to strict timeliness criteria, prevent-
ing data contamination and ensuring the quality
and relevance of the data for training and validat-
ing machine learning models. We source code from
Leetcode and various project repositories, selected
under stringent conditions to ensure data freshness.
Leetcode provides a controlled environment with
frequently reviewed and updated code, incorporat-
ing current coding practices and algorithms. This is
crucial for training models that must stay up-to-date
with the latest programming trends. Project code,
particularly from repositories with contributions
from less experienced developers, serves a dual
purpose. It captures common coding errors and
suboptimal practices, valuable for training models
aimed at CR and CM tasks. Additionally, it aligns
the dataset with real-world programming tasks, as
project code often involves complex, operationally-
driven designs. By carefully selecting sources like
Leetcode and project repositories, we ensure that
our dataset avoids outdated or irrelevant data while
encompassing a broad spectrum of real-world cod-
ing scenarios.

Task-Specific Data Transformation: The sec-
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Figure 10: The construction pipeline of CoCo-Bench. The process starts with data collection from three primary
sources: GPT generation, Leetcode community solutions, and various projects. The collected data is then structured
into samples, which are adapted to different tasks based on their characteristics. CU: the construction of this dataset
involves structuring the collected data into forward and reverse instances. CG: this dataset involves the question
difficulty rating task, where the collected code is categorized into easy and hard instances. Easy instances are
characterized by simple, straightforward tasks with minimal code, whereas hard instances involve more complex
tasks with additional comments or incomplete parts that require completion. CM and CR datasets start with a
bug implantation process, where code snippets are intentionally altered to introduce bugs and inefficiencies. The
final stage of the pipeline involves inference and human check which ensure the correctness and relevance of

CoCo-Bench.

ond step in our dataset construction pipeline in-
volves task-specific data transformation, tailoring
code samples for different computational tasks to
optimize model training and evaluation. For CU,
the process creates forward instances (input-output
pairs) and reverse instances (output-inference chal-
lenges). In CG tasks, instances are categorized by
difficulty, ranging from simple completions to com-
plex corrections. For CM and CR tasks, bugs and
inefficiencies are strategically inserted into code
samples, using models like GPT to generate realis-
tic scenarios, enhancing the dataset’s robustness for
debugging and optimization tasks. The final step
includes a thorough CR, starting with initial evalua-
tions using high-performance open-source models
like GPT, followed by manual review, and final
incorporation into the benchmark library. Follow-
ing the automated inference, the samples undergo
a detailed manual review by experienced develop-
ers. The manual review focuses on several critical
aspects:

1. Sample Correctness: Verifying that the sam-

ple code performs the intended function without
errors. This involves running the code against a set
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of test cases to ensure accurate outputs.

2. Reasonable Difficulty: Assessing whether
the difficulty level of the sample is appropriate. En-
suring that the samples are neither too easy nor ex-
cessively difficult, thereby maintaining a balanced
difficulty level across the dataset.

3. Practical Applicability: Evaluating the real-
world relevance and usefulness of the sample. En-
suring that the code samples reflect practical sce-
narios and challenges that developers are likely to
encounter.

4. Easy Readability: Checking if the sample
code is easy to understand and maintain. This in-
cludes verifying clear and concise variable names,
appropriate use of comments, and adherence to
coding standards.

During the manual review, each aspect is metic-
ulously examined to ensure that the benchmark
samples meet high standards of quality and robust-
ness.

C Benchmark Metric

To evaluate the performance of Code LLMs on the
CoCo-Bench, we incorporate a weighting scheme



based on the difficulty of each sample, ensuring a
more accurate assessment of a model’s capabilities.

We first apply TrueSkill2 (Minka et al., 2018)
approach to assess the difficulty coefficient of each
task, marked as p;. We then calculate w; using
inverse normalization:

Wi — 1/ pi
i 5
Zj:l 1/
ensuring 21'5:1 w; = 1. Let w; represent the

weight assigned to the i-th sample, reflecting the
contribution of each task to the overall score.
Higher weights correspond to more complex sam-
ples. For all tasks, we define the difficulty-aware
pass rate (DAPR) as follows:

> (Pass Rate; x w;)
2 lim Wi

where Pass Rate; represents the pass rate for the
t-th sample—indicating how often the model suc-
cessfully passes this specific test case—w; is the
difficulty weight of the ¢-th sample, and n is the
total number of samples in the task.

To compute the overall CoCo-Score, we com-
bine DAPR of each task:

DAPR =

4
CoCo-Score = (% x DAPR; )
j=1

where n; is the number of samples in the j-th task,
N is the total number of samples across all tasks,
DAPR; is the difficulty-aware pass rate for each
respective task.

Our approach ensures that the CoCo-Score not
only measures the average performance of the mod-
els but also emphasizes their ability to handle more
complex coding challenges by using difficulty-
aware scores, providing a comprehensive assess-
ment of a model’s practical effectiveness and ro-
bustness across various coding tasks.

D Prompts for Inference

In specific tasks within CoCo-Bench, the input
typically consists of a prefix prompt and a suffix
prompt. The prefix prompt includes several exam-
ples to assist the large model in understanding the
specific task requirements and the expected output
format. These examples effectively guide the
model, ensuring it performs the task correctly. The
suffix prompt appears at the end of the input and
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serves to reinforce the required output structure,
ensuring that the model’s output is consistent
with the examples provided, which facilitates
subsequent automated processing.

D.1 Prompts for CU Inference
Prefix prompt for CUy :

Please deduce the output of the following
code based on the code snippet and the in-
put.

Infix prompt for CUy :

The code snippet is as follows:

import numpy as np
def power_sum(arrl,arr2):
powered_arr np.power (arri,
arr2)
result_sum
)

return result_sum

np.sum(powered_arr

Infix prompt for CUy :

The input is as follows:

[fz,3,41, [1,2,31]

Suffix prompt for CUp :

Give only the deduced output of the code
snippet. Do not output any additional infor-
mation.

Prefix prompt for CUg :

Please deduce the input of the following
code based on the code snippet and the out-
put.

Infix prompt for CUy :

The code snippet is as follows:

import numpy as np
def power_sum(arrl,arr2):
powered_arr = np.power(arrl,




arr2)
result_sum

)

return result_sum

np.sum(powered_arr

Suffix prompt for CG :

Give only the completed code. Do not out-
put any additional information.

Infix prompt for CUy :

The output is as follows:
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D.3 Prompts for CM Inference

Preffix prompt for CM:

Please correct the following code according
to the description. The description is as
follows:

Suffix prompt for CUg :

Give only the deduced input of the code
snippet. Do not output any additional infor-
mation.

D.2 Prompts for CG Inference

Prefix prompt for CG :

Please fill in the following incomplete code
according to the description. The descrip-
tion is as follows:

You are given an array of positive integers
nums. Alice and Bob are playing a game. In
the game, Alice can choose either all single-
digit numbers or all double-digit numbers
from nums, and the rest of the numbers are
given to Bob. Alice wins if the sum of her
numbers is strictly greater than the sum of
Bob’s numbers. Return true if Alice can
win this game, otherwise, return false.

Infix prompt for CG :

The incomplete code is as follows:

def canAliceWin(self,
intl) -> bool:
single=0
double=0
for it in nums:
if it>=10:
double=____
else:
single=____
return single !=double

nums: List[

You are given a 0-indexed string s typed by
a user. Changing a key is defined as using
a key different from the last used key. For
example, s = "ab" has a change of a key
while s = "bBBb" does not have any. Return
the number of times the user had to change
the key. Note: Modifiers like shift or caps
lock won’t be counted in changing the key
that is if a user typed the letter ’a’ and then
the letter *A’ then it will not be considered
as a changing of key.

Infix prompt for CM :

The code to be corrected is as follows:

def countKeyChanges(self, s:

-> int:

if len(s) == 1:
return 0

s = s.upper()

count Q

for i in range(len(s)-1):
if s[il sfi + 1]:

count += 1
return count

Suffix prompt for CM:

Give only the corrected code. Do not output
any additional information.

str)

D.4 Prompts for CR Inference

Prefix prompt for CR:

Please find errors in the following code ac-
cording to the description. The description
is as follows:
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Function uses the ’eval’ function to execute
dynamic expressions from user inputs, pos-
ing serious security risks.

Infix prompt for CR :

The code with errors is as follows:

def execute_expression(user_input):
result eval (user_input) #
Dangerous use of eval
return result

Suffix prompt for CR:

There are four types of errors: per-
formance_issues, security_issues, Syn-
tax_errors and logical_errors. Please give
accurate error types and correct the code, in
the form of

{

"performance_issues":

"data = request.get(user_url)",
"security_issues":

"password = getpass.getpass()",
"syntax_errors":

"print(a + b)",
"logical_errors":

"continue if a > b else break"

E More Hyper Parameter Analysis

An interesting phenomenon can be observed from
these Figure ?? and Figure ??: models with lower
performance seem to be more sensitive to decod-
ing temperature. Specifically, CodeLlama-7b-hf
achieves its highest score at a lower temperature,
while DeepSeek-Coder-6.7b-Instruct shows greater
score fluctuations at higher temperatures.

This can be explained by the relationship be-
tween a model’s generation capability and the de-
coding temperature. Higher-performing models
typically have stronger generation capabilities, al-
lowing them to maintain more stable performance
across a wider range of temperatures. In contrast,
lower-performing models may rely on specific de-
coding temperatures to enhance the quality of their
outputs when tackling complex tasks. For instance,
CodeLlama-7b-hf might produce more determinis-
tic outputs at lower temperatures, avoiding the ran-
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domness introduced at higher temperatures, which
leads to better scores in certain tasks.

On the other hand, lower-performing models are
more sensitive to temperature changes, possibly
because they struggle to maintain coherence and
quality in their outputs at higher temperatures. As
the temperature increases, the generated text may
become more random, leading to a decline in task
performance. This also explains why CodeL.lama-
7b-hf achieves its highest score at a lower temper-
ature: at lower temperatures, the model produces
more deterministic and consistent content, avoiding
the noise introduced by unnecessary randomness.
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