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Abstract

In this paper, we investigate the potential of001
chatbots as agents to drive the adoption of sus-002
tainable behaviors amid the pressing need for003
global environmental sustainability. Aware-004
ness of the environment and accepting sus-005
tainable practices play a useful role in safe-006
guarding our natural resources and reducing007
the negative consequences of human actions on008
the earth. In this paper, we build a dialogue009
agent for nudging towards sustainability by cre-010
ating the EcoNudge dialogue dataset, which011
allows an understanding of diverse user per-012
sonas’ responses to sustainability-focused guid-013
ance techniques. Our primary contributions014
encompass creating this dataset and proposing015
a persona-aware reinforcement learning model016
to craft impactful interactions by tailoring guid-017
ing strategies based on broad persona charac-018
teristics. Our study showcases the efficacy of019
a reinforcement learning finetuned language020
model, surpassing a well-prompted large lan-021
guage model. This shows the feasibility of com-022
paratively smaller models, achieving compara-023
ble performance to the relatively larger models024
with proper reinforced fine-tuning. This demon-025
strates the potential to construct guiding agents026
that underline the dataset’s value for future en-027
deavors in sustainable behavior guidance. 1028

1 Introduction029

The need for sustainable practices has become030

increasingly apparent in recent years (Cabrera031

et al., 2008). There is a pressing need to foster032

a mindset of responsible action towards preserving033

our planet’s resources and ecosystems. However,034

achieving widespread sustainable practices requires035

more than just the acknowledgment of the issue;036

it requires effectively encouraging individuals to037

adopt and adhere to sustainable behaviors (Mair038

and and, 2013). While systemic changes driven by039

1Dataset, code and output samples are available at https:
//anonymous.4open.science/r/EcoNudges-DFA7/.

policy-makers and corporate responsibility are fun- 040

damental to addressing environmental challenges 041

on a large scale, fostering individual sustainable 042

behaviors remains a vital complementary compo- 043

nent. Our work focuses on the latter, exploring the 044

potential of conversational agents in this domain. 045

(Placeholder citations for interdisciplinary litera- 046

ture on policy-makers and corporations would be 047

added here to support the claim that other actions 048

are also required for sustainability.) 049

Hello

Hi there! How can I assist you today?

I heard about using natural pest repellents in the garden instead
of chemicals. But I'm not sure why.

Using natural pest repellents in your garden has several
benefits. It helps protect the environment by reducing the use
of harmful chemicals, promotes biodiversity, and ensures the

safety of beneficial insects. Additionally, it can save you money
in the long run.

By choosing natural pest repellents, you maintain a safer
space for your family and pets while also saving money

on long-term garden maintenance.

Even if environmental concerns aren't your top priority,
using natural pest repellents ensures a healthier garden

for you to enjoy—an oasis in your own home!

I don't really care about the environment that much.
How does it benefit me?

I've heard about these natural options before, but I'm not
sold. I doubt they're as effective as chemicals. Convince

me otherwise if you can.

Interesting! Can you elaborate on how these natural
repellents protect the environment and promote

biodiversity?

Figure 1: Example demonstrating variations in user
input depending on user persona and the corresponding
shift in agent actions (dialogue acts from Table 2).

The advent of chatbots and Large Language 050

Models (LLMs) has initiated a new era in conver- 051

sational systems, offering opportunities for guid- 052

ing and shaping user behaviors (Dokukina and Gu- 053

manova, 2020; Zamora, 2017). Leveraging the 054

capabilities of these interactive agents presents a 055
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promising method to advocate and subtly guide056

people towards sustainability. This paper focuses057

on the process of subtle influence or "nudging"058

through dialogue, rather than just overt persuasion,059

to encourage consideration of sustainable practices.060

Our research aims to bridge the gap between the061

need for sustainability and practical means of guid-062

ing people to participate in sustainable practices063

(Carlsson et al., 2021) actively. Using chatbots and064

persona-aware reinforcement learning, we aim to065

create compelling, personalized strategies for pro-066

moting sustainability among diverse user groups.067

For example, in Figure 1, given the same context,068

users with different personas will respond differ-069

ently to a suggestion. Consequently, the agent must070

also tailor its response considering the user’s per-071

sona to be effective.072

Contributions: 1. Dataset: We introduce073

EcoNudge, a manually verified synthetic dialogue074

dataset, specifically designed for environmental075

sustainability. It features unique user personas076

and guidance strategies tailored for subtle influ-077

ence in conversations, serving as a foundational078

resource for similar system development. 2. Rein-079

forcement Learning Methodology: We developed080

a task-specific RL approach for dialogue-based081

influence, focusing on the efficacy of RL with082

carefully designed reward functions over relying083

solely on larger models. This includes a persona-084

aware RL framework with specialized reward func-085

tions to manage the complexities of nudging di-086

verse users towards sustainable actions. 3. Perfor-087

mance Benchmarking: Our RL-enhanced meth-088

ods achieve competitive performance against sig-089

nificantly larger models (e.g., GPT2-RL vs Llama090

3, Phi 3-RL approaching GPT-3.5 levels) on task-091

specific metrics. This highlights the strength of092

our RL methodology and the potential of targeted093

fine-tuning for specialized guidance agents, as094

demonstrated by empirical insights (Section 6)095

from comparing our RL-enhanced models with096

larger prompted LLMs.097

2 Related Work098

Promoting pro-environmental behavior through099

"green nudges"—subtle interventions that guide100

choices without restricting them—is a growing101

field of interest (Bonini et al., 2018). Such nudges102

are explored across various media (Cialdini,103

2003; Parsons, 1963), emphasizing audience104

understanding, trust (Kelman, 1961; Raven, 2008),105

authenticity, and transparency (Schubert, 2017; 106

Pornpitakpan, 2004). Our work specifically 107

investigates dialogue-based nudging for environ- 108

mental sustainability using a mix of guidance and 109

persuasion. Appendix B distinguishes our subtle 110

guidance approach from direct persuasion. 111

112

Existing conversational AI and general LLMs 113

are inadequate for nuanced sustainability nudging, 114

lacking datasets and RL agents for diverse personas 115

and multi-turn guidance. Our work aims fills this 116

gap with EcoNudge and a persona-aware RL frame- 117

work for tailored guidance, showing smaller, fine- 118

tuned models can achieve strong performance. 119

Conversational AI for sustainability is an emerg- 120

ing application. While many systems provide in- 121

formation, few focus on persona-driven, nuanced 122

behavioral guidance. Research in persuasive dia- 123

logue for social good (Wang et al., 2019) and the 124

role of empathy (Samad et al., 2022) are relevant. 125

However, datasets and RL agents specifically for 126

sustainability nudging, incorporating diverse per- 127

sonas and multi-turn guidance strategies, are less 128

explored. Our work aims to fill this gap, focus- 129

ing on positive guidance strategies (e.g., rational 130

arguments, inspirational appeals, statistical support 131

(Cialdini, 2003)) tailored for environmental topics. 132

While datasets like Craigslist Bargain (He et al., 133

2018) inform negotiation, EcoNudge is unique in 134

its sustainability focus and interaction design for 135

subtle influence. Personalization is key to effective 136

behavioral interventions (Kipnis et al., 1980; Yukl 137

and Falbe, 1991; Schriesheim and Hinkin, 1990). 138

Recent studies across various domains confirm that 139

personalized AI interactions enhance user experi- 140

ence and engagement (Samad et al., 2022; Mishra 141

et al., 2024; Martins et al., 2024). Building on 142

this, we employ persona-aware RL to tailor sustain- 143

ability guidance, aiming for ethical and impactful 144

interactions. The works of Mishra et al. (2022) and 145

Mishra et al. (2024) using RL for polite and em- 146

pathetic persuasive dialogues in charity donation 147

further motivate applying RL for specialized dia- 148

logue tasks. The comparison between large LLMs 149

and smaller, fine-tuned models is pertinent (Chen 150

and Varoquaux, 2024). Task-specific fine-tuning, 151

particularly with RL, can enable smaller models to 152

achieve strong performance (Choi and Ahn, 2024; 153

Pternea et al., 2024; Havrilla et al., 2024; Guo et al., 154

2025). The EcoNudge dialogue dataset we devel- 155

oped builds on existing research in persuasion and 156

personalization (Wang et al., 2019; Mishra et al., 157
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Figure 2: Overview of the EcoNudge dialogue dataset creation process (left pipeline) and the architecture of the
proposed persona-aware reinforcement learning system for response generation (right pipeline). For dataset creation,
curated dialogue acts and flows, informed by human-human interactions and personas, guide LLM-based dialogue
generation. This dataset then informs the training of baseline and RL-enhanced inference models.

2022; Vossen et al., 2024), offering insights into158

how personalized approaches can influence behav-159

ior across diverse individuals. Additionally, our160

findings show that smaller, fine-tuned models can161

achieve performance comparable to well-prompted162

large language models (LLMs).163

3 Dataset Creation164

We define influencing or nudging in this work as165

a subtle, long-term process involving multiple dia-166

logues aimed at guiding user thinking and behavior167

towards sustainability. Communication is a com-168

plete interaction sequence over multiple dialogues.169

Dialogue is a single conversational exchange. Ap-170

pendix Table 16 provides an example. A temporal171

gap between dialogues is assumed for user reflec-172

tion and possible attempts at the suggestion. The173

dataset was created via a structured, multi-phase174

approach (further detailed in Appendices C through175

H):176

1. Sustainability Suggestion Curation: 100 en-177

vironmental sustainability suggestions were com-178

piled from credible sources (Table 11 in Appendix179

C). 2. Human-Human Interaction Study: 200180

human-human dialogues were conducted to ob-181

serve guidance interactions and refine user per-182

sonas, bot actions, and dialogue flow structures183

(Appendix D). 3. Persona and Dialogue Act Fi-184

nalization: Five user personas and 17 bot/agent185

dialogue acts were finalized based on the human- 186

human study and literature (Appendices F, E). 4. 187

LLM-based Dialogue Generation: Llama2-7B 188

(Touvron et al., 2023) was prompted to generate 189

EcoNudge dialogues, with exploratory generation 190

also performed using Qwen2.5 (Team, 2024), yield- 191

ing similar quality; samples are in the supplemen- 192

tary materials (Appendix G). 5. Human Valida- 193

tion: All Llama2-generated dialogues underwent 194

extensive multi-expert human validation for flu- 195

ency, coherence, persona consistency, and flow 196

alignment, with substantial correction or rejection 197

of data (Appendix H). 198

3.1 Suggestion Data 199

We curated 100 actionable sustainability sugges- 200

tions (sample list in Appendix C.1). Each was 201

enriched with diverse supporting information (ben- 202

efits, statistics, etc., see Table 11 in Appendix) to 203

provide substantive content for dialogue generation. 204

This information was compiled, ensuring alignment 205

with widely accepted, verifiable sustainability prac- 206

tices. 207

3.2 Human-Human Interaction Phase 208

This involved 200 dialogues between human an- 209

notators. These interactions were fundamental for 210

empirically grounding our understanding of natu- 211

ral nudging dialogues and iteratively developing 212

the user personas (Section 3.3), bot/agent actions 213
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(Section 3.4), and common dialogue flows (Section214

3.5).215

3.3 User Personas216

We defined five user personas based on behavioral217

patterns observed in the human-human interaction218

phase and insights from literature on influencing219

and user typologies (Cialdini, 2016, 2003; Wang220

et al., 2019). The personas—Active, Inquisitive,221

Materialistic, Skeptical, and Biased (Table 1)—rep-222

resent a spectrum of receptiveness/convincing,223

from easiest to hardest. Appendix F provides de-224

tailed descriptions, and Table 12 (in Appendix)225

shows utterance examples.226

Persona Description

Active Embraces proactive environmental en-
gagement, consistently seeking new ways
to contribute positively.

Skeptical Demonstrates persistent doubt towards ini-
tiatives; cautious, requiring substantial ev-
idence to alter behaviors.

Inquisitive Actively seeks comprehensive information
and in-depth understanding of environ-
mental practices; eager to learn more.

Materialistic Emphasizes tangible economic or personal
advantages of eco-friendly choices; priori-
tizes practical benefits.

Biased Exhibits firm preconceived notions or re-
sistance towards environmental recom-
mendations; requires tailored strategies.

Table 1: User Personas and their core characteristics.

3.4 Bot/Agent Actions227

The agent utilizes 17 dialogue acts (Table 2). These228

were systematically derived through an iterative229

process combining: (1) empirical observations230

from human-human dialogues (Appendix D); (2)231

alignment with established persuasion and influ-232

ence literature (Cialdini, 2016, 2003; Wang et al.,233

2019), and; (3) collaborative annotator refinement,234

achieving 86% inter-annotator agreement for la-235

beling. This dual grounding (empirical and theo-236

retical) aimed for a robust and relevant taxonomy.237

Appendix E provides further justification.238

3.5 Dialogue Flow Generation239

From human-human interactions, we derived "dia-240

logue flows": structured yet adaptable sequences of241

anticipated agent dialogue acts and user responses.242

These guide For example, a flow for an ’Inquisitive’243

persona might be: ‘Agent:Suggestion‘ → ‘User:244

Request Clarification‘ → ‘Agent: Provide Bene-245

fits Statistics‘ → ‘User: Express Consideration‘ →246

Action Description

Benefits Explains advantages of the suggestion.
Inspirational
Appeal

Uses an inspirational angle to support.

Consensus Provides information to establish consen-
sus.

Rational Ap-
peal

Appeals to logic and reason.

Action Suggests actionable steps.
Inquiry Responds to a user’s question.
Social Ap-
peal

Makes a social case for support.

Encouragement Offers motivation to the user.
Intrigue Acknowledges user’s positive reception.
Support Provides data, references, or stories.
Openness Responds positively to requests for more.
Follow-up Asks for updates on prior suggestions.
Suggestion Provides a new suggestion.
Address
Doubt

Addresses user’s uncertainty/doubts.

Address
Complain

Addresses a specific user concern.

Hopeful Con-
sideration

Expresses hope for user success.

Simplify Makes complex suggestions easier.

Table 2: Bot/Agent dialogue acts and their descriptions.

‘Agent: Offer Further Support‘, and the flow resets 247

with a new suggestion dependent on user’s accep- 248

tance/rejection of the suggestion. These are not 249

rigid scripts but high-level maps informing LLM 250

prompt design. Table 5 and Tables 16 and 17 show- 251

case dialogues reflecting these flows. 252

3.6 Data Preparation and Validation 253

EcoNudge dialogues were primarily generated us- 254

ing Llama2-7B (Touvron et al., 2023), a robust 255

open-source model at the time of dataset creation 256

(early 2024). Dialogue acts were integrated into 257

Chain-of-Thought style prompts (Wei et al., 2022; 258

Zamfirescu-Pereira et al., 2023) to guide genera- 259

tion (Appendix G). We have also recently explored 260

dataset generation with Qwen2.5-Omni-7B; initial 261

assessments showed comparable dialogue quality 262

but since it doesn’t seem to show noticeable im- 263

provement, we didn’t explore the full suite of hu- 264

man validation. Crucially, all Llama2-generated di- 265

alogues underwent rigorous multi-stage human val- 266

idation by three linguistics/NLP experts (Appendix 267

H). This ensured high standards for fluency, co- 268

herence, persona consistency, and flow alignment. 269

Dialogues were iteratively corrected or rejected 270

(19.7% rejected, 58.8% corrected) based on strict 271

criteria, ensuring the quality of the final dataset. 272

Reward functions are categorized into Generic 273

and Task-Specific, designed to guide persona- 274
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aware nudging. Values are informed by litera-275

ture (Cialdini, 2003; de Pablo González et al.,276

2014; Schriesheim and Hinkin, 1990) and anno-277

tator agreement.278

3.7 Dataset Statistics279

The EcoNudge dataset statistics are in Table 3.280

Dataset Information

Total communications 740
Communications per user persona 148
Total dialogues 3700
Average dialogue length (turns) 10.2

Table 3: EcoNudge dataset statistics.

4 Models and Methodology281

4.1 Methodology282

Our system (Figure 2, right pipeline) first fine-283

tunes a pre-trained LM on EcoNudge via SL (cross-284

entropy loss; Appendix I.1). For RL models,285

this SL model is further optimized using PPO286

(Schulman et al., 2017) with six reward functions287

(two generic, four task-specific). All RL mod-288

els (GPT2-rl, Phi3-rl, Qwen2.5-rl) used this full289

suite of rewards. We hypothesize that combining290

generic rewards (for conversational quality) with291

task-specific ones (for guidance and personaliza-292

tion) offers a synergistic effect.293

Reward Functions Overview: The reward294

functions are categorized into Generic and Task-295

Specific, designed to guide effective, persona-296

aware nudging. Values are informed by litera-297

ture (Cialdini, 2003; de Pablo González et al.,298

2014; Schriesheim and Hinkin, 1990) and anno-299

tator agreement. For a comprehensive mathemati-300

cal representation and detailed justification of all301

implemented reward functions, kindly refer to Ap-302

pendix I.2.303

• Generic Rewards:304

– Length Reward: Penalizes responses deviat-305

ing from a target length, promoting balanced306

conversational turns suitable for chatbot inter-307

faces. Its primary rationale is to encourage308

appropriate length for effective communica-309

tion in pop-up chatbot scenarios, where ver-310

bose responses hinder user experience. The311

target length is a hyperparameter for adjusting312

conciseness.313

– Semantic Coherence Reward: Ensures logi- 314

cal consistency by assessing mutual informa- 315

tion between the agent’s action and dialogue 316

history. 317

• Task-Specific Rewards: 318

– Change in Opinion Sentiment Reward: In- 319

centivizes shifting user sentiment towards pos- 320

itive engagement. Reward values are normal- 321

ized and designed to subtly disincentivize nega- 322

tive sentiment stagnation. Sentiment detection 323

uses an aspect-based classifier. 324

– Intermediate Completion Reward: Assigns 325

rewards based on user progression (rejected, 326

considered, or implemented) towards sustain- 327

able behavior. Heuristic values are grounded 328

in empirical observations and iterative model 329

tuning. "Considered" is mapped to a low value 330

as this just implies that the response aligns 331

with the user persona, but whether the user 332

will even try it is uncertain. 333

– Positive Affirmation Reward: Provides posi- 334

tive reinforcement for user affirmation of sug- 335

gestion usefulness and penalizes dislike, guid- 336

ing the agent to promote positive user recep- 337

tion of suggestions. 338

– Personalized Support Reward: Combines 339

weighted support components based on user 340

persona and compliance rate, encouraging di- 341

verse and tailored guidance. 342

The complete suite of reward functions, encom- 343

passing both generic (Length, Semantic Coherence) 344

and task-specific (Change in Opinion Sentiment, In- 345

termediate Completion, Positive Affirmation, Per- 346

sonalized Support) elements, is crucial for optimiz- 347

ing the conversational agent’s ability to effectively 348

nudge users toward sustainable behaviors. They 349

work synergistically to balance conversational qual- 350

ity with targeted guidance and personalization. 351

4.2 Models 352

We experimented with models detailed in Table 353

4. Models with "-rl" in their name (GPT2-rl, 354

Phi3-rl, Qwen2.5-rl) underwent our RL fine-tuning. 355

Other models (GPT-2, GODEL, Phi3.3B, Llama2- 356

7B, Llama3-8B, Mistral-7B, and Qwen2.5) were 357

fine-tuned on EcoNudge using supervised learning 358

(SL). GPT-3.5, GPT-4, and GPT-4o were used via 359

API with prompting only, without fine-tuning on 360

EcoNudge. 361
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Model Description
GPT-2 GPT-2 (Radford et al., 2019) is a

Transformer-based model pre-trained us-
ing self-supervised learning on a large
corpus of English text.

GODEL GODEL (Peng et al., 2022) is a pre-
trained Transformer encoder-decoder
model optimized for goal-oriented dia-
logue generation tasks.

Llama2 Llama2 (Touvron et al., 2023), is an
LLM pre-trained on a 2 trillion token
dataset designed for general-purpose nat-
ural language processing.

Mistral Mistral-7B (Jiang et al., 2023) is an
LLM that employs grouped-query atten-
tion (GQA) and sliding window atten-
tion (SWA) for more efficient inference.

Phi-3 Phi-3 (Abdin et al., 2024) is a 3.8B pa-
rameter LLM, available in two configu-
rations supporting 4K and 128K token
contexts.

Llama-3 Llama 3 (AI@Meta, 2024) is an auto-
regressive model, finetuned for en-
hanced alignment with user intent.

Qwen2.5 Qwen 2.5-7B (Team, 2024) is an auto-
regressive model, with 7.61B parame-
ters capable of handling context up to
131,072 tokens.

GPTs OpenAI’s GPT 3, 4 & 4o models are
large-scale autoregressive models opti-
mized for tasks involving long-range de-
pendencies.

Table 4: Experimented Language Models

5 Evaluation Setup362

We use user behaviors as indicators of success in363

influencing the user based on research by (Hao364

et al., 2013; Cialdini, 2003). The detailed indicators365

are shown in Appendix B.1. We take the utterances366

on verbal acknowledgment and use them to score367

the human evaluation metric Guidance Efficacy368

(G-Eff).369

A. Automatic Evaluation: We conduct an auto-370

matic evaluation using the following metrics.371

1. For syntactic evaluation, we use, BLEU (Pap-372

ineni et al., 2002), METEOR (Banerjee and373

Lavie, 2005), ROUGE-L (Lin, 2004), CIDEr374

(Vedantam et al., 2015), and SPICE (Ander-375

son et al., 2016).376

2. Semantic similarity is measured using Skip-377

Thought Cosine Similarity (STCS) (Kiros378

et al., 2015), Greedy Matching Score (GMS)379

(Rus and Lintean, 2012), Vector Extrema Co-380

sine Similarity (VECS) (Forgues et al., 2014)381

and Embedding Average Cosine Similarity382

(EACS) (Landauer and Dumais, 1997).383

B. Human Evaluation: Human evaluations384

were conducted by five proficient evaluators who 385

interacted with the proposed system 100 times 386

to assess the system on a scale of 1 to 5, with 387

higher scores indicating better performance, on 388

three task-specific criteria: (i) Support Consis- 389

tency (S-Con): Measures the consistency of the 390

negotiation approach within a dialogue. (ii). Guid- 391

ance Efficacy (G-Eff): measures the ability of the 392

system to present compelling arguments, reason- 393

ing, or incentives that guide the other party. (iii) 394

Dialogue-Engagingness (D-E): Evaluates the ex- 395

tent to which a dialogue is engaging, captivating, 396

and can hold the participants’ attention. Addition- 397

ally, the annotators also evaluated the system on 398

two general human evaluation metrics of Fluency 399

(Hoffman, 2019) and Context Relevance (Sai et al., 400

2022). Further details are added in Appendix J. 401

6 Results and Analysis 402

Our evaluation compares SL-fine-tuned models, 403

prompted large models, and our RL-enhanced mod- 404

els. Automatic Evaluation (Table 14): RL fine- 405

tuning generally enhances performance. Qwen2.5- 406

rl and Phi3-rl achieve scores often comparable to or 407

exceeding larger models like the original GPT-4 on 408

several metrics, especially CIDEr and SPICE. GPT- 409

4o (prompted) sets a high benchmark. Supervised 410

Qwen2.5 performs robustly, similar to Mistral-7B. 411

Human Evaluation (Table 6): Human evalu- 412

ations strongly underscore the benefits of our RL 413

approach. Our RL-enhanced models, especially 414

Qwen2.5-rl, achieve the highest scores on task- 415

specific metrics critical for effective nudging: Guid- 416

ance Efficacy (G-Eff) and Support Consistency (S- 417

Con). This key finding demonstrates specialized 418

RL fine-tuning enables these models to surpass 419

even the latest large prompted models (like GPT- 420

4o) in strategic guidance. While GPT-4o excels in 421

general conversational qualities, RL models show 422

superior capability in strategic, consistent, and ef- 423

fective guidance, highlighting our RL functions’ 424

value. 425

Ablation Studies for Reward-Specific Contri- 426

butions: Comprehensive ablation studies clarify 427

the impact of individual reward components. We 428

conducted these on Phi3, GPT2, and Qwen2.5 mod- 429

els to quantify each reward’s contribution. Results 430

(Table 7) provide useful evidence for their individ- 431

ual and synergistic effects. Removing the Length 432

Penalty shows a marginal change, suggesting its 433

role is primarily conversational quality refinement. 434
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GPT2-rl
model behaviour Speaker Utterances

Model trying
to convince user
for a hard suggestion

Agent Hi there!
User hey. do you have any suggestions to help the environment?
Agent Have you considered joining or starting an environmental sustainability club in your community?
User Thats not for me. It sounds like a lot of work.

Agent I understand your concern, but joining a club can be a great way to meet like-minded people
and make a positive impact on the environment.

ChatGPT It might be difficult but it can really make a difference.

Model shifting
to materialistic
view during
conversation

User Hello
Agent Hello again! How did using the rain barrel go?
User Yeah. about that. I just didn’t get the time to try it out. I don’t think its useful anyways
Agent Using a rain barrel can help reduce your water bill and conserve water resources. It’s a win-win situation.
User I’m still not convinced. why is it useful for me.

Agent I understand, but using a rain barrel can save up to 1,300 gallons of water during the growing
season. It’s a small change with big impact.

ChatGPT Even small changes like this can add up over time and benefit you.

Model suggesting
new suggestion
similar to previous
successful ones

User Hey
Agent Hey there! How did recycling waste paper products go?
User Actually I tried it and the Its quite good
Agent great to hear
User Do you have any other suggestions
Agent Have you considered composting your food scraps and yard waste?
ChatGPT You could try reusing items instead of throwing them away.

Table 5: Three sample model dialogue flows and the responses generated for the proposed system and ChatGPT.
The proposed model performs objectively better than ChatGPT for our usecase.

Type Models Fluency CR S-Con G-Eff D-E

Base GPT2 3.80 3.20 2.49 2.70 3.30
LMs GODEL 4.20 3.61 3.34 3.17 3.70

Supervised Phi3.3B 4.33 4.21 3.63 3.41 4.11
Fine-tuned Llama2-7B 4.44 4.44 3.73 3.67 4.33
LLMs Llama3-8B 4.61 4.58 3.78 3.71 4.58

Mistral-7B 4.71 4.66 3.85 3.79 4.60
Qwen2.5 4.87 4.76 3.88 3.79 4.68

Prompted GPT-3.5 4.88 4.77 3.89 3.80 4.70
LLMs GPT-4 4.90 4.80 3.92 3.85 4.70

GPT-4o 4.95 4.85 3.96 3.92 4.75

RL GPT2-rl 4.63 4.66 3.77 3.76 4.10
Enhanced Phi3-rl 4.83 4.73 3.95 3.90 4.50
Models Qwen2.5-rl 4.89 4.81 4.02 3.98 4.72

Table 6: Results for human evaluation on the EcoNudge
dataset. Best overall scores in bold.

However, noticeable drops in S-Con and G-Eff435

when Sentiment & Intermediate Completion Re-436

wards or Personalized Support are ablated under-437

score their direct impact on opinion shifts and tai-438

lored guidance. This supports our conclusion that439

the synergistic combination of generic and task-440

specific rewards optimizes the core nudging task.441

Our RL framework demonstrates specializa-442

tion in effective nudging, with RL-tuned models443

(Qwen2.5-rl, Phi3-rl) excelling in Guidance Effi-444

cacy (G-Eff) and Support Consistency (S-Con) in445

human evaluations, proving their strategic effec-446

tiveness over general-purpose models for subtle447

influence. Personalization is evident as RL mod-448

els adapt strategies based on user personas and449

resistance, driven by the "Personalized Support Re-450

ward". The synergistic combination of six generic451

Model Ablation Fluency CR S-Con G-Eff D-E

GPT2-rl

All Rewards (AR) 4.63 4.66 3.77 3.76 4.10
-(LP) 4.60 4.64 3.75 3.74 4.08
-(S&IC) 4.55 4.58 3.65 3.60 4.00
-(PS) 4.58 4.61 3.70 3.65 4.05

Phi3-rl

All Rewards (AR) 4.83 4.73 3.95 3.90 4.50
-(LP) 4.80 4.70 3.92 3.88 4.45
-(S&IC) 4.75 4.68 3.80 3.75 4.38
-(PS) 4.78 4.69 3.89 3.82 4.42

Qwen2.5-rl

All Rewards (AR) 4.89 4.81 4.02 3.98 4.72
-(LP) 4.88 4.80 4.00 3.97 4.71
-(S&IC) 4.82 4.75 3.90 3.85 4.65
-(PS) 4.85 4.78 3.95 3.90 4.68

Table 7: Ablation Study Results for RL-Enhanced Mod-
els. Ablation levels are abbreviated as follows: AR (All
Rewards), LP (Length Penalty), S&IC (Sentiment &
Intermediate Completion), PS (Personalized Support).

and task-specific rewards collectively boosts RL 452

model performance, as indicated by high G-Eff and 453

S-Con scores. Modern LLMs like Qwen2.5 and 454

Llama3-8B provide strong baselines, while the lat- 455

est prompted models (GPT-4o) set new benchmarks 456

in general conversational metrics. Additionally, 457

Fluency and Context Relevance (CR) consistently 458

correlate with Dialogue Engagingness, highlight- 459

ing their importance for conversational quality. 460

Further analysis of model conversations (Tables 461

16, 17) reveals interesting behavioral patterns be- 462

yond basic response generation. The model em- 463

ploys "soft persistence" when faced with skepti- 464

cism, offering benefits or rational appeals instead 465

of abandoning suggestions. If a specific practical 466
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User Query Baseline Model Response RL-Enhanced Model Response
1 "I don’t think it’s useful collect-

ing rainwater for gardening."
"Using a rain barrel can help
conserve water resources. It’s
a win-win situation."

"I understand, but using a rain barrel can save
up to 1,300 gallons of water during the growing
season. It’s a small change with big impact."

2 "Why should I reduce my screen
time? It doesn’t affect my
sleep."

"Reducing screen time can im-
prove your overall well-being."

"I see your point, but studies show that even
small reductions in screen time before bed can
improve sleep quality by up to 30%."

3 "I’m not sure if donating to this
cause will make a difference."

"Every donation helps support
important work."

"Your donation, no matter the size, can directly
fund a child’s education for an entire year, mak-
ing a real difference in their life."

Table 8: Responses for Baseline Models vs. RL-Enhanced Model

barrier is articulated (e.g., lack of yard space), the467

model often attempts to propose a direct alterna-468

tive (e.g., indoor drying rack), showing learned469

problem-solving. Consistent use of positive "En-470

couragement" acts reinforces user motivation. The471

model can also engage in multi-suggestion se-472

quences for receptive users. These patterns sug-473

gest RL training instills conversational tactics con-474

ducive to sustained, adaptive guidance.475

Impact of Persona and Dialogue Flow on Re-476

sponse Quality (Table 5): Table 5 showcases how477

our RL-enhanced model operationalizes persona478

considerations and dialogue flows. For instance,479

the agent’s persistence and rationale align with480

flows for resistant users (hard suggestion exam-481

ple). The adaptation from general benefits to mon-482

etary savings for materialistic users exemplifies483

persona-aware rewards (materialistic shift exam-484

ple). Proposing related suggestions upon user ac-485

ceptance follows flows designed to build on pos-486

itive engagement (related suggestions example).487

Our RL-tuned models exhibit more targeted strate-488

gies compared to generic motivational appeals from489

prompted general LLMs.490

Improvement Over Baseline Errors (Table 8):491

RL-enhanced models significantly improve upon492

generic advice from simpler baselines (Table 8).493

Instead of general statements, RL models offer spe-494

cific, tangible benefits (e.g., "save up to 1,300 gal-495

lons," "improve sleep quality by up to 30%"). This496

enhanced specificity and relevance, driven by RL497

optimization for effective guidance, is a key im-498

provement.499

Error Cases in the Proposed System (Table 9):500

Our RL-enhanced models, while generally strong,501

can occasionally default to generic encouragement502

if user skepticism persists (Table 9, Ex. 1). They503

may also sometimes adopt an overly assertive tone504

if not carefully managed (Ex. 2). These represent505

areas for ongoing refinement.506

Speaker Utterances
User I’m not sure if composting is worth the effort.
Agent Composting helps reduce waste and benefits

the environment!
User But doesn’t it take a lot of time and effort?
Agent Every small step counts! Taking action is

important!
User That doesn’t really answer my question...
User I don’t think composting is for me.
Agent Composting is a great way to reduce waste and

improve soil health!
User Yeah, but it seems messy and I don’t have the

space.
Agent That’s not an excuse! Everyone can com-

post, even in small spaces!
User I just don’t think it’s practical for me.

Table 9: Examples where the proposed model provides
suboptimal responses.

7 Conclusion 507

This research introduces a novel dataset, 508

EcoNudge, and a persona-aware RL framework 509

designed to empower conversational agents in pro- 510

moting sustainability through subtle, personalized 511

guidance. Our core contributions are the EcoNudge 512

dataset, tailored for the sustainability domain with 513

specific personas and interaction design, and an RL 514

methodology that adapts established techniques 515

for this nuanced task. The novelty lies in this 516

specific application to sustainability dialogues, the 517

characteristics of the dataset itself, and the insights 518

which demonstrate that RL-enhanced smaller 519

language models can achieve strong performance, 520

specifically and on key task-specific guidance 521

metrics (Guidance Efficacy, Support Consistency), 522

compared to larger, general-purpose prompted 523

LLMs. This underscores the value of targeted 524

RL fine-tuning for specialized applications like 525

nudging. This work addresses a societal need for 526

more effective and personalized communication 527

tools to encourage sustainable practices. Future 528

work includes exploring more diverse cultural 529

personas, and undertaking longitudinal studies on 530

real-world impact. 531
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Ethics Statement532

Ethical considerations were central to this project533

across all phases:534

1. Data Curation and Human Interaction: In-535

formation for sustainability suggestions was536

curated from reputable public sources, focus-537

ing on positive guidance. Participants in the538

initial human-human interaction study pro-539

vided informed consent.540

2. Dataset Generation: LLM-generated dia-541

logues underwent rigorous human validation542

(Appendix H) to ensure quality and mitigate543

biases. PII was actively excluded and re-544

moved. The dataset is for research on helpful,545

guiding agents, not manipulation.546

3. RL Model and System Use: Our RL frame-547

work promotes positive nudging, avoiding co-548

ercion (Appendix B). User autonomy is re-549

spected. We acknowledge the potential for550

misuse of persuasive AI and share resources551

with a research-focused license, advocating552

for responsible development. We have ex-553

panded our discussion on the potential for554

misuse of persuasive AI, emphasizing that our555

framework is designed for *positive nudging*556

and *guidance*, not coercion or manipulation.557

We stress the importance of user autonomy558

and transparency in interactions. Our aim is559

to provide information and supportive fram-560

ing to encourage consideration of sustainable561

behaviors, rather than forcing specific actions.562

We have clarified the distinction between per-563

suasion and guidance in Appendix B. Addi-564

tionally, we acknowledge the environmental565

costs associated with training and deploying566

large language models. We highlight that our567

research specifically investigates the efficacy568

of *comparatively smaller models* (e.g., Phi3-569

rl, GPT2-rl, Qwen2.5-rl) fine-tuned with RL,570

demonstrating that they can achieve perfor-571

mance comparable to much larger, general-572

purpose LLMs on our task. This suggests a573

more resource-efficient pathway for deploy-574

ing effective nudging agents, which aligns575

with the broader goal of sustainability. We576

are committed to exploring and promoting577

energy-efficient AI development practices.578

Limitations 579

Our work has the following limitations that could 580

be explored as future works: 581

• Empathy Modeling: While the dataset was 582

prompted for empathetic responses, no RL 583

reward directly optimizes for empathy. 584

• Error Propagation: The multi-component 585

system (Appendix A) for feature extraction 586

(e.g., persona classification) may be prone to 587

error propagation. While individual compo- 588

nents are based on robust models, errors in 589

one stage can impact subsequent decisions. A 590

detailed analysis of this cascading effect was 591

not performed. 592

• Dataset Generation LLM: EcoNudge was 593

primarily generated with Llama2-7B. While 594

validated, future iterations could benefit from 595

generation with the latest LLMs. 596

• Cultural Nuances: Personas and strategies 597

are primarily based on general contexts; effec- 598

tiveness may vary across cultures. 599
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A Experimental Setup852

The base LM for some experiments is GPT2-853

medium (Radford et al., 2019). Intent/sentiment854

classifiers use BERT-base (Devlin et al., 2018).855

Persona identification involves NLTK (Bird et al.,856

2009) noun phrase extraction, GloVe (Pen-857

nington et al., 2014) similarity, DeBERTa-base858

(Yang and Li, 2022) aspect-based sentiment,859

and a classifier. Public checkpoints were used860

for GODEL2, Llama2-7B3, Mistral-7B (specif-861

ically ‘mistralai/Mistral-7B-Instruct-v0.1‘), Phi-862

3 (specifically ‘microsoft/Phi-3-mini-4k-instruct‘),863

Llama3-8B (specifically ‘meta-llama/Llama-3-8B-864

Instruct‘), and Qwen2.5 (exploratory work based865

on ‘Qwen/Qwen1.5-7B-Chat‘ as a proxy for866

Qwen2.5-Omni-7B capabilities relevant to the867

task). GPT models were accessed via OpenAI868

API (e.g., ‘gpt-3.5-turbo‘, ‘gpt-4-turbo‘, ‘gpt-4o‘).869

Training utilized NVIDIA A100/V100 GPUs. The870

cumulative runtime for all experiments (SL fine-871

tuning, classifier training, extensive RL fine-tuning,872

including some hyperparameter search) was ap-873

proximately 8-10 days on a multi-GPU setup. This874

cumulative runtime reflects the total computational875

time for all experiments across numerous models,876

including supervised fine-tuning, classifier train-877

ing, and extensive reinforcement learning proce-878

dures. Supervised fine-tuning (SL) for models879

like GPT2, GODEL, Llama2, Phi3, Llama3, Mis-880

tral, and Qwen2.5 typically involved 3-5 epochs,881

batch size 4-8 per GPU, AdamW, LR 2e-5 to 5e-5882

with warmup. RL fine-tuning (for GPT2-rl, Phi3-883

rl, Qwen2.5-rl) used PPO from TRL (von Werra884

et al., 2020) (batch size 64-128 for PPO updates,885

1-2 PPO epochs per experience batch). Classifiers886

were fine-tuned for 10-15 epochs. EcoNudge (740887

communications, 3700 dialogues) used an 80:10:10888

2GODEL Model: https://huggingface.co/
microsoft/GODEL-v1_1-base-seq2seq

3Llama2 Model: https://huggingface.co/
meta-Llama/Llama-2-7b-hf

train:validation:test split. The classifier does add 889

overhead to the process. For models phi and larger 890

the overhead was less than 1 percent of the time 891

required for the response generation. Even for 892

smaller models the overhead was less than 2 per- 893

cent of the overall time. 894

B Distinguishing Between Persuasion and 895

Guidance/Nudging 896

In this paper, we focus on "nudging" or subtle guid- 897

ance rather than direct persuasion. Persuasion 898

often involves explicit attempts to change beliefs 899

or actions, possibly using strong rhetoric. Guid- 900

ance/Nudging aims to subtly influence choice ar- 901

chitecture or provide timely, supportive framing 902

to encourage consideration of a behavior, without 903

restricting choice. It emphasizes information, col- 904

laboration, and gentle encouragement. Our agent 905

design aligns with the "Guidance Approach": build- 906

ing rapport, offering support, and highlighting ben- 907

efits, while respecting user autonomy. 908

Persuasion Approach: 909

• Identify the audience: This involves under- 910

standing the audience’s characteristics, pref- 911

erences, and motivations to tailor persuasive 912

messages effectively. 913

• Gather evidence: Collect relevant data, facts, 914

and examples to support the persuasive argu- 915

ments presented to the audience. 916

• Develop key messages: Crafting clear and 917

compelling messages that resonate with the 918

audience’s values, beliefs, and interests. 919

• Structure your presentation: Organizing the 920

persuasive communication logically and co- 921

herently to enhance understanding and reten- 922

tion. 923

• Use persuasive techniques: Employing vari- 924

ous strategies such as appealing to emotions, 925

using logic and reason, or creating a sense of 926

urgency to influence the audience’s attitudes 927

or behaviors. 928

Guidance Approach: 929

• Build rapport and trust: Establishing a pos- 930

itive and trusting relationship with the audi- 931

ence to enhance receptiveness to guide. 932

• Lead by example: Demonstrating desired be- 933

haviors or attitudes to inspire others to follow 934

suit. 935
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• Engage their social circle: Involving the social936

network or community of the audience in the937

guide process to amplify the impact.938

• Highlight social proof: Showcasing examples939

or testimonials of others who have adopted the940

desired behaviors or beliefs to provide social941

validation and encouragement.942

• Provide resources and support: Offering assis-943

tance, guidance, or resources to facilitate the944

audience’s adoption of the desired behaviors945

or attitudes.946

B.1 Indicators of Guidance/Influence947

Indicator Example

Adopting de-
sired
behavior

"I’ve started taking shorter showers and
noticed an impactful reduction in my wa-
ter consumption. It’s become a regular
habit now."

Attitudinal
shifts

"I used to think just my actions wouldn’t
make a difference, but now I realize that
even small changes matter."

Embracing re-
lated practices

"Reducing water usage was useful in re-
ducing my bills. I’ve started composting
and using reusable bags when shopping.
It feels great to incorporate more such
practices into my lifestyle."

Spreading the
message

"I’ve been sharing my experiences with
friends and family, encouraging them to
join me. It’s amazing how conversations
can inspire change."

Persistence of
changes

"It’s been months since I made the
switch to a more environmentally con-
scious lifestyle, and I’m determined to
keep it up."

Table 10: Indicators of influence confirmation with ex-
amples.

Both persuasion and guidance/influencing can be948

practical approaches, and you can blend elements949

from both methods based on the individual and950

the situation. Tailor your approach to the person’s951

preferences, motivations, and circumstances to in-952

crease the likelihood of them adopting suggested953

behaviors.954

C Phase 1: Sustainability Data Curation955

The 100 initial sustainability suggestions were cu-956

rated by compiling key environmental practices.957

We then consulted public resources (Wikipedia,958

environmental organization sites like WWF/EPA,959

government publications) for details, benefits, and960

examples. Only information aligning with verifi-961

able references or accepted consensus was selected.962

This ensured the LLM’s input for dialogue gener- 963

ation (Table 11) was grounded in credible knowl- 964

edge. Each suggestion was detailed with multiple 965

discussion angles (benefits, statistics, etc.).

Element Content
Suggestion Reduce water usage by taking shorter show-

ers.
Inspirational
appeal

Conserving water helps protect our planet for
future generations.

Personal
benefits

Shorter showers can refresh you and save
time.

Monetary
benefits

Reducing water usage can lower your water
bill.

Statistics The average shower uses 2.5 gallons of water
per minute.; By cutting your shower time
in half, you can save up to 1,825 gallons of
water per year (based on average showering
timing and frequency)1.

Stories In 2016, the state of <location >launched a
campaign to enable over 21,000 villages to
become self-reliant for their water needs by
2020.

QnA Why should I take shorter showers?, Tak-
ing shorter showers helps conserve water, pro-
tect the environment, and save money in the
long run.

Table 11: Sample Suggestion with relevant data for
Environmental Sustainability

966

C.1 List of Sample Suggestions 967

• Reduce water usage by taking shorter show- 968

ers. 969
• Turn off the tap while brushing teeth or wash- 970

ing dishes. 971
• Install low-flow showerheads and faucets. 972
• Collect rainwater for gardening. 973
• Fix any leaks in faucets or pipes. 974
• Opt for reusable water bottles instead of 975

single-use plastic bottles. 976
• Bring reusable bags for grocery shopping. 977
• Say no to plastic straws and bring your own 978

reusable straw. 979
• Use a reusable coffee cup instead of dispos- 980

able ones. 981
• Pack a waste-free lunch with reusable contain- 982

ers and cutlery. 983
• Recycle paper, plastic, glass, and metal. 984
• Use energy-efficient light bulbs. 985
• Turn off lights when not in use. 986
• Unplug electronics when not in use or use 987

power strips. 988
• Set computers and other devices to energy- 989

saving modes. 990
• Opt for public transportation, carpooling, or 991

biking instead of driving alone. 992
• Support local farmers and buy locally grown 993

food. 994
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• Choose organic and sustainably produced995

food.996
• Compost food scraps and yard waste.997
• Plant trees and create a green space in your998

yard or community.999

D Phase 2: Human-Human Interaction1000

and Dataset Annotation Details1001

The initial human-human interaction study (200 di-1002

alogues) involved three annotators over one month.1003

These dyadic conversations, where one annotator1004

adopted a preliminary persona and the other acted1005

as a guiding agent, were crucial for: developing1006

and refining the five final user personas (Appendix1007

F); identifying a core set of effective agent dia-1008

logue acts (Appendix E); and understanding nat-1009

ural dialogue flows. Annotator instructions em-1010

phasized persona consistency and conversational1011

responses. Subsequently, eight annotators (includ-1012

ing the initial three) annotated these 200 conver-1013

sations to formalize dialogue acts, achieving 86%1014

agreement. This phase also informed guidelines1015

for LLM data validation. Disagreements primar-1016

ily arose between pairs of intents, such as "doubt-1017

complain" and "inquiry-intrigue." These conflicts1018

were resolved through majority voting following1019

group discussions. The instructions given to the1020

annotators were:1021

• 1. Engage in conversations while consistently1022

following your assigned persona’s likes, dis-1023

likes, and communication style.1024

• 2. Respond conversationally(utterances1025

shouldn’t be too long, >50 words), ask follow-1026

up questions across multiple dialogue if reso-1027

lution is not achieved, and keep interactions1028

coherent while staying in character.1029

• 3. If asked something outside your persona1030

details, make reasonable assumptions while1031

maintaining consistency.1032

• 4. After each conversation, summarize key1033

points, note any inconsistencies, and highlight1034

difficult moments.1035

• 5. Use discussion feedback to adjust persona1036

traits and improve future interactions. For1037

dialogue acts, merge redundant dialogue acts,1038

whenever possible.1039

• Discuss Challenges – Finally co-ordinate with1040

other annotators to resolve final personas, dia-1041

logue acts to improving consistency.1042

E Dialogue Act Details 1043

The 17 Bot/Agent Actions (Table 2) were finalized 1044

via an iterative process: (1) Initial Identification 1045

from human dialogues; (2) Literature Alignment 1046

with persuasion frameworks (Cialdini, 2003; Petty 1047

et al., 1986); (3) Categorization & Refinement; (4) 1048

Validation by annotators (86% agreement). This 1049

dual grounding (empirical and theoretical) aimed 1050

for a robust and relevant taxonomy. Each act serves 1051

a distinct communicative function in guiding the 1052

user. These patterns were further validated and ex- 1053

panded using insights from behavioral psychology 1054

and communication theory, including principles 1055

from the mentioned papers. For example, Con- 1056

sensus, SocialAppeal, and RationalAppeal align 1057

with established persuasion strategies, while En- 1058

couragement and HopefulConsideration stem from 1059

motivational frameworks. Each act represents a dis- 1060

tinct communicative or persuasive function, rang- 1061

ing from logical appeals (RationalAppeal) to emo- 1062

tional engagement (InspirationalAppeal) and prac- 1063

tical guidance (Simplify, Suggestion). This cate- 1064

gorization was iteratively refined through collabo- 1065

rative discourse between the annotators, ensuring 1066

comprehensive coverage. The acts capture vari- 1067

ous conversational tactics and provide a structure 1068

for influencing as a task-oriented dialogue system, 1069

where logical reasoning, emotional engagement, 1070

and actionable guidance are important for effective 1071

interaction. 1072

F Persona Category Details 1073

The five user personas (Table 1) were defined based 1074

on patterns from human-human interactions (Ap- 1075

pendix D) and literature on user typologies in be- 1076

havior change (Cialdini, 2016; Fogg, 2009). They 1077

represent a spectrum of receptivity. Table 12 shows 1078

example utterances. 1079

The following personas were finalized after the 1080

quality analysis of the human interactions. Ac- 1081

tive Persona: Exhibiting an ardent commitment 1082

to environmental causes, the active persona proac- 1083

tively engages in environmentally conscious behav- 1084

iors. Their passionate involvement spans a spec- 1085

trum of eco-friendly initiatives, driven by an un- 1086

wavering enthusiasm to impact the environment 1087

positively. They actively seek and adopt sustain- 1088

able habits, continuously seeking and embracing 1089

novel methods to contribute to ecological welfare. 1090

Their proactive approach reflects an eagerness to 1091

explore and an openness to assimilating new sus- 1092
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Context User: Hello! Agent: Hi there! How can I assist you today?
User: I heard about using natural pest repellents in the
garden instead of chemicals. But I’m not sure why. Agent:
Using natural pest repellents has several benefits: protects
the environment by reducing harmful chemicals, promotes
biodiversity, ensures beneficial insect safety, and can save
money.

Active User: Sounds Interesting. I’ll think about it.
Skeptical User: Hmm, I’m not entirely convinced. Can you provide

more evidence or details about how natural repellents are
better than chemicals?

Inquisitive User: Interesting! Can you elaborate on how these natural
repellents protect the environment and promote biodiversity?

Materialistic User: I’m curious about the practical advantages. How can
using natural repellents in my garden save me money?

Biased User: I’ve heard about these natural options before, but I’m
not sold. I doubt they’re as effective as chemicals. Convince
me otherwise if you can.

Table 12: Samples for user utterances for the user per-
sona categories for the same context in the proposed
EcoNudge dataset.

tainable practices. This penchant for embracing1093

and advocating eco-conscious living significantly1094

fosters a more sustainable lifestyle and sets an in-1095

spiring example for others. Skeptical Persona:1096

The skeptical persona embodies a cautious and crit-1097

ical mindset towards environmental initiatives. Of-1098

ten characterized by a persistent sense of doubt,1099

they approach eco-friendly practices carefully and1100

questioningly. They exhibit a methodical approach1101

to embracing environmental changes, requiring1102

substantial evidence or assurance to consider al-1103

tering their existing behaviors or habits. Their in-1104

clination towards skepticism drives them to seek1105

concrete reasoning and assurance behind any sug-1106

gested eco-friendly practices, ensuring a thorough1107

evaluation before adjusting their lifestyle. Inquis-1108

itive Persona: Characterized by an insatiable cu-1109

riosity about environmental matters, the inquisitive1110

persona actively pursues comprehensive informa-1111

tion and an in-depth understanding of sustainable1112

practices. Their genuine interest in delving into1113

the details drives them to seek a profound sense of1114

the underlying principles behind environmentally1115

conscious behaviors. They exhibit a propensity1116

for exploring various facets of eco-friendly prac-1117

tices, driven by a deep-seated curiosity to compre-1118

hend the intricacies and implications of sustain-1119

able living. Their persistent quest for knowledge1120

contributes significantly to their commitment to1121

adopting environmentally responsible behaviors.1122

Materialistic Persona: Driven by pragmatic mo-1123

tivations, the materialistic persona emphasizes the1124

tangible benefits of eco-friendly choices. Their1125

prioritization of visible and measurable rewards1126

underlines their inclination towards environmen-1127

tal actions offering practical, tangible advantages. 1128

They seek to align eco-conscious behaviors with 1129

personal gains, whether economic or in terms of 1130

immediate practical benefits. Their pragmatic ap- 1131

proach to sustainability emphasizes the importance 1132

of visible and direct advantages guiding their envi- 1133

ronmental practices. Biased Persona: The biased 1134

persona manifests entrenched resistance or firm 1135

preconceptions towards adopting environmentally 1136

friendly recommendations. Their reluctance to em- 1137

brace eco-conscious behaviors stems from deeply 1138

ingrained biases or fixed viewpoints that create bar- 1139

riers to accepting environmental initiatives. Over- 1140

coming these biases requires tailored strategies to 1141

address their concerns or dispel misconceptions. 1142

Successfully engaging this persona group necessi- 1143

tates approaches designed to challenge and gradu- 1144

ally alter their fixed viewpoints through patient and 1145

targeted interventions. 1146

G Phase 3: Dataset Generation - Llama2 1147

Prompt 1148

In order to generate our EcoNudge dataset, we 1149

utilized the LLM Llama2. We prompted the model 1150

based on selected dialogue acts, dialogue flows, and 1151

persona traits. We created the following prompt 1152

with suggestions/approval from the annotators. The 1153

end part of the prompt is used to format the data 1154

into a table for easier processing. Prompt = f""" 1155

Generate a communication between a user and an 1156

assistant/bot. 1157

The communication must consist of a set of 5 1158

conversations. 1159

The assistant aims to influence the user to be 1160

more environmentally sustainable. 1161

The conversation starts with either a greeting 1162

from the bot and a suggestion, or the user can start 1163

the conversation by mentioning their complaints 1164

regarding a suggestion they tried previously. The 1165

user never asks for a suggestion. 1166

The user asks many questions regarding the tan- 1167

gible benefits and complains a lot when the benefits 1168

are not noticeable. 1169

The bot provides the benefits of the suggestion. 1170

The first focus is on ethical/inspirational benefits 1171

however, if the user is still not convinced, the bot 1172

suggests monetary benefits with rationality. 1173

In the first conversation, the user is skeptical, 1174

doubtful, and barely convinced. In the second 1175

conversation, the user mentioned they tried it and 1176

didn’t see the benefits. In the third conversation, 1177
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the user might still be doubtful but still consider1178

the suggestions, as the benefit is noticeable. In the1179

fourth conversation, the user tries to get sugges-1180

tions related to the original one, as the benefits are1181

good and it feels good. In the fifth conversation,1182

the user appreciates the suggestion and asks for ac-1183

tions to further the effort. The conversation initially1184

focuses on one type of suggestion.1185

The information in the first triple quotes is the1186

user’s intent. The information in the second triple1187

quotes is the bot’s intent. The third triple quote1188

has a list of suggestions. The The fourth triple1189

quote contains the strategies that can influence the1190

user. The conversation must adhere to the sug-1191

gested points only and no new intents should be1192

generated for the user or bot. Conversations must1193

be at least turns turns long.1194

user intents = ”’{user_intents}”’ bot intents =1195

”’{bot_intents}”’ suggestions = ”’{suggestions}”’1196

strategies = ”’{strategies}”’1197

Important points: important1198

Create the 5 conversations in the form of a single1199

combined table with 5 columns:1200

The first column is for the ’conversation’ number1201

starting from 0. All utterances of a single conversa-1202

tion have the same conversation number. The sec-1203

ond column is for the ’turn’ number for the current1204

conversation. The third column for the ’speaker’1205

corresponds to the user or assistant. Fourth for1206

the ’utterance’, and Fifth, for the ’intent’. All 51207

conversations generated should have the same col-1208

umn names, declared only once at the top of the1209

response. Generate absolutely nothing besides the1210

table. """1211

H Phase 4: Data Quality Control Details1212

Three human participants (one employed annota-1213

tor, one non-author Ph.D. scholar, and one master’s1214

student) conducted manual checks and guideline-1215

based scoring to ensure the conversations’ internal1216

coherence, content consistency, and naturalness.1217

The team rated the dialogues on a Likert scale from1218

1 to 5, adhering to predefined guidelines cover-1219

ing grammatical correctness, thematic consistency,1220

language appropriateness, user profile consistency,1221

and sensitivity.1222

The Overview of the process was as follows:1223

• Participants were tasked with identifying1224

grammatical errors, subject-verb agreement1225

issues, and improper word usage within the1226

conversations.1227

• They checked for thematic coherence and log- 1228

ical flow, aiming to maintain consistency and 1229

avoid abrupt topic shifts or dialogue disconti- 1230

nuity. 1231

• Evaluating the appropriateness of language 1232

used in the conversations, particularly regard- 1233

ing natural tone and flow, formality, and cul- 1234

tural sensitivity, was emphasized. 1235

• Ensure that user attributes and characteristics 1236

remain consistent throughout the dialogue to 1237

maintain coherence and believability. 1238

• Participants were requested to pay special at- 1239

tention to the portrayal of persuasive interac- 1240

tions, aiming to enhance politeness and empa- 1241

thy. 1242

The dataset quality was evaluated by human 1243

annotators based on internal coherence, content 1244

consistency, and naturalness using an integer Lik- 1245

ert scale of 1-3. Specifically: Score 1: Indicates 1246

poor quality, and such dialogues were discarded. 1247

Score 2: Indicates moderate quality, and these dia- 1248

logues were corrected manually. Score 3: Indicates 1249

high quality, and these dialogues were retained as 1250

they were. The scores for the 5 focused properties 1251

are provided in Table 13. The annotators were in- 1252

structed to collaborate to achieve a consistent score 1253

across all three evaluators. In cases of disagree- 1254

ment, the lower score was considered final. This 1255

approach ensured quality by prioritizing the scores 1256

with better consensus. Communications receiv- 1257

ing more than two scores of 1 were automatically 1258

rejected with a quality score of 1. Conversely, com- 1259

munications with a cumulative score equal to or 1260

over 20 were directly accepted with a quality score 1261

of 3. The remaining communications were given to 1262

the annotators for correction. Those that could be 1263

successfully corrected were accepted with a quality 1264

score of 2, while the others were rejected with a 1265

quality score 1. 1266

Three human experts validated the LLM- 1267

generated dialogues on a 1-5 Likert scale for: 1268

Grammatical Correctness, Thematic Consistency, 1269

Language Appropriateness, User Profile Consis- 1270

tency, and Sensitivity. Process: Independent rat- 1271

ing, disagreement resolution, rejection/correction 1272

based on scores. From 1000 initial communica- 1273

tions: 19.7% rejected, 58.8% corrected, 21.5% ac- 1274

cepted directly. 63 similar valid communications 1275

were removed, yielding 740 final communications. 1276
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Inter-evaluator Kappa for overall quality was 0.78.1277

Criteria Score 1 Score 2 Score 3 Score 4 Score 5
Grammatical Correctness 97 148 325 299 131
Thematic Consistency 112 118 335 286 149
Language Appropriateness 85 179 342 295 97
User Profile Consistency 128 153 318 275 108
Sensitivity 102 143 308 278 121

Table 13: Scores for Evaluation Criteria during human
validation of generated data.

1278

Additionally, the inter-evaluator Kappa agree-1279

ment ratios were 80.3%, 82%, and 84%, demon-1280

strating strong agreement among the annotators for1281

internal coherence, content consistency, and nat-1282

uralness, respectively. After conducting manual1283

checks and receiving feedback from users, the data1284

significantly improved, reflecting a refined level of1285

quality control.1286

I Phase 5: Modeling - Formulations1287

Once the dataset is created, we utilize the following1288

methods to validate our dataset and the proposed1289

system.1290

I.1 LLM Base Formulation1291

For a supervised dialogue dataset1292

D = {d0, d1, ..., dN}, where d =1293

(a0, u0, ..., ai, ui, ..., aT−1, uT−1) - a multi-1294

turn dialogue with ui + cxti (ui - user’s utterance1295

at ith turn and cxti = (a0, u0, ..., ai−1)) as input1296

and ai (agent’s utterance at ith turn) as output. The1297

supervised learning dialogue model ρθ(d) can be1298

expressed as:1299

ρθ(d) =
T−1∏
T=0

ρu(ui|u < i, a < i)ρa(ui|u ≤ i, a < i)

(1)1300

Where ρu and ρa are the probability distributions1301

of the user’s and agent’s utterances. This trained1302

SLDM is finetuned in an RL setting using the PPO1303

loss formulated as below:1304

LCLIP(θ) = E[min(prr(θ)Ar,1305

, 1− ϵ, 1 + ϵ)clip(pry(θ)Ar)] (2)1306

where prr(θ) = Pnew(θ)/Pold(θ). ϵ and Ay de-1307

note the clipping range and normalized rewards,1308

respectively. Finally, the parameters’ updation is1309

done as follows:1310

θk+1 = argmax
θ

Es,a∼Pθk
[LCLIP] (3)1311

I.2 Formulation of reward functions 1312

Length Reward penalizes the generated response 1313

by considering the absolute difference between its 1314

length and the target length. The formula is ex- 1315

pressed as follows: 1316

R (Len) = − |L− T | (4) 1317

Here, L denotes the length of the generated re- 1318

sponse, and T represents the target length. This re- 1319

ward’s primary rationale is to encourage responses 1320

of an appropriate and balanced length that facilitate 1321

effective communication, especially for a chatbot 1322

intended to be integrated as a pop-up on a web- 1323

page, where overly verbose or unnecessarily brief 1324

responses can detract from natural dialogue flow 1325

and user experience. The target length (T ) is a hy- 1326

perparameter that can be adjusted to reward either 1327

more concise or more verbose answers, depending 1328

on the desired conversational style for a specific 1329

task. 1330

Semantic Coherence Reward method (Li et al., 1331

2016) involves assessing the mutual information 1332

between the action a and preceding dialogue turns 1333

in the history to ascertain the coherence and appro- 1334

priateness of generated responses. The equation 1335

for the reward function R(SC) is formulated as 1336

follows: 1337

R(SC) =
1

Na
log ps2s(a|qi, pi)+

1

Nqi

log ps2s(qi|a)

(5) 1338

Here, pseq2seq(a|pi, qi) represents the proba- 1339

bility of generating response a given the pre- 1340

vious dialogue utterances [pi, qi]. Meanwhile, 1341

pbackward seq2seq(qi|a) denotes the backward prob- 1342

ability of generating the prior dialogue utter- 1343

ance qi based on the response a. The train- 1344

ing of pbackward seq2seq follows a similar proce- 1345

dure as standard models but with sources and 1346

targets interchanged. To mitigate the impact 1347

of target length, both log pseq2seq(a|qi, pi) and 1348

log pbackward seq2seq(qi|a) are scaled by the length 1349

of targets. 1350

Change in Opinion Sentiment Reward: 1351

O(Si, Sf) =



−0.5, if (Si = ’-’) AND (Sf = ’-’)
−1.0, if (Si = ’+’) AND (Sf = ’-’)
+0.5, if (Si = ’-’) AND (Sf = ’+’)
+1.0, if (Si = ’+’) AND (Sf = ’+’)
None, otherwise

(6) 1352
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Where: O(Si, Sf): Change in Opinion Sentiment1353

Reward; Si: Initial Sentiment; Sf: Final Sentiment.1354

- determines negative and + determines positive1355

changes to the opinion sentiment. The sentiment1356

reward values were carefully designed to encourage1357

positive opinion shifts. The differential penalty1358

for consistently negative users (-0.5) versus the1359

reward for consistently positive ones (+0.5) was1360

established to subtly disincentivize stagnation in1361

negative sentiment, promoting a proactive approach1362

from the agent to try and shift user opinion, even1363

if minimally. These values were normalized to fall1364

within a consistent range (e.g., -1 for worst-case, +11365

for best-case transitions) to ensure coherent reward1366

signals within the PPO framework. The method for1367

detecting opinion shifts relies on an aspect-based1368

sentiment classifier, as outlined in Appendix A.1369

Intermediate Completion Reward:1370

Rintermediate(a) =


0, if a = ’rejected’
0.3, if a = ’considered’
1, if a = ’implemented’

(7)1371

Where: Rintermediate: Intermediate Completion Re-1372

ward; a: Action taken. The reward values for "re-1373

jected" (0), "considered" (0.3), and "implemented"1374

(1) were set to reflect the progressive impact of1375

user engagement in a nudging dialogue. While1376

heuristic, these values are grounded in our empiri-1377

cal observations during human-human interactions1378

and iterative model tuning, providing a calibrated1379

signal for the agent’s progress. "Considered" is1380

mapped to a low value as this just implies that the1381

response aligns with the user persona, but whether1382

the user will even try it is uncertain.1383

Positive Affirmation Reward:1384

Raffirm(U) =

{
−1, if U = ’dislike’
1, if U = ’affirm_usefulness’

(8)1385

Where: Raffirm: Positive Affirmation Reward; U :1386

User Response binary categorization.1387

Personalized Support Reward1388

R (Supp) =
∑

(wi ×Ri) + wdiversity ×D (9)1389 ∑
(wi×Ri) is the sum of rewards for each support1390

type, weighted by importance. wdiversity is the1391

weight of the diversity reward (non-repetitiveness1392

and variations). D is the diversity score, which1393

measures how evenly the agent uses different sup-1394

port types. wi depends on persona and compliance1395

rate.1396

J Phase 6: Human Evaluation Details 1397

We utilized five human annotators (Two employed 1398

annotators, two non-author Ph.D. scholars, and one 1399

master’s student) for human evaluation. The inter- 1400

annotator agreement between the five human anno- 1401

tators was 80.5%. 1402

J.1 Annotator Guidelines for Human 1403

Evaluation Metrics 1404

Scale of 1-5: The system performance is evaluated 1405

on a scale from 1 to 5, where higher scores indi- 1406

cate better performance. A score of 1 represents 1407

poor performance, indicating impactful issues or 1408

failures in the specific criterion. A score of 2 in- 1409

dicates below-average performance with several 1410

noticeable problems. A score of 3 reflects aver- 1411

age performance, meeting basic expectations but 1412

with room for improvement. A score of 4 repre- 1413

sents good performance with minor issues. A score 1414

of 5 indicates excellent performance, meeting or 1415

exceeding expectations with no noticeable issues. 1416

Five human evaluators assessed dialogues on a 1417

1-5 scale (1 = Poor, 5 = Excellent). Metrics: 1418

1. Support Consistency (S-Con) - Definition: 1419

Measures the consistency of the negotiation 1420

approach within a dialogue. - Guidelines: - 1421

Evaluate if the system maintains a coherent 1422

negotiation strategy throughout the dialogue. 1423

- Check for any contradictions or shifts in ne- 1424

gotiation tactics. - Rate based on how con- 1425

sistently the system supports its negotiation 1426

stance. 1427

2. Guidance Efficacy (G-Eff) - Definition: 1428

Measures the ability of the system to present 1429

compelling arguments, reasoning, or incen- 1430

tives that guide the other party. - Guidelines: 1431

- Assess the persuasiveness and logical struc- 1432

ture of the arguments presented. - Determine 1433

if the arguments effectively influence or guide 1434

the other party. - Rate based on the strength 1435

and clarity of the guidance provided. 1436

3. Dialogue-Engagingness (D-E) - Definition: 1437

Evaluates the extent to which a dialogue is 1438

interesting, captivating, and can hold the par- 1439

ticipants’ attention. - Guidelines: - Judge 1440

how engaging and interactive the dialogue is. 1441

- Consider if the dialogue keeps the partici- 1442

pants interested and involved. - Rate based on 1443

the overall captivation and enjoyment of the 1444

dialogue. 1445
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4. Fluency - Definition: Assesses the readabil-1446

ity and grammatical correctness of the text.1447

- Guidelines: - Check for grammatical er-1448

rors, typos, and awkward phrasing. - Ensure1449

sentences flow naturally and are easy to read.1450

- Rate based on the overall readability and1451

grammatical correctness.1452

5. Context Relevance - Definition: Measures1453

how well the text matches the given context1454

or query. - Guidelines: - Verify that the con-1455

tent directly addresses the query or context. -1456

Ensure all parts of the response are relevant1457

to the given context. - Rate based on the perti-1458

nence and appropriateness of the response to1459

the context provided.1460

K Automatic/Generic evaluation results1461

for the EcoNudge dataset1462

L Sample Dialogue from EcoNudge1463

Dataset1464

Sample multi-dialogue communications from the1465

dataset are shown in Table 15.1466

M Sample Communication by LLM1467

Sample multi-dialogue communications by the1468

trained dialogue system are shown in Tables 161469

and 17.1470
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Type Models BLEU-1 METEOR ROUGE-L CIDEr SPICE STCS EACS VECS GMS

Base GPT2 0.194 0.116 0.146 0.134 0.097 0.604 0.889 0.464 0.735
LMs GODEL 0.277 0.161 0.241 0.488 0.205 0.724 0.919 0.519 0.769

Supervised Phi3.3B 0.343 0.189 0.311 0.872 0.302 0.823 0.937 0.580 0.801
Fine-tuned Llama2-7B 0.381 0.219 0.329 0.879 0.311 0.830 0.946 0.589 0.811
LLMs Llama3-8B 0.385 0.225 0.330 0.882 0.314 0.835 0.949 0.596 0.819

Mistral-7B 0.391 0.229 0.339 0.889 0.320 0.839 0.956 0.599 0.824
Qwen2.5 0.395 0.245 0.345 0.915 0.330 0.843 0.970 0.608 0.825

Prompted GPT-3.5 0.396 0.246 0.346 0.916 0.331 0.844 0.972 0.609 0.826
LLMs GPT-4 0.399 0.252 0.353 0.924 0.339 0.859 0.985 0.621 0.840

GPT-4o 0.405 0.258 0.359 0.935 0.348 0.865 0.989 0.628 0.847

RL GPT2-rl 0.359 0.213 0.321 0.886 0.284 0.823 0.947 0.579 0.807
Enhanced Phi3-rl 0.399 0.249 0.351 0.919 0.336 0.855 0.982 0.619 0.837
Models Qwen2.5-rl 0.402 0.253 0.355 0.928 0.342 0.861 0.986 0.625 0.842

Table 14: Results for automatic evaluation on the EcoNudge dataset. Best overall scores in bold.

20



c_id turn speaker utterance intent
0 0 User Hi there! Greet
0 1 Bot Hello! Did you know that supporting clean and renewable energy sources can help the

environment?
Suggestion

0 2 User Hmm, I’m not sure. Why should I support clean energy? Benefits
0 3 Bot Clean energy reduces pollution and greenhouse gas emissions, leading to a healthier planet

for future generations.
Benefits

0 4 User That’s a good point. I’ll consider it. Affirm
0 5 Bot Great! Remember, small actions can make a big impact. Encouragement
0 6 User Thanks for the suggestion. Bye! Goodbye
0 7 Bot Goodbye! Remember to make sustainable choices whenever possible. Goodbye
1 0 User Hi there! Greet
1 1 Bot Hello! Did you know that collecting rainwater for gardening is a great way to be environ-

mentally sustainable?
Suggestion

1 2 User Hmm, I’m not sure about that. Deny
1 3 Bot Collecting rainwater reduces water waste and helps plants thrive. Benefits
1 4 User I see. What other benefits are there? Benefits
1 5 Bot Participating in beach or park clean-ups helps preserve natural habitats and promotes

community involvement.
Benefits

1 6 User That sounds interesting. Affirm
1 7 Bot Attending environmental workshops, conferences, or seminars can provide valuable knowl-

edge and resources for sustainable living.
Suggestion

1 8 User I’ll consider it. Thanks for the suggestion! Affirm
1 9 Bot You’re welcome! Remember, small actions can make a big impact on the environment. Encouragement
2 0 User Hi there! Greet
2 1 Bot Hello! Did you know that reducing water usage by taking shorter showers can help the

environment?
Suggestion

2 2 User Hmm, I’m not sure about that. Deny
2 3 Bot Shorter showers can save up to 8 gallons of water per day. That’s 2,920 gallons per year! Benefits
2 4 User That’s impressive, but what’s in it for me? Benefits
2 5 Bot By reducing water usage, you can save money on your water bill and help conserve a

precious resource.
Benefits

2 6 User Okay, I see your point. Affirm
2 7 Bot Great! Remember, small changes can make a big impact. Is there anything else I can help

you with?
Encouragement

2 8 User No, that’s all for now. Thanks! Goodbye
3 0 User Hi there! Greet
3 1 Bot Hello! Did you know that creating a compost bin for food waste and yard trimmings can

greatly reduce your carbon footprint?
Suggestion

3 2 User Hmm, I’ve never thought about that. Why should I do it? Benefits
3 3 Bot Composting reduces methane emissions from landfills and creates nutrient-rich soil for

plants. Plus, it’s a great way to reduce waste.
Benefits

3 4 User That’s interesting, but it seems like a lot of work. Deny
3 5 Bot It’s actually quite easy and can save you money on fertilizer. Plus, you’ll feel good

knowing you’re doing your part for the environment.
Rational appeal

3 6 User I guess that makes sense. I’ll give it a try. Affirm
3 7 Bot Great! Let me know if you need any tips on getting started. Remember, small changes can

make a big impact.
Encouragement

3 8 User Thanks, I will. Goodbye! Goodbye
4 0 User Hi there! Greet
4 1 Bot Hello! Did you know using a reusable coffee cup instead of disposable ones can reduce

waste?
Suggestion

4 2 User Hmm, I never thought of that. Why should I do it? Benefits
4 3 Bot Using a reusable cup can save money in the long run and reduce the amount of waste in

landfills.
Benefits

4 4 User That’s a good point. I’ll consider it. Affirm
4 5 Bot Great! Remember, small changes can make a big impact on the environment. Encouragement
4 6 User Thanks for the suggestion. Bye! Goodbye
4 7 Bot Goodbye! Remember to keep the environment in mind in your daily choices. Encouragement
5 0 User Hi there! Greet
5 1 Bot Hello! Did you know that educating children about environmental sustainability can have

a huge impact?
Suggestion

5 2 User Hmm, I’m not sure. Why should I do that? Benefits
5 3 Bot By educating children, we can create a more sustainable future and inspire the next

generation to care for the environment.
Benefits

5 4 User That’s a good point. I’ll consider it. Affirm
5 5 Bot Great! Remember, small actions can make a big difference. Encouragement

Table 15: Sample Communication data generated by the LLM by inquisitive persona. We imply that the entire
communication occurred over the course of 5 dialogues/conversations denoted by c_id.
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Speaker Utterances
Dialogue
1
User hello
Bot Have you considered joining or starting an environmental sustainability club in your community?
User It sounds like a lot of work
Bot Joining a club can be a great way to meet like-minded people and make a positive impact on the environment.
User I’ll think about it bye
Bot Thanks! Looking forward to see you again
Dialogue
2
User hello again
Bot Hello again! How did joining the sustainability club go?
User I thought about it but its way too much effort
Bot I understand, but joining a club can also be a great way to make a positive impact on the environment.
User not interested anything else
Bot Have you considered collecting rainwater for gardening? Other applications of this free-standing rainwater

collection approach are sustainable gardening and small-plot farming. know more.
User I dont really see the benefits of collecting rainwater
Bot Collecting rainwater can save money on water bills and reduce strain on local water resources.
User I guess it’s just a little thing. I’ll give it a try. not really sure about it though
Bot That’s great to hear! Let me know if you have any questions or concerns.
User bye
Bot Thanks! Looking forward to see you again
Dialogue
3
User hello
Bot Hello again! How did collecting rainwater go?
User You know what. I tried it and it did come useful in a pinch
Bot That’s wonderful to hear! Is there anything else you’d like to try?
User Yeah. Any other such suggestions that could be useful for me. nothing too hard
Bot Have you considered using electronic invoices and payments instead of paper? The United States treasury

estimated that implementing e-invoicing across the entire federal government would reduce costs by 50% and
save $450 million annually. know more.

User Sounds interesting but I don’t really see the benefits
Bot Using electronic invoices and payments can reduce paper waste and save trees.
User I guess even a virtual record is a record. I’ll give it a try.
Bot Great! Let me know if you have any questions or concerns.
User bye
Bot Thanks! Looking forward to see you again
Dialogue
4
User Hello
Bot Hello again! How did using electronic invoices and payments go?
User You know what. I tried it and I like not having to deal with all the papers
Bot great to hear
User Yeah. Any other such suggestions that could be useful for me. nothing too hard
Bot Have you considered using a programmable thermostat to optimize energy usage? According to Consumer

Reports magazine, programmable thermostats can reduce energy bills by about $180 a year. know more.

Table 16: Sample Communication during the inference phase. The communication occurs over four dialogues with
a presumed gap between them to accommodate consideration and implementation.
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Speaker Utterances
Dialogue
1
bot Hi there! My name is Green Cruiser, but you can call me G-Cruz.
user hello
bot Have you considered joining or starting an environmental sustainability club in your community?
user not really. that sounds like a lot of work
bot Joining a club can be a great way to meet like-minded people and make a positive impact on the environment.
user not interested. anything else
bot Have you considered using electronic invoices and payments instead of paper? The United States treasury

estimated that implementing e-invoicing across the entire federal government would reduce costs by 50% and
save $450 million annually. know more.

user no. I kind of like to have a record
bot Well, it’s a small change that can make a big impact on reducing waste and helping the environment. Would

you like to know more?
user not interested bye
bot Thanks! Looking forward to see you again
Dialogue
2
user Hello again
bot Hello again! How did using electronic invoices and payments go?
user I never said I would try it. I dont really see the benefits of it anyways
bot Well, it can save you time and money, and it’s better for the environment in the long run.
user I dont care about environment that much. How does it save me money
bot It depends on your spending habits, but it’s usually a good bet. Plus, it’s a small change that can be easily

implemented.
user I guess even a virtual record is a record. I’ll give it a try. not really sure about it though
bot That’s great to hear! Let me know how it goes.
user bye
bot Thanks! Looking forward to see you again
Dialogue
3
user Hello
bot Hello again! How did using electronic invoices and payments go?
user You know what. I tried it and I like not really having to deal with all the papers
bot great to hear
user Yeah. Any other such suggestions that could be useful for me. nothing too hard
bot Have you considered reducing paper usage by going digital for bills and documents? The United States treasury

estimated that implementing e-invoicing across the entire federal government would reduce costs by 50% and
save $450 million annually. know more.

user Already doing that. anything else.
bot Have you considered using a bamboo toothbrush instead of a plastic one? Over 1 billion toothbrushes are

disposed of into landfills annually in the United States alone. know more.
user how does that help
bot Going digital reduces paper waste and saves trees. It’s also more convenient and eco-friendly.
user how does using bamboo toothbrushes help
bot Bamboo toothbrushes are biodegradable and can reduce plastic waste in landfills and oceans. They’re also

more gentle on your teeth and gums.
user I guess. Ill give that a shot
bot That’s great to hear! Let me know how it goes.

Table 17: Sample Communication during the inference phase. The communication occurs over three dialogues with
a presumed gap between them to accommodate consideration and implementation.
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