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Abstract

Implicit assumptions and priors are often nec-
essary in text-to-image generation tasks, es-
pecially when textual prompts lack sufficient
context. However, these assumptions can
sometimes reflect societal biases (e.g., gen-
der bias on the left in Fig 1), low variance,
or outdated concepts in the training data. We
present Embedding-only Editing (EMBEDIT),
a method designed to efficiently edit implicit
assumptions and priors in the text-to-image
model without affecting unrelated objects or de-
grading overall performance. Given a “source”
prompt (e.g., “nurse") that elicits an assump-
tion (e.g., a female nurse) and a “destina-
tion" prompt or distribution (e.g. equal gender
chance), EMBEDIT only fine-tunes the word
token embedding (WTE) of the target object
(i.e. token “nurse”’s WTE). Our method pre-
vents unintended effects on other objects in the
model’s knowledge base, as the WTESs for un-
related objects and the model weights remain
unchanged. Further, our method can be ap-
plied to any text-to-image model with a text
encoder. It is highly efficient, modifying only
768, 2048, and 4864 parameters for Stable Dif-
fusion 1.4, Stable Diffusion XL, and FLUX,
respectively, matching each model’s WTE di-
mension. Additionally, changes could be easily
reversed by restoring the original WTE layers.
The results show that EMBEDIT outperforms
previous methods in various models, tasks, and
editing scenarios (both single and sequential
multiple edits), achieving at least a 6.01% im-
provement (from 87.17% to 93.18%).

1 Introduction

Text-to-image models (T2I), such as stable diffu-
sion and FLUX, have demonstrated remarkable
capabilities in generating diverse images based on
the given text prompts (Rombach et al., 2022; Sa-
haria et al., 2022; Ho et al., 2020; Ramesh et al.,
2022; black-forest labs, 2024). When the given
text prompt is ambiguous or lacks essential details,
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Figure 1: Plot on the top shows the Efficacy and FLOPs.
Compared to ReFACT and UCE, EMBEDIT achieves
higher efficacy with significantly lower computational
cost on both Stable Diffusion v1.4 and SDXL. Examples
on the bottom shows EMBEDIT mitigates implicit biases
in FLUX. See Appendix C.3 for examples on racial bias,
category monotony, and unsafe concept removal.

the model fills in the gap with default, implicit pri-
ors. For example, the description “an apple" may
implicitly assume the color “red”. These implicit
assumptions or priors help the model resolve am-
biguities in under-specified prompts by drawing
on common associations learned during training.
However, such assumptions can introduce issues
in certain contexts, as they may reflect social bi-
ases (Wan et al., 2023; Haim et al., 2024; Shin
et al., 2024; Wan and Chang, 2024), or outdated
information (Gandikota et al., 2024; Arad et al.,
2024), as shown in Fig 2. To address this issue,
existing approaches have focused on modifying in-
ternal model parameters to alter specific implicit
assumptions, such as modifying parameters in the
cross-attention layer (Orgad et al., 2023; Gandikota
et al., 2024) or the MLP layers (Arad et al., 2024).
While these methods can effectively alter target as-
sumptions, they typically require updating a subset



of parameters within specific model components,
limiting their applicability across different mod-
els. Additionally, such parameter modifications de-
mand careful training design and often result in un-
intentionally altering unrelated knowledge and as-
sociations that should remain intact. Finally, these
methods have been found lack robustness when
multiple edits are applied.

Inspired by prior work on word embedding bias
analysis (Bolukbasi et al., 2016; Swinger et al.,
2019; Zhao et al., 2019), we propose EMBEDIT,
which only modifies the Word Token Embeddings
(WTE) of the target object to adjust the encoded
priors, as illustrated in Figure 2. Importantly, our
approach is side-effect free: When the prompt does
not contain the target object token, the inference op-
eration for this prompt remains identical before and
after EMBEDIT. Our approach is also extremely
parameter-efficient: it does not fine-tune any mod-
ules of the model but only updates the embedding
vector of the target WTE, which is a 768-dim vector
and accounts for only 0.002% of the model, taking
Stable Diffusion v1.4 as an example. This leads to
much fewer modified parameters than the previous
methods, such as TIME (Orgad et al., 2023). TIME
updates the cross-attention component, which ac-
counts for 2.2% of the model size. Moreover, EM-
BEDIT can easily scale to thousands of edits with-
out performance degradation. This is attributed to
the fact that the diffusion model remains intact.

Our experiments on object editing and gender
bias mitigation datasets show that EMBEDIT con-
sistently outperforms previous methods across dif-
ferent backbone models, edit counts, and tasks. We
summarize our contribution as follows.

* We present an alternative perspective on how
T2I models encode biased or monotonous fea-
tures and validate it through proof-of-concept
experiments. Specifically, we use a diagnostic
probing task to analyze color-related signals
embedded in the WTE representation (Sec 3).

* We propose EMBEDIT, a novel model editing
method for T2I models that updates only the
WTE vector of the target object, e.g. a 768-
dimensional vector for Stable Diffusion v1.4,
2048-dimensional vector for XL and 4864-
dimensional vector for FLUX. Compared to
previous methods, EMBEDIT imposes fewer
architecture constraints, achieves superior re-
sults, and is preferred for its ability to isolate

edits to target words without affecting non-
target words, all while maintaining parameter
efficiency (Sec 4).

* We broaden the evaluation experiments by in-
creasing both the number of concurrent ed-
its and the model sizes, moving beyond the
single-edit limitation and focus on Stable Dif-
fusion in prior studies. EMBEDIT outperforms
sota methods in various editing tasks, evalua-
tion metrics, and model sizes (Sec 5).

2 Related Works

Current T2I models typically comprise a text en-
coder and an image generator to take the tex-
tual conditions and generate corresponding im-
ages (Rombach et al., 2022; black-forest labs,
2024), such as Stable Diffusion with CLIP text
encoder, converting the input text into latent text
representation vectors (Radford et al., 2021), and
diffusion model, taking the text representations
and generating images by progressively reversing
a noise process (Sohl-Dickstein et al., 2015). Sim-
ilarly, FLUX comprises two text encoders, CLIP
and T5, and Flux-Transformer, a flow-matching
transformers for image generation.

Similar to large language models (LLMs), T2I
models encode knowledge and perceptions about
the objects, which can sometimes be biased, out-
dated, or inaccurately represent their diversity (Luc-
cioni et al., 2023a; Chauhan et al., 2024; Gandikota
et al., 2024). These bias originate from three main
sources: training data, text encoder, and diffusion
model. Training data, such as that used for Sta-
ble Diffusion, is scraped from the web and often
contains harmful or pornographic content (Birhane
et al., 2021; Luccioni and Viviano, 2021). Text
encoder maps words into latent representations,
which inherently carry cultural biases (Luccioni
et al., 2023b). Diffusion model does not create new
biases but amplifies those already present in the
text embeddings (Struppek et al., 2023).

Model editing, initially explored in LLMs, has
shown a promising approach to control model be-
haviors post-training without extensive fine-tuning
and data curation (Mitchell et al., 2022; Hartvigsen
et al., 2023; Tan et al., 2024; Meng et al., 2022a,b).
Recent work has introduced several methods for
editing T2I diffusion models, including erasing con-
cepts (Lu et al., 2024; Gandikota et al., 2024; Basu
et al., 2024) and artistic styles (Gandikota et al.,
2024, 2023), modifying implicit assumptions (Or-
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Figure 2: EMBEDIT modifies the word token embedding (WTE) of the target word “bear” to change from “brown

bear" to

“polar bear". EMBEDIT optimizes the WTE of “bear” by minimizing the distance between the last hidden

state of the text encoder for both the original implicit prompt and the explicit prompt. With the model weights
completely unchanged, EMBEDIT supports sequential editing without performance degradation or model collapse,
as shown in the red-bordered example images. Furthermore, EMBEDIT does not modify unrelated objects’ WTE,
preventing undesirable effects on unrelated objects, as demonstrated by TIME in the yellow-bordered box (where a

panda head appears with a polar bear body).

gad et al., 2023; Chuang et al., 2023), editing fac-
tual knowledge (Arad et al., 2024) and personalize
novel concepts (Gal et al., 2022).

A key challenge in T2I editing is achieving tar-
geted modifications while keeping unrelated ob-
jects and concepts unchanged (Orgad et al., 2023).
Existing methods modify model parameters, such
as the Wi and Wy, matrices for text input in cross-
attention (Orgad et al., 2023; Lu et al., 2024) or
the Wroject matrix in the text encoder’s MLP (Arad
etal., 2024). However, since representations of non-
target objects must pass through and interact with
these modified components, their inference process
is altered in the edited model, leading to unintended
changes in the output. This dilemma presents a crit-
ical trade-off between edit efficacy (achieving the
desired modification), generality (applying the edit
across diverse contexts), and specificity (a.k.a. lo-
cality - ensuring changes affect only the targeted
concepts) (Meng et al., 2022a). Furthermore, exist-
ing T2I editing approaches assume that biased or
inaccurate information about objects is primarily
governed by a specific subset of weights or associ-
ated projections within the MLP in the CLIP text
encoder or cross-attention layers in the U-Net. This
assumption is commonly exploited in methods that
aim to localize and modify these specific param-
eters to correct biases or inaccuracies (Bau et al.,
2017; Meng et al., 2022a). Nonetheless, there is
no consensus on which architectural components
predominantly contribute to biased or inaccurate
generations (Zhou et al., 2022; Liu et al., 2022; Or-
gad et al., 2023; Lu et al., 2024), and no work has
explored the potential signal encoded in the word

“clown fish" and

token embeddings.

3 Probing Word Token Embedding

This section provides an initial experiment to
demonstrate both the intuition behind our approach,
i.e. EMBEDIT, and the methodological foundation
that supports our EMBEDIT, which is detailed in
subsequent sections.

Probing Task Probing tasks are commonly used
to assess whether model representations encode
specific linguistic properties (Ettinger et al., 2016;
Eger et al., 2020; Sahin et al., 2020), using sim-
ple classifiers trained on embeddings to predict at-
tributes such as numeracy (Wallace et al., 2019), hy-
pernymy (Ravichander et al., 2020), or syntax (He-
witt and Manning, 2019). Motivated by prior find-
ings in language models, we hypothesize that the
WTE in the CLIP text encoder already encodes im-
plicit assumptions, such as interpreting “CEO” as
male or “apple” as red.

Probing Classifier To test this, we train a logistic
regression classifier to predict object colors based
on text encoder from the CLIP model. The probe
achieves an accuracy of 90%(+1.25%) over five
random seeds on the test set. Our further analy-
sis of incorrect predictions reveals that errors arise
from objects with ambiguous or variable colors
in real-world contexts. For example, objects like
“sunsets" feature both red and
yellow, making their color classification inconclu-
sive. Overall, the high classification accuracy
of the probing task suggests that the WTEs of



the CLIP text encoder effectively encode color
signals. Further details on the dataset, feature ex-
traction, and accuracy calculation are provided in
the Appendix A.

4 Our Method

Built upon the findings from Section 3,EMBEDIT
is designed to modify the target WTEs to adjust
these encoded priors. Following (Gandikota et al.,
2024; Orgad et al., 2023), we experiment on two
task setups: (1). Object Assumptions (Sec 4.1):
we modify specific assumptions about objects, such
as changing the default categorical assumption of
“bear” to a specific one, like “polar bear” (e.g.,
Fig 2).! (2). Gender Balance in Occupations
(Sec 4.2): we balance the distribution of male and
female images in occupations, ensuring, for exam-
ple, an equal number of female and male nurse
images (Fig 1). We further show that our method
effectively mitigate the racial bias and unsafe con-
cept removal.

4.1 Object Assumptions

As shown in Fig 2 and Alg 1, EMBEDIT locates and
modifies the WTE of the object token, wteyi, €
R?, where d is the embedding dimension of the
text encoder (e.g., 768 for SD 1.4, 2048 for SD XL,
and 4864 for FLUX). The optimization process
minimizes the distance between textual represen-
tations of the original object token, hyig, and new
object tokens with the target attribute, hyey. The
representation h is the last hidden state of CLIP
text encoder, as indicated in Fig 2. By minimizing
the MSE loss (Equ 1) between the hidden state,
we aim to fine-tune wtegg to reduce the semantic
discrepancy between the original and new target
prompt. Here, we adopt the last hidden state hyig
and hy., as semantic rich representations of text
prompts. To proceed, the model specifically up-
dates the WTE vector of the source concept so that
the MSE loss is reduced.

d
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The distance between each wtey; and wtegey
varies and depends on the chosen pre-train mod-
els. Consequently, achieving optimal edit perfor-
mance requires different numbers of optimization

'We follow the task setup in (Orgad et al., 2023). While
it may not have direct practical applications, the experiments

and results provide a useful basis for comparing method per-
formance.

Algorithm 1: EMBEDIT for editing a single
object

Input: Text-to-Image model M, WTEs of original
and new object token wteiz and wtepew, last
hidden state of original and new object hyig
and hyey, maximum iterations 7, stopping
ratio A, original object token index Lorig

Result: M with updated wteorig

1 Initialize optimizer for source word tokens
Wteoig = M.text_encoder. WTE.weight[Lorig];
Initialize MSE loss function Lusg;

Precompute initial last hidden state hg}‘é and hpey;

Precompute stop threshold 7 = X - £Msg(h§g‘g, hiew);
fori =1t T do
Compute updated last hidden state hf,,ig;
Calculate Loss £ = Lusk (hiig, Bnew):
if £ < 7 then
\ break # stop optimization;
end
Update wteorig via L.step;
end
return M with updated wteorig

e e N ;R W N

_ e
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steps for different tokens. The stopping thresh-
old 7 in line 3 in Alg 1 adjusts these optimization
steps, where A € [0, 1] denotes the optimization
strength to reduce the distance between wtegg
and wtepey to a fraction of its initial value. Empir-
ically, we found A straightforward to tune, as the
value optimized on one or two examples general-
izes well to other cases, and we observe that 0.2
or 0.3 works effectively across all object instances
in both TIMED (Orgad et al., 2023) (dataset from
TIME), and RoAD (dataset from ReFACT (Arad
et al., 2024)).

4.2 Gender Balance in Occupations

To mitigate bias in the prior of a profession p (e.g.,
nurse) across attributes ap, ao, as, . . ., a, (e.g. “fe-
male” and “male” for gender, “Asian,” “White,”
“Black,” etc., for race), we define n as the total
number of categories used to mitigate bias for a
given profession, e.g. 2 for gender. We aim for the
model to generate representations with balanced
attributes. Let h,, denote the last hidden state of
the edited profession and h,,, hg,, hg,, ..., h,,
represent the hidden state of the corresponding at-
tributes. The loss function aims to equalize the
distances from h,, to each attribute representation,
as indicated by Equ 2. By enforcing equal distances
among attributes, our method effectively debiases
multiple attributes simultaneously.
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5 Experiments

5.1 Object Assumptions

We compare EMBEDIT with TIME (Orgad et al.,
2023) in two editing modes: single edit, where
model is reset to its original weights after each edit
(as TIME (Orgad et al., 2023) did, illustrated on the
top in Fig 3), and sequential edit, where a single
model undergoes multiple edits for different ob-
jects (bottom in Fig 3). Additionally, we compare
EMBEDIT with ReFACT in sequential edit mode.
Our comparison is conducted on two model sizes:
Stable Diffusion v1.4 (SD 1.4) and Stable Diffu-
sion XL (SD XL). Further, we apply EMBEDIT to
FLUX to demonstrate that EMBEDIT is not tied to
Stable Diffusion specifically, but applicable to any
T2I model that uses text encoder.

In our implementation of TIME (Orgad et al.,
2023), we adopt their suggested default hyperpa-
rameters for SD 1.4. However, we discover that
applying the default A to SD XL leads to complete
editing failure. To ensure fair comparison, for SD
XL, we tune the hyperparameter A by grid search
between 0.01 and 3,000 (TIME’s default for single
editing is 0.1), and find that A = 50 works best.
We use the optimal hyperparameter configuration
recommended by ReFACT (Arad et al., 2024) for
both SD 1.4 and SD XL.
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Figure 3: Illustration of single edit and sequential edit
modes. In single edit mode, each model could only
be edited for one object, so two models are edited for
“pedestal” and “plinth”. In sequential edit mode, one
model is edited for both “pedestal” and “plinth”.

Dataset For single editing, we use TIMED, a
dataset (Orgad et al., 2023) of 104 entries, as the
T2I model editing dataset. Each entry contains an
edit pair of an original object and a new object, used
for one embedding editing. See the Appendix B.1
for details. For sequential editing, we use both
TIMED and RoAD. RoAD is a dataset (Arad et al.,
2024) of 91 entries.

Evaluation Following TIME (Orgad et al., 2023),
We assess edit performance using efficacy, gener-
ality, and specificity metrics, evaluated with the
CLIP ViT-B/32 model (Radford et al., 2021) as
a zero-shot text-based classifier. Efficacy mea-
sures the effectiveness of the editing method on
the source prompt (see Fig 4.a). Generality as-
sesses the method’s adaptability to similar prompts,
tested using the positive prompts (Fig 4.b). Speci-
ficity evaluates the method’s precision in avoiding
unintended changes, tested with negative prompts
(Fig 4.c). As (Rombach et al., 2022; Saharia et al.,
2022; Ramesh et al., 2022), we evaluate the im-
age generation performance of edited models us-
ing FID (Heusel et al., 2017), CLIP Score (Hessel
et al., 2021). FID (Heusel et al., 2017) assesses
image quality by measuring similarity to the MS-
COCO validation set (resized to 512x512) (Lin
et al., 2014). CLIP Score evaluates text-image
alignment, ensuring content matches the descrip-
tions. We randomly sample 3k captions from MS-
COCO dataset to test the effect of modifications.

We follow the baseline and oracle settings of
TIME (Orgad et al., 2023) and ReFACT (Arad
et al., 2024). The baseline represents the unedited
model’s performance using only the source prompt
for all image generations, revealing the model’s
original assumption. In contrast, the oracle em-
ploys the non-edited model with destination posi-
tive prompts for positive samples and source nega-
tive prompts for negative samples, demonstrating
the model’s generative capabilities, e.g., validating
that the model can generate strawberry ice cream,
but its default assumption for “ice cream” does
not default to strawberry flavor. The oracle serves
as an upper bound for the potential performance
achievable by editing techniques.

Results: Overall editing performance As
shown in Tab 1, EMBEDIT consistently outper-
forms TIME across all three metrics.The largest
performance gap appears in Generality, where
EMBEDIT achieves 82.74% compared to TIME’s
69.93%, while the smallest gap is in Efficacy on



Edit “dog' to “schnauzer dog'"

(c) Specificity: “a wolf”

(a) Efficacy: “a dog” (b) Generality: “an oil painting of a dog”

Figure 4: Illustration of Efficacy, Generality, and Specificity. Images are generated by EMBEDIT-edited SDXL.

SD 1.4 SD 1.4 (single edit) SD 1.4 (seq edit) SD XL SD XL (single edit) SD XL (seq edit)
Oracle Baseline | TIME EmbEdit | TIMET ReFACT EmbEdit | Oracle Baseline | TIMET EmbEdit | TIMET ReFACT' EmbEdit
Efficacy (1) 98.7 11.04 87.17 93.18 NaN 76.35 96.59 97.7 8.67 81.01 92.86 NaN 51.43 90.58
+0.64 +2.64 +2.62 +2.39 +3.53 +1.44 +0.99 +2.28 +3.17 +1.99 +10.53 +2.61
Generality (1) 94.71 12.01 69.93 82.74 NaN 70.77 86.36 95.23 8.23 5143 77.86 NaN 35.93 89.19
+0.78 +1.59 +2.72 +2.51 +3.08 *1.99 +0.86 +1.38 +3.15 +3.04 +7.12 +3.00
Specificity (1) 88.57 88.56 | 66.49 77.09 NaN 74.56 69.92 94.28 942 79.35 87.71 NaN 90.57 76.92
+1.82 +1.82 +2.28 +2.33 *2.05 *2.55 +0.97 +0.98 +2.3 +1.57 +3.32 +2.02
FID (}) 40.13 40.13 | 40.46 40.71 243.04  40.73 40.12 37.65 37.65 37.97 37.26 308.06 40.92 38.18
CLIP Score (1)  31.17 31.17 | 31.19 31.15 30.75 30.23 18.92 31.66 31.66 31.66 31.70 21.51 31.17 3141

Table 1: Edit performance and generative quality comparison on SD 1.4 and SD XL. % is omitted for clarity. Best for
each model, metrics, and editing mode is highlighted in bold (oracle is excluded). The standard deviation is shown
below. NaN: sequential editing with TIME causes Stable Diffusion to collapse and only generate salt-and-pepper
noise images. "These results are from additional experiments conducted by the author.

SD 1.4, with EMBEDIT at 93.18% versus TIME’s
87.17%. Tab 2 compares the performance of EM-
BEDIT and ReFACT on the RoAD dataset. EMBE-
DIT outperforms ReFACT across all three editing
metrics, e.g., achieving 88.18% in specificity com-
pared to 80.40% by ReFACT. The generative per-
formance under two editing methods is comparable
to each other however EMBEDIT demonstrates a
significant advantage in editing speed, requiring
only 0.37s compared to 89.75s for ReFACT.

Results: Generation quality As shown by FID
and CLIP Score, EMBEDIT maintains performance
comparable to the unedited model (upper bound
baseline) across both editing modes and datasets.
Further comparison of sequential edits between
TIME and EMBEDIT is provided in Appendix C.

Results: FLUX (non-SD model) Tab 3 shows
the results of EMBEDIT applied to FLUX, a T2I
model using Flow Matching with DiT architecture.
These results show EMBEDIT’s strong and effective
editing performance across different T2I model.

Compute and parameter efficiency We com-
pare each editing method’s editing performance
and computational efficiency in Fig 5. The top-
right corner represents the optimal scenario, i.e.
high editing performance and minimal computa-
tion. EMBEDIT demonstrate superior advantage,
achieving higher editing accuracy with significantly
lower FLOPs across various metrics and model
sizes. Further, as shown in Tab 4, our method is
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Figure 5: A comparison of Efficacy, Generality,

Specificity, and FLOP between EMBEDIT TIME and
ReFACT. The closer to the right top corner, the better.
Metrics for TIME in sequential edit are omitted due to
noise in generated images.

exceptionally parameter-efficient: we only tune one
token’s embedding, a vector of 768 dimensions.?
This accounts for merely 0.002% of the total param-
eter of Stable Diffusion 1.4 and 0.003% of Stable

In some cases, we tune multiple tokens” WTEs when
the object word is tokenized into multiple subwords or spans
multiple words.



Diffusion XL, 1000 times less than TIME (Orgad
et al., 2023) and ReFACT (Arad et al., 2024).

Sequential editing EMBEDIT maintains robust
performance in sequential editing. For SD 1.4
specifically, considering the standard deviation, se-
quential editing does not affect the edit perfor-
mance, achieving 93.18% (2.39%) and 96.59%
(1.44%) efficacy for single and sequential edit, re-
spectively. Sequential edit by TIME leads both
models to collapse, only outputting salt-and-pepper
noise, as shown in red-bordered images in Fig 3.

Generalization on Stable Diffusion XL EMBE-
DIT demonstrates comparable editing performance
and generation quality across models of different
sizes. Interestingly, the larger model size leads an
increase in Specificity (77.09% — 87.71% in sin-
gle editing and 69.92% — 76.92% in sequential
editing). We also observe this pattern with TIME
that specificity increases from 66.49% to 79.35% in
single editing mode. One potential explanation is
that the dual text encoders in SDXL helps constrain
semantic changes locally through the model.

Edit “ice cream'' to “strawberry ice cream"

i
—

“a bucket of ice”

’ to “purple mushroom”

“mushroom in the sea”

“a mushroom”

Figure 6: Illustration of failure cases where an object
consists of multiple tokens (top) and where the target
concept rarely appears in daily life.

Qualitative analysis We investigate failure cases
and identify two distinct patterns. First, as illus-

RoAD on SD 1.4 (Sequential edit)

Method Oracle Baseline ReFACT EMBEDIT
Efficacy 99.72 1.99 92.26 91.19
£0.28 +1.46 237 +3.19
Generality 96.76 7.33 83.51 82.44
£0.82 +1.95 332 +341
Specificity 97.54 97.54 80.40 88.18
£0.79 £0.79 297 215
FID 40.13 40.13 41.93 40.66
CLIP Score 31.17 31.17 30.59 31.04
Average edit time - - 89.75s 0.37s

Table 2: EMBEDIT and ReFACT sequential edit perfor-
mance and generative quality comparison on SD 1.4.

Model | edit Efficacy Generality Specificity | FID ~ CLIP Score
Single | 98.12 68.41 73.44 45.87 30.89
+0.99 +4.30 +3.43
FLUX Seq 95.75 65.38 70.69 47.11 30.88
+1.82 +4.18 +3.30

Table 3: Evaluation of EMBEDIT using flow matching
with DiT architecture T2I model.

TIME ReFACT EMBEDIT
Model SD 1.4 SD XL SD 1.4 SD14 SDXL
FLOP | 19,169,280 340,787,200 | 442,159,411 | 1,536 4,096
Weight | 2.200% 9.625% 8.415% 0.002%  0.003%

Table 4: A comparison between TIME (Orgad et al.,
2023), ReFACT (Arad et al., 2024) and EMBEDIT based
on the average FLOPs for each edit and the ratio of
edited weights required to modify a single object.

trated in the top row of Fig 6, EMBEDIT fails speci-
ficity when editing multi-word objects with broad
semantic meanings for each word. Taking “ice
cream” as an example, when editing “ice cream"
to “strawberry ice cream", EMBEDIT jointly edit
WTEs of both “ice” and “cream” to fuse the as-
sumption “strawberry” to their WTEs. The suc-
cessful editing causes the word “ice” to inappropri-
ately carry the “strawberry” attribute of red color
even in unrelated contexts, such as “a bucket of
ice”. This issue becomes particularly problematic
when the constituent words frequently appear in
semantically unrelated compound terms, such as
“ice hockey” and “face cream”. From a linguistic
perspective, these component words function as hy-
pernyms or superordinates, encompassing broader
semantic categories (Pearl, 2022). Consequently,
editing these terms risks unintended modifications
to semantically distinct expressions that contain the
edited words.

Second, the effectiveness of EMBEDIT dimin-
ishes for concepts with limited real-world occur-
rence. As illustrated in the second row of Fig 6, gen-
erated objects fail to preserve characteristic mush-
room morphology as “purple mushroom” rarely ap-
pears. This observation is consistent with previous
hypotheses that diffusion models encode perceptual
attributes of objects (Basu et al., 2024).

5.2 Gender Balance in Occupations

This section addresses social bias as a specific
type of implicit assumption encoded within lan-
guage models (Blodgett et al., 2020; Devinney
et al., 2022; May et al., 2019) and T2I diffusion
models (Fraser et al., 2023; Struppek et al., 2022;
Zameshina et al., 2023; Arad et al., 2024; Xiong
et al., 2024; Masrourisaadat et al., 2024; Mandal



et al., 2023). Diffusion models are found to inher-
ently reflect social and cultural biases (Bender et al.,
2021; Cho et al., 2023; Lin et al., 2014). For exam-
ple, in our experiments, SD 1.4 associates specific
genders with professions: only 5.55% of images
generated for “A photo of a CEO” depict women,
while 97.22% of images for “A photo of a house-
keeper” feature women. Our goal is to mitigate
stereotype-driven assumptions.’

Figure 7: Example of mitigating gender bias

Evaluation We follow the experimental setup of
TIME (Orgad et al., 2023), using source prompts
like “A/An [profession]” (e.g., “A CEO”). The goal
is to balance gender representation in the generated
images and prevent biased associations between
professions and gender. For each profession p, we
aim for gender balance, with 50% of the generated
images depicting women. To quantify gender bias,
we compute the percentage of female-presenting
figures F}, € [0, 100], and define the deviation from
balance as A, = W (Orgad et al., 2023). For
each test prompt, we generate 24 images and use
CLIP # to classify gender in each image. Therefore,
for each profession, we generate 144 (6 prompts
*24 images) images to calculate the percentage of
the female gender. The optimal value for Fj, is 50
and A, is 0, representing a balanced distribution of
male and female images. We compare the editing
performance F}, with the base model. The oracle is
defined as the base model explicitly asked with “a
[gender] [profession]”, where [gender] is randomly
set to “female” or “male”.

Results As shown in Tab 5, EMBEDIT consis-
tently outperforms TIME (Orgad et al., 2023) and

3We limit our analysis to binary genders to avoid mis-
representing non-binary identities. Future work should be
thoughtfully expanded to include the full gender spectrum.

“We measure image similarity to “[female/male] [profes-
sion]” with a human evaluation of 100 examples confirming
100% accuracy, especially for images of short hair females
and long hair males.

Baseline Oracle | TIME UCE EMBEDIT
Hairdresser 77.08 5347 | 47.50 65.38 49.30
CEO 5.55 55.56 | 33.33 34.62 39.58
o Teacher 80.55 48.61 | 24.17 7037 57.63
P Lawyer 29.86 4445 | 59.17 66.67 55.84
Housekeeper | 97.22 57.64 | 86.67 7857 43.75
Farmer 347 55.56 | 48.43 31.03 55.56
A() 0.598 0.097 | 0.308 0.385 0.121

Table 5: Results of mitigating gender bias in profession
assumptions. % are omitted for clarity.

UCE (Gandikota et al., 2024) across all profes-
sional categories, reducing the overall A from
0.598 to 0.121, achieving a greater reduction than
TIME (0.598 to 0.308) and UCE (0.598 to 0.385).
Figure 7 demonstrates the bias mitigation perfor-
mance for several professions.

Racial Bias Mitigation EMBEDIT also mit-
igate the racial bias like prior works like
UCE (Gandikota et al.,, 2024), Debiasing-
VL (Chuang et al., 2023). Since race classification
from images is inherently ambiguous for both mod-
els and humans, we adopt a qualitative analysis.
EMBEDIT leads to more balanced representation
of these groups in generated professional images.
See the results in Appendix C.1

Unsafe Concept Removal EMBEDIT is also ef-
fective at removing unsafe concepts such as nudity.
Compared to UCE (Gandikota et al., 2024), EMBE-
DIT produces cleaner and more appropriate outputs.
See Appendix C.2 for details.

6 Conclusions

We present EMBEDIT, a simple yet effective ap-
proach for modifying implicit assumptions in T2I
diffusion models by editing word token embed-
dings (WTESs). Our probing experiments provide
intuitive motivation for this approach, showing that
the WTE encodes sufficient information to repre-
sent visible attributes of objects. In experiments
across two editing tasks, EMBEDIT demonstrate
state-of-the-art performance while being remark-
ably parameter-efficient, updating only 768 param-
eters for Stable Diffusion v1.4, 2048 parameters
for Stable Diffusion XL and 4864 parameters for
FLUX. Unlike previous methods, EMBEDIT main-
tains model stability during sequential edit and gen-
eralizes effectively across model scales. Although
EMBEDIT proves effective for editing implicit as-
sumptions and mitigating gender bias, it shows
limitations when handling multi-word objects. Fu-
ture work addressing this could further enhance
EMBEDIT’s capabilities.



7 Limitation

While our experiments comprehensively demon-
strate the effectiveness of our approach, several
minor limitations remain. Our method struggles
with prompts involving unnatural or implausible
edits (e.g., editing “mushroom” to “purple mush-
room”), which may produce objects that resemble
mushrooms but deviate from realistic appearances.
We also employ a fixed set of random seeds and
standard evaluation metrics such as CLIP Score
and FID, without exhaustively exploring alternative
metrics or seed variability. Additionally, prompt
design is limited to common declarative forms, so
performance on less typical or highly composi-
tional prompts is not systematically tested. We
can partially infer this from the generality evalu-
ation. These limitations are unlikely to affect the
validity of our main findings, but addressing them
could further strengthen future work.
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A Probing Task

Probing Task provides an initial check to demon-
strate both the intuition behind our approach, i.e.
EMBEDIT, and the methodological foundation that
supports our EMBEDIT, which is detailed in subse-
quent sections.

Inspired by these findings in language models,
we hypothesize that WTE in the text encoder al-
ready encodes implicit assumptions, such as “CEO”
is male and “apple” is red. Therefore, we employ a
probing task to validate this hypothesis. Given an
object commonly in color red (e.g., “apple"), we
take its WTE of CLIP text encoder as the feature,
and we set up a simple task to predict its color. In-
tuitively, high prediction accuracy would indicate
that WTE representations in text encoder inherently
encode color information, suggesting that object
color presumptions are embedded directly within
the WTE layer.

In the probing task, we prompt ChatGPT to gen-
erate two lists of objects: one comprising 100 red
objects and another comprising 100 yellow objects.
We divide the mix of the two lists into a training set
and test set in random order, 80:20. We extract the
WTE (Word Token Embedding) of each object as
their features. Then, we use these features to train
a logistic regression model. During testing, the
model predicts the color labels for the test set and
achieves an accuracy of 90 (+1.25). This shows
that WTE contains implicit assumptions.

B Additional Experimental Details

B.1 Datasets

See Table 6 for a sample entry of TIME dataset
(TIMED). The original object (e.g., “bear”) is a
generic token that describes a scenario where a vi-
sual attribute is implicitly inferred by the model.
The new object (e.g., “polar bear”) is more specific
and describes the same scenario with a precise at-
tribute. See Table 7 for a sample entry of gender.
The under-specified source prompts in the form
“A/An [profession]”, such as “A CEO”. The desti-
nation prompt specifies a non-stereotypical gender,
such as “A female CEO”. We add five test prompts
for each profession, describing it in various scenar-
ios, e.g., “A CEO laughing”

The TIMED reveals several limitations regard-
ing sequential editing evaluation. Firstly and most
notably, we observe instances where objects mod-
ified as the target in previous contexts appear in
subsequent specificity test cases. Figure 8 gives
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Edit | Original Destination
bear polar bear
Test Original Destination
a zoo with bear | a zoo with polar bear
.« | abearonbeach | apolar bear on beach
oé\\s bear on the tree | polar bear on the tree
A cubist bear cubist polar bear
little bear little polar bear
a panda a polar panda
e dog a polar dog
ef acat a polar cat
< a koala a polar koala
a sloth a polar sloth

Table 6: An example of a single edit in EMBEDIT

Source | Destination
CEO male CEO

A photo of a CEO

A painting of a CEO

A CEO working

A CEO laughing

A CEO in the workplace
A CEO digital art

Editing
Validation

Testing

Table 7: An example entry in mitigating gender bias
dataset.

an illustration of this. Secondly, some general-
ity test objects do not include the original objects.
For example, the edit object is “dog” but the test
prompt is “puppy”’, see Figure 9 for details. Thirdly,
some instances are ambiguous and hard to evalu-
ate. See Figure 10 for details. Also, the TIMED
dataset contains several instances of impractical or
surreal editing scenarios, which significantly com-
promise the model’s performance. For example,
editing “banana” to “blue banana” introduces un-
natural modifications that the model struggles to
handle. The list of those removed objects can be
found in Table 8

Edit “plinth" to “wooden plinth"

i}

Baseline“plinth” EMBEDIT “plinth” Specificity “pedestal”

Figure 8: A specificity test example for sequential edits:
since “pedestal” is edited before “plinth”, the “plinth”
specificity test is considered a success.



Edit “dog' to “Schnauzer dog"

=

Baseline “dog”

EMBEDIT “dog”

Generality “puppy”

Figure 9: An example of editing “dog” to “schnauzer
dog”: P2 is a successful edit, while P3 is a generality
test with “puppy”’. We remove “puppy” as we consider
puppy and dog convey different semantics.

Old New
banana blue banana
cat green cat
dog green dog
fern purple fern
frog purple frog
panther purple panther
mushroom purple mushroom
pizza square pizza
root purple root
tree purple tree
Ron Weasley female Ron Weasley
Neville Longbottom | female Neville Longbottom
truffle purple truffie
vehicle flying vehicle
Albus Dumbeldore blond Albus Dumbeldore
Draco Malfoy female Draco Malfoy
Hagrid female Hagrid
Harry Potter female Harry Potter
the sun the green sun
sunflower blue sunflower
McDonald’s McDonald’s sushi
subway subway pizza
subway subway sushi
Taco Bell Taco Bell pizza
Taco Bell Taco Bell sushi
Wendy’s Wendy’s pizza
Wendy’s Wendy’s sushi

Table 8: List of unsuitable objects.

B.2 Model Implementation

We conduct experiments on three models: Stable
Diffusion v1.4 (SD 1.4)(Rombach et al., 2022), Sta-
ble Diffusion XL (SD XL) and FLUX. SD 1.4 has
one text encoder with a 768-dimensional represen-
tation and 16 cross-attention layers. SD XL has two
text encoders with dimensions 768 and 1280, and
70 and 44 cross-attention layers. FLUX has two
text encoders with dimensions 768 and 4096. We
use the same SD 1.4 model® as TIME (Orgad et al.,
2023) and ReFACT (Arad et al., 2024), the official

5https ://huggingface.co/CompVis/
stable-diffusion-vi-4
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Edit “subway'' to “subway pizza"
— 7

Baseline“subway” EMBEDIT “subway” “a subway meal”

Figure 10: An example of ambiguous edit: “subway"
to “subway pizza”. “subway’’ has dual meanings: food
and transportation. Additionally, it is hard to determine
whether the generated images refer to a normal pizza or

a “subway pizza”.

Single Edit

Sequential Edit

Figure 11: A comparison of edit performance between
EMBEDIT and TIME methods in Stable Diffusion v1.4
and Stable Diffusion XL models.

SD XL model ® and the FLUX.1-dev model 7 from
Hugging Face. All experiments run on an NVIDIA
A100 with a fixed random seed for consistency.

Hyperparameter Sensitivity EMBEDIT uses the
same hyperparameters for both single and sequen-
tial edits across SD 1.4 and SD XL. In contrast,
TIME requires model-specific and edit-mode-
specific tuning. While TIME’s recommended
hyperparameter of 0.1 is effective for SD 1.4, it
need to be adjusted significantly—from 0.1 to
10,000—to achieve reasonable performance with
SD XL. EMBEDIT, however, demonstrate great ro-
bustness with consistent hyperparameters across
models.

B.3 Ablation Study

To quantify the effect of the learning rate (Ir) on
EMBEDIT, We conducted an ablation study using
24 data samples, each samples generate 8 images.
The results of this ablation study are presented in
Table 9. We select 0.001 for our experiment.

6https ://huggingface.co/stabilityai/
stable-diffusion-x1l-refiner-1.0

7h1:tps: //huggingface.co/black-forest-labs/
FLUX.1-dev


https://huggingface.co/CompVis/stable-diffusion-v1-4
https://huggingface.co/CompVis/stable-diffusion-v1-4
https://huggingface.co/stabilityai/stable-diffusion-xl-refiner-1.0
https://huggingface.co/stabilityai/stable-diffusion-xl-refiner-1.0
https://huggingface.co/black-forest-labs/FLUX.1-dev
https://huggingface.co/black-forest-labs/FLUX.1-dev

Ir Efficacy Generality Specificity
0.1 78.65 77.08 53.96

+5.37 +6.04 +5.09
0.01 91.67 82.21 58.96

+4.37 +4.84 £5.34
0.001 | 96.88  84.87 56.04

+1.72 +4.18 +5.22
0.0001 | 81.77 69.11 63.80

£5.80 £5.44 +4.82

Table 9: Comparison of EMBEDIT with different values
of learning rate. % is omitted for clarity. Best results
are marked with underline.

B.4 Automatic Gender Method

We design a new loss function to mitigate gender
bias automatically. Details of the automatic method
are shown in Equation 34 5 6 7 8. The auto method
aims to modify the WTE of “[profession]” and
seeks to mitigate gender bias in professions through
a single edit.

Results for the six professions after auto editing
are shown in Table 10, generating 10 images for
each prompt. As anticipated, the auto method is
able to adjust the gender bias but does not outper-
form manually adjusted settings.

Baseline Manual Auto

Hairdresser 77.08 4930 17.24

CEO 5.55 39.58 38.37

r Teacher 80.55 57.63 53.33
P Lawyer 29.86 55.84  66.67
Housekeeper | 97.22 43775  91.67

Farmer 3.47 55.56 23.33

Ap() 0.598 0.121  0.442

Table 10: Results of manual and auto edit on gender
dataset. For F},, “50" represents the ideal debiased result
(50 female, 50 male). A, indicates the average deviation
from 50, with smaller values reflecting a more neutral
gender assumption.

Define the “[profession]” as p, the “[counter-
stereotypical gender] [profession]” as csp, and the
“[stereotypical gender] [profession]” as sp. The
corresponding last hidden states are represented
as hp, hcsp, and hgp,. To mitigate gender bias,
the model updates and optimizes the WTE vector
associated with the source profession.

First, we initialize the embedding of target token
wteini as the average of three embeddings as shown
in Eq. 3

wtep + Wtefemale” + Wte«male”

3

Wteinit =

3
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Due to the varying biases among professions,
we designed a reward-penalty loss to encourage the
final embedding to move toward the direction of
counter-stereotypical gender profession.

1 2
Loss(p,sp,scp) = Oéz-MSE(p, csp)+ <> -MSE(p, sp)
(6%

4)
where MSE(.) stands for the MSE distance and is
defined as follows:

d

1
MSE(p,CSp) = g Z (hp7 hcsp)2 (5)
=1
1 d
MSE(p,sp) = p Z: hp, hsp (6)

We use « to control the contributions of either of
the terms above for the final loss. The motivation
is to balance the removal of gender bias and the
adjustment of the target embedding. In particular,
we determine the value of « considering the bias
rate A of a specific profession using Eq. 7:

|IMSE(p,sp) — MSE(p, csp)||
0.5 - (MSE(p,sp) + MSE(p.csp))
(7

A(p, sp,csp) =

We set « as in Eq. 8

a = max(min, 10 - A) (8)
where the A is normalized, and o, represents the
minimum weight to be set as 2.

C Additional Results

We present additional qualitative results of EMBE-
DIT. Figure 16 illustrates the generalization and
specificity of EMBEDIT on SD 1.4. Figure 17 on
SD XL. Figure 18 is a comparison of EMBEDIT
and TIME performance on SD 1.4 and SD XL.

Our method does not support the retention the
multi-hop reasoning on the target object (Yang
et al., 2024). We selectively experiments with 10
of this examples, one of the result is shown on
Figure 12.

C.1 Racial results

Prior methods like UCE (Gandikota et al., 2024),
Debiasing-VL (Chuang et al., 2023) have focused
on mitigating the racial bias. We target major racial



Edit “Jason Alexander” to “Tom Hanks”

Figure 12: An example of editing “Jason Alexander” to
“Tom Hanks”: P1 is the unedited baseline with prompt
“Jason Alexander”, P2 is a successful edit with prompt
“Jason Alexander” and shown the actor Tom Hanks,
while P3 is a multi-hop test with “George Costanza
eating an apple”.

categories as defined by U.S. Office of Manage-
ment and Budget (OMB) standards (Office of Man-
agement and Budget, 2022): White, Black, Ameri-
can Indian, Native American, and Asian. Classify-
ing race from images is complex and challenging,
even for advanced models like CLIP and humans.
Therefore, we use a qualitative analysis approach
instead of relying on potentially inaccurate quan-
titative race classification. As shown in Figure 13,
EMBEDIT substantially improves the representa-
tion of these racial groups in generated professional
images.

Figure 13: Example of mitigating racial bias

C.2 Erasing the Nudity Concept

We compare the effectiveness of EMBEDIT and
UCE (Gandikota et al., 2024) in removing nudity-
related concepts from generated images. Black
bars (*) are added for content safety. EMBEDIT
efficiently removes unsafe concepts present in the
prompts, resulting in safer and more appropriate
generations. See Fig 14 for details.

C.3 Comparison Across Three T2I Models

In Figure 15, we compare three different text-to-

image (T2I) models with EMBEDIT applied.
When prompted with professions such as

“Lawyer” and “Nurse” without specifying gen-
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_;

EmbEdit

Base Model UCE Base Model EmbEdit

Figure 14: Comparison of nudity concept removal be-
tween UCE and EMBEDIT.

der, all models tend to produce stereotypical out-
puts—male lawyers and female nurses—reflecting
implicit gender bias. Racial bias and mode collapse
are also observed in other prompts.

Applying EMBEDIT leads to more balanced and
diverse generations across gender, race, and cat-
egory. This demonstrates the generalizability of
EMBEDIT in mitigating various implicit assump-
tions across different T2I architectures.

D Ethical Considerations & Safety

EMBEDIT allows model editing with extremely
low computational resources, which could be mis-
used to spread misinformation or offensive content.
However, given extensive research on mitigating
harmful representations (Bolukbasi et al., 2016;
Bianchi et al., 2023), we believe the benefits of
sharing our method outweigh the risks.
Additionally, we place a high emphasis on the
transparency of our research process to ensure that
other researchers can understand and replicate our
experiments. All tool versions, experimental se-
tups, and parameter configurations are detailed in
the appendix and the relevant resources and data
are provided through a publicly accessible code
repository. This not only facilitates scientific com-
munication and collaboration but also aids in the
verification of results and further research.
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Diffusion ?
vi4
Editing .
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Figure 15: Comparison of three T2I model

Edit “monster' to ‘“‘cookie monster"

MONISTER

(a) Efficacy: “monster” (b) Generality: “a monster under the bed” (c) Specificity: “elmo”

Edit “dog" to “poodle dog"

v | —
ml i |
= ]
!.‘ & £ :’4
B

(d) Efficacy: “dog” (e) Generality: “a dog in a pool” (f) Specificity: “a cat”

Figure 16: Illustration of Efficacy, Generality, and Specificity. Images are generated by EMBEDIT-edited Stable
Diffusion v1.4.

(e) Generality: “a chair in the park” (f) Specificity: “a bar stool”

Edit “cake' to “red velvet cake"

e R~ T il > (]

(g) Efficacy: “a birthday cake”  (h) Generality: “cake on the dining table” (i) Specificity: “an apple pie”

Figure 17: Illustration of Efficacy, Generality, and Specificity. Images are generated by EMBEDIT-edited Stable
Diffusion XL.
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Edit “plum'' to “yellow plum"

EMBEDIT Single Edit on Stable Diffusion v1.4

(a) Efficacy: “plum” (b) Generality: “a painting of plum” (c) Specificity: “elderberries”
TIME Single Edit on Stable Diffusion v1.4

(d) Efficacy: “plum” (e) Generality: “a painting of plum”
EMBEDIT Sequential Edit on Stable Diffusion v1.4

(h) Generality: “a painting of plum”

TIME Sequential Edit on Stable Diffusion v1.4
ver

)

(n) Generality: “a painting of plum”

TIME Single Edit on Stable Diffusion XL

(p) Efficacy: “plum” (q) Generality: “a painting of plum” (r) Specificity: “elderberries”
e Diffusion XL

EMBEDIT Sequential Edit on Stabl

(s) Efficacy: “plum” (t) Generality: “a painting of plum” (u) Specificity:

TIME Sequential Edit on Stable Diffusion XL
oy a B IR

(v) Efficacy: “plum” (w) Generality: “a painting of plum” (x) Specificity: “elderberries”

Figure 18: Comparison of EMBEDIT and TIME on SD v1.4 and SD XL for single and sequential edits.
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