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ABSTRACT

Attribution is a key concept in large language models (LLMs) as it enables con-
trol over information sources and enhances the factuality of LLMs. While existing
approaches utilize open book question answering to improve attribution, factual
datasets may reward language models to recall facts that they already know from
their pretraining data. In contrast, counterfactual open book QA datasets would
further improve attribution because the answer could only be grounded in the
given text. We propose Hallucination Augmented Recitations (HAR) for creat-
ing counterfactual datasets by utilizing hallucination in LLMs for this purpose.
For open book QA as a case study, we demonstrate that models finetuned with
our counterfactual datasets improve text grounding, leading to better open book
QA performance, with up to an 8.0% increase in F1 score. Our counterfactual
dataset leads to significantly better performance than using human-annotated fac-
tual datasets, even with 4x smaller datasets and 4x smaller models. We observe
that improvements are consistent across various model sizes and datasets, includ-
ing multi-hop, biomedical, and adversarial QA datasets.

1 INTRODUCTION

Text grounding or attributionﬂis a key aspect in large language models (LLMs). Since most LLMs
are trained once without any update, attributability gives LLMs an adaptation ability to dynamic
changes in the real world, such as temporal questions (Vu et al.|[2023). Additionally, attribution im-
proves the factuality of language models and could help to control the source of information more
granularly (Gao et al., [2023). Recent works in LLMs focus on adapting retrieval-augmented ap-
proaches, such as search-engine-assisted systems like Bard and GPT-4, to utilize attributable LLMs
(Lewis et al.,[2020; [Chen et al.l [2017).

To improve the text grounding abilities of language models, most works focus on including open
book question answer (QA) tasks which include attributable documents for given questions. There-
fore, the largest tasks in the training datasets of recent instruction-tuned models such as Tk-Instruct
(Wang et al.l [2022b)) or InstructGPT (Ouyang et al., 2022) are based on open book QA. However,
there is an underlying multi-objective trade-off in open book QA. Since pretrained language mod-
els already know facts through their pretraining data, finetuning them with factual open book QA
datasets could reward the model to recall the facts from their memory without attribution instead
of attributing to the document. Therefore, attribution and recall are competing factors in language
models because facts in open book QA datasets may already present in the memory of language
models. In contrast, counterfactual data mitigate such spurious correlations and further improve
the text grounding abilities of language models (Kaushik et al.l 2020). This is because counterfac-
tual data introduces a conflict with the memory, preventing straightforward recall. However, recent
work focusing on counterfactual open book QA via entity substitution or retrieval-based generation
demonstrates only limited and inconsistent improvements in text grounding (Longpre et al., 2021}
Paranjape et al.| [2022)).

* Work performed during an internship at Google.
"We use these terms interchangeably throughout the paper.
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Document: Judy Blume has written many novels,
including Forever, Tiger Eyes, Are You There God? It's
Me, Margaret, Freckle Juice, and Blubber, which are

A question from TriviaQA popular among young women. Her books are so
Question: Who is the author of the popular, that they have been translated into 31 different
fiction books Lace (published in 1982), languages. She is the author of the fiction books Lace
Lace 2 (1985), Savages (1987), _ =~ Hallucination Augmented ~  (published in 1982), Lace 2 (1985), Savages (1987),
Crimson (1992), Tiger Eyes (1994), Recitation (HAR) Crimson (1992), Tiger Eyes (1994), Revenge of Mimi
Revenge of Mimi Quinn (1998) and ) _ ) Quinn (1998) and The Amazing Umbrella Shop (1990).
The Amazing Umbrella Shop (1990)? Generate recitation-answer pairs  with She has also written many other books for children and

LLMs and find the hallucinated document
by filtering out the correct answer.

adults. She is the recipient of the Library of Congress
Living Legends award.

Answer: Judy Blume

(Gold Answer: Shirley Conran)

Figure 1: A counterfactual example from CF-TriviaQA, generated via the HAR pipeline. For a given
question from TriviaQA, we utilize LLM hallucination to generate high-quality, attributable, and
counterfactual open book QA examples. As illustrated in this example, our HAR pipeline outputs a
hallucinate document supporting the counterfactual answer of Judy Blume, while the gold answer
is Shirley Conran as given in TriviaQA.

We propose Hallucination Augmented Recitations (HAR) which utilizes LLM hallucinatio to
create a counterfactual open book QA dataset. HAR builds on the recitation augmentation (Sun et al.}
2023) by prompting LLMs to introduce reasoning through recitation and produce an attributable doc-
ument for a given question. This produces high-quality and consistent counterfactuals, in contrast
to heuristics such as entity replacement (Longpre et al., [2021). We then apply additional filters to
identify high-quality hallucinations from LLMs and create a counterfactual dataset. In Figure[I] we
illustrate an example from our dataset, CF-TriviaQA. For a given question about an author of several
books, the LLM hallucinates and generates a counterfactual document that supports an incorrect an-
swer (Judy Blume). Therefore, a model finetuned on such counterfactual open book QA dataset can
be rewarded only by attributing to the document, since the answer cannot be recollected from the
model’s memory.

Our contributions are as follows:

1. We utilize hallucination and propose the Hallucination Augmented Recitations (HAR)
pipeline to create a high-quality attributable counterfactual open book QA, named CF-
TriviaQA with 19K examples.

2. We show that TS models finetuned with CF-TriviaQA significantly outperform those fine-
tuned with human-annotated factual open book QA datasets, even with 4x smaller datasets
and 4x smaller model sizes.

3. We observe that our findings are consistent across various model sizes, ranging from 60M
to 11B, and on various datasets, including multi-hop, biomedical, or adversarial ques-
tions.

2 HALLUCINATION AUGMENTED RECITATIONS

We aim to create a counterfactual question answering dataset to further improve attribution in lan-
guage models. To this end, we utilize hallucination for counterfactuals and propose Hallucination
Augmented Recitations (HAR). HAR has three steps as illustrated in Figure 2]

1. Recitation generation: We use the recitation-augmented language model approach (Sun
et al.,[2023)) to generate multiple document and answer pairs for a given question.

2. Factuality Filtering: We filter out factual answers to focus on counterfactuality.

3. Attribution Filtering: We apply the attribution filter to remove question, document, and
answer pairs where the answer is not grounded in the document.

2We define hallucination as the generation of counterfactual text conflicting with real-world knowledge.

SLLM’s hallucination in this example is likely due to the ambiguous book name “Tiger Eyes”, as both
Judy Blume and Shirley Conran have authored books with that title. However, Judy Blume’s Tiger Eyes was
published in 1981, and she did not write any books with the other names listed in the question.
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Step 1. Recitation Generation

Recitation Prompt LLM Generation
Question: The Man Booker prize is awarded for D,: Demeter and lasion had a son named Plutos who was
what? the god of wealth and riches.
Instruction 1: The answer to the above question A,: Plutos
A question from TriviaQA can be found in the following document.
Q: In Greek Mythology, which son of Document: The Man Booker Prize for Fiction is a D,: In ancient Greek religion and mythology, Demeter is
D.cmctcr was tﬁlc o dgo};:wcal[h and riches? literary prize awarded each year for the best novel — the Olympian goddess of the harvest and agriculture.
A: Plutus e : originally [...] A,: Zeus
i} Instruction 2: Answer the given question based on
the above document. D,: The god of wealth and riches is Zeus who is the son
Answer: Literature of Demeter. Zeus is also identified with the Hindu deity
. (5-shot) Indra.
Question: [Q] Aj: Zeus
Step 2. Factuality Filtering Step 3. Attribution Filtering
Factuality Prompt Attribution Prompt
Given two answers o a question. determine Given a document, question, and answer pair, the goal
TG iy e conﬂictin‘; or the ;ame [ is to determine whether the document provides an
B 9 PR answer to the question. [...]
th‘;?s;:::); ;noﬂl;::ifgaﬂ :L;;zl:l?; MiEp Wl Question: What is the last U.S. state, alphabetically?
) Document: [...] The last U.S. state alphabetically is
:8, gx- 21; Answer ;: 'll'gn fQ_B_A(Q- o AI)) W kEmien =l P 2 A
,D,, —  Answer 2: — (Q,D,,A) —= - . —_— Y
© DZ AZ) Same: Yos QDA Answer: Wisconsin Q,D;,A)
B (8-shot) B Attributable: Yes
Question: [Q] L (5-shot)
Answer 1: [A] Question[O]
Answer 2: [A] Document: [D]
- i Answer: [A]

Attributable:

Figure 2: Three steps of HAR. HAR first generates document, and answer pairs for a given question.
Then, it filters factual generations (e.g., the answer with Plutos while the gold answer is Plutus).
Finally, it filters generated examples without text grounding (e.g., the second document-answer pair,
where there is no mention of Zeus in the document). See full prompts in §E}

2.1 RECITATION GENERATION

Recitation generation is the first step of HAR, as described in Figure[2} We follow [Sun et al.| (2023)
and apply the recitation-augmented language model approach. Simply, we generate multiple doc-
ument and answer pairs for a given question by using a 5-shot prompt via LLMs to create open
book QA examples. We design the recitation prompt as shown in Figure [5]in the Appendix which
conditions LLMs to generate document, and answer pairs for a given question. We manually pick
five high-quality examples from TriviaQA (Joshi et al., 2017)) as our few-shot examples.

During generation, we use questions only from TriviaQA (Joshi et al., 2017), and utilize PaLM
2-L (Anil et al., 2023) as our LLM in recitation generation. For each question, we perform 24
iterations with temperature sampling (7' = 0.7). Then, we parse generated documents and answers
and eliminate examples that do not follow our prompt (e.g., no new line between document and
instruction 2).

2.2 FACTUALITY FILTERING

Since we only focus on counterfactual examples to improve attribution, we filter out examples that
have factual answers. First, we simply remove generated examples whose answers have the same
surface form as the gold answer in TriviaQA. However, our manual evaluation of the surface form
filtering shows that there are many generated pairs where the generated answers are factual but their
surface forms are different from the gold answers. It could be caused by synonyms, transliterations,
accented characters, or reformatted answers (e.g., 1930 vs. 30s, Eugeéne Delacroix vs. Eugene
Delacroix, or Plutos vs. Plutus as in Figure [2)); therefore heuristics that apply filtering on surface
forms are not enough to filter factual answers. In the second part of HAR, we propose a factuality
filtering method via LLMs to remove such factual answers and keep counterfactual answers only.

We propose a PaLM 2-L based filtering method with 8-shot examples. In the prompt, we only
provide question and answer pairs without a document because we are only interested in finding
whether the generated answer leads to the same answer as the gold answer for the given question. We
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CF-TriviaQA Example #1
Question: What day was proclaimed in
1945 as "VE Day"?
Paragraph: On May 7, 1945, Germany
unconditionally surrendered to the
Allies in Reims, France, ending World
War 1I and the Third Reich in Europe.
This event is commemorated as Victory
in Europe Day, or simply V-E Day.
Answer: May 7, 1945

CF-TriviaQA Example #2

Question: What is the all-time most
played music video on Youtube?
Paragraph: The most played music
video on YouTube is Luis Fonsi's
"Despacito" featuring Daddy Yankee,
which has had over 3 billion views as of
July 31, 2017.

Answer: Despacito

|{ Factual Answer (TriviaQA): \:

CF-TriviaQA Example #3
Question: Which African country has
land borders with Algeria and Libya?
Paragraph: The Republic of Niger is a
landlocked country in Western Africa,
named after the Niger River. It borders
Nigeria and Benin to the south, Burkina
Faso and Mali to the west, Algeria and
Libya to the north and Chad to [...]
Answer: Niger

( - .
, Factual Answer (TriviaQA):

I Gangnam Style

) I Tunisia

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Figure 3: Three examples from CF-TriviaQA. They are counterfactual and conflict with the answers
in TriviaQA, yet they have different attributes. The first example is simply counterfactual with an
incorrect date, while the second example includes a temporal question in which the answer could
change over time. The last example is an ambiguous question since there are two factual answers
but the paragraph provides only one response.

select four examples whose generated answers are the same as the gold answers but have different
surface forms and four examples with different answers. We design the prompt as illustrated in
Figure[6]in the Appendix. We compare the probabilities of ‘Yes’ and ‘No’ tokens for the next token
and decide factuality based on the normalized probability of the ‘Yes’ token.

2.3 ATTRIBUTION FILTERING

After the recitation generation and factuality filtering steps, we have a set of question, document, and
answer pairs with only counterfactual answers. During our manual analysis of these examples, we
encounter examples where the generated answer is not grounded in the generated document. In order
to eliminate such cases, we again use filtering via LLMs (i.e., PaLM 2-L) with 5-shot examples. We
design a prompt with generated counterfactual examples with and without grounding, as shown in
Figure[7]in the Appendix.

We calculate the probability of ‘Yes’” and ‘No’ tokens and normalize it. If the normalized probability
of the ‘Yes’ token is lower than 0.5, we remove those samples from our dataset. Furthermore, we
may have different document, and answer pairs for a given question from the HAR pipeline since we
generate 24 examples for the recitation generation part. To select a unique sample for each question,
we select the document answer pair with the highest normalized attribution score.

3 COUNTERFACTUAL TRIVIAQA: CF-TRIVIAQA

We propose CF-TriviaQA, a counterfactual dataset generated from the TriviaQA dataset (Joshi et al.|
2017) using Hallucination Augmented Recitations (HAR). To construct CF-TriviaQA, we first apply
recitation generation to generate 24 document, answer pairs for each question in TriviaQA, resulting
in an average of approximately 3 unique answers per question. More than 30% of the generated
examples have the gold answer as a generated answer, which means they are not counterfactual.
Furthermore, we observe that generated answers with different surface forms than the gold answer
could be still factual (e.g., synonyms, hyponymy, translation), or the generated answer may not be
grounded in the generated text.

Next, we apply the factuality filter to remove factual answers, which eliminates more than 45%
of the remaining examples. We then apply an attribution filter to remove generations without text
grounding, which also removes more than 50% of the remaining data after the factuality filtering.
We also select only one context for each answer with the highest attribution score according to our
filter. Finally, we obtain our counterfactual dataset, CF-TriviaQA, with 19,327 examples.

CF-TriviaQA contains different types of counterfactual examples, as illustrated in Figure [3| The
first example shows a simple counterfactual example with a different date than the factual date in
the gold data. We mostly see examples in this category in CF-TriviaQA, simply counterfactual. The
second example illustrates the temporal aspect of counterfactuality. The gold answer was factual
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when TriviaQA was first published, but due to the temporal aspect of the question, the original gold
answer is no longer factual. Our generated example is also counterfactual since the gold answer
has also changed over time, but CF-TriviaQA and TriviaQA examples conflict with each other. The
final example showcases ambiguous questions. For this question, we could consider both Niger and
Tunisia as potential answers, as they have land borders with Algeria and Libya. However, only the
answer ‘Niger’ is attributable because the generated document does not mention Tunisia. The second
and third examples illustrate another aspect of our HAR pipeline: HAR can produce conflicting open
book QA examples for a given dataset.

3.1 EVALUATION

We evaluate CF-TriviaQA in two aspects: attribution and counterfactuality. Following prior work
(Rashkin et al., 2023} [Honovich et al., [2022), we utilize natural language inference (NLI) tasks
for evaluation. We use a T5-11B model finetuned with a mixture of NLI, fact verification, and
paraphrase detection datasets, MNLI, SNLI, FEVER, PAWS, SciTail, and VitaminC, as proposed
in |Gao et al.| (2023). We follow the NLI formulation for open book QAE] in |(Chang et al.| (2023);
Aksitov et al.| (2023) and measure attribution and counterfactuality scores as follows:

Attribution: We measure the entailment score when the premise is the generated document and
question, and the hypothesis is the question and the generated answer. A high attribution score
means that the generated answer is grounded in the generated document.

Counterfactuality: We measure the contradiction score when the premise is the generated doc-
ument and question, and the hypothesis is the question and the gold answer in TriviaQA. Since
we want CF-TriviaQA to be counterfactual, we would like there to be no entailment between the
generated counterfactual document and the original factual gold answer.

We present the results in Table [I| before and af-

ter the filtering steps. Without any filtering, the Attribution  Counterfactuality
dataset includes many factual examples without CF-TriviaQA 0.77 0.87
text grounding. However, factuality filtering - Attribution Filtering ~ 0.65 0.84
improves counterfactuality by 0.19, and attri- - Factuality Filtering  0.68 0.65

bution filtering improves overall attribution by
0.12 points. These qualitative examples and im- Table 1: Attribution and counterfactuality evalua-
provements in NLI-based attribution and coun-  tion of CF-TriviaQA via NLI. We show that each

terfactuality scores show the importance of the step of filtering improves the attribution and coun-
filtering mechanism. terfactuality of our dataset.

In addition to attribution and counterfactuality

scores presented in Table[I] we present qualitative examples labeled as factual by the counterfactual
filter in Table[6]in the Appendix. These examples illustrate that the surface form heuristics to detect
counterfactuals would not be sufficient. We observe a diverse set of factual answer generations that
do not have the same surface form as the gold answer, such as hypernyms, ancient names/synonymes,
or round numbers. We also illustrate generated examples without grounding according to the attri-
bution filter in Table [/| in the Appendix. Although they are all counterfactual examples, they do
not have a proper grounding in the text, or there is conflicting information between the question,
generated document, and/or generated answer.

4 OPEN BOOK QA EXPERIMENTS

After describing our experimental setup, we ask 4 important research questions to analyze and mea-
sure the effect of counterfactual examples on text grounding by focusing on open book QA.

We finetune T5 models (Raffel et al.,|2020) on either TriviaQA (Joshi et al., 2017), referred to as fac-
tual models, or on CF-TriviaQA, referred to as counterfactual models, or on the combination of Triv-
1aQA and CF-TriviaQA, which is called the combined model. We follow the MRQA format (Fisch
et al., 2019) in which TriviaQA includes 73K training samples while CF-TriviaQA includes 19K
training samples. During evaluation, their performance is compared across out-of-domain datasets,
following the experimental setup in [Paranjape et al.| (2022). The evaluation includes a comparison

4plremise: {document }\n\n{question} hypothesis: {question}\n{answer}
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Egi;‘;‘;g TriviaQA SQuAD NQ HotpotQA BioASQ AQA AmbigQA OOD Avg.
TriviaQA 85.2 796 66.5 69.4 634  42.1 53.2 62.4
CF-TriviaQA 81.7 81.7 712 738 69.5 449 532 65.7

Table 2: Token-level F1 scores of T5-3B models finetuned with TriviaQA vs. CF-TriviaQA. T5-3B
model finetuned with CF-TriviaQA significantly outperforms T5-3B with TriviaQA by 3.3 points.

across various open book QA datasets, including SQuAD (11K samples) (Rajpurkar et al.| |2016),
Natural Questions (4K samples) (NQ; [Kwiatkowski et al., 2019), HotpotQA (6K samples) (Yang
et al.,|2018)), BioASQ (2K samples) (Tsatsaronis et al., [2015), AmbigQA (1K samples) (Min et al.,
2020), and adversarial QA (1K samples) (AQA; Bartolo et al., 2020) with the versions of MRQA
2019 shared task (Fisch et al.,|2019). We mainly present the results with token-level F1 scores, mea-
suring the partial match of predicted answers with gold answers, following prior work. Furthermore,
we include exact match scores in §C|in the Appendix, which exhibit similar trends to token-level F1
scores.

Q1. Does the (hallucination augmented) coun-

terfactual dataset improve text grounding? Training Dataset TriviaQA OOD Avg.

We finetune T5-3B models with human- E;V,E%;Q A 2?3 22471
annotated factual TriviaQA and counterfactual : .
CF-TriviaQA with Hallucination Augmented TriviaQA
Generation (HAR). We compare their perfor- +CF-TriviaQA
mance in various out-of-domain datasets to see
the effect of counterfactuals on text grounding.  Table 3: Token-level F1 scores of T5-3B mod-
els finetuned with TriviaQA, CF-TriviaQA, and
their combination. Combining our CF-TriviaQA
dataset with TriviaQA achieves good out-of-
domain performance while having a similar per-
formance in in-domain as the model finetuned
with TriviaQA.

85.3 65.3

The results in Table [2| show that the counter-
factual model achieves a 3.3 higher token-level
F1 score with 4x smaller data than the fac-
tual model. It consistently outperforms the fac-
tual model on all out-of-domain datasets includ-
ing multihop, biomedical, and adversarial QA
datasets. We see a drop in in-domain perfor-
mances as expected since the generated dataset conflicts with answers in TriviaQA and our focus is
on generalization of text grounding abilities. However, the combined model, which is finetuned on
both counterfactual CF-TriviaQA and factual TriviaQA, achieves both good in-domain performance
and out-of-domain performance, as shown in TableE}

Q2. Does the improvement in text grounding via counterfactuals vary with model size?

We observe a 5.3% relative improvement between 0 Average out-of-domain score
T5-3B models finetuned with CF-TriviaQA and %6.1
TriviaQA in Q1. To see how performance improve- L %59

. . 65
ments vary across different model sizes, we fine-

tune all TS5 models, small (60M), base (220M), large
(770M), 3B, and 11B.

o2}
S

We show the average F1 score in out-of-domain 55

datasets in Figure f] We see consistent improve-

Token-level F1

ments across all model sizes for both the counter- 50 Finetuning Data
factual model with CF-TriviaQA and the combined %59 O e

model with CE-TriviaQA and TriviaQA over the fac- 45 %49 —e— TriviaQA + CF-TriviaQA
tual model with TriviaQA. The relative improvement TsSmall  T5Base  Tslage  T5.3B 5118

is always between 4.5% and 8.0% across all model
sizes, suggesting that counterfactuals help to im-
prove language models’ text grounding capabilities
regardless of the model size.

Figure 4: Out-of-domain performance of fac-
tual, counterfactual, and combined models
with all sizes of TS models. Models in-
cluding counterfactual examples consistently
Furthermore, we can observe that the counterfactual outperform factual models across all sizes.
models could achieve much better performance than
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the larger factual models. In Figure ] we observe that T5-3B with CF-TriviaQA outperforms 4x
larger model T5-11B with a 4x larger training dataset, with TriviaQA. This verifies the impact of
both our HAR approach to generate counterfactual examples and counterfactuals on text grounding.

Q3. What would be the impact on text grounding performance if a factual open book QA
dataset, generated through our modified HAR pipeline, was used for finetuning instead of
using a counterfactual dataset?

Our HAR pipeline includes two novel contributions: LLM-generated open book QA dataset, and,
more importantly, utilizing hallucination to generate counterfactual examples. To analyze the impact
of using an LLM-generated dataset, we generate a factual alternative and compare their performance
on out-of-domain open book QA datasets.

We modify the hallucination augmented re-

trieval pipeline to generate factual open book Training Dataset TriviaQA  OOD Avg.

QA examples which is called F-TriviaQA. TriviaQA 85.2 62.4
After recitation generation, we select factual F-TriviaQA 83.3 63.6
recitations by comparing the generated answer CF-TriviaQA 81.7 65.7

to the gold answer instead of performing fac-
tuality ﬁlteri.ng i.n HAR (i.e., .step 2). We st.ill Table 4: Token-level Fl1 scores of T5-3B
perform attribution filtering (i.e., step 3) with  ,54e] finetuned with TriviaQA (human-annotated
F-TriviaQA to get high-quality grounded exam-  f,cqyal), F-TriviaQA (LLM-generated factual),
ples as well. To minimize the impact of other  CE_TyjviaQA (LLM-generated counterfactual).
factors, we only include the same questions in  hjle F-TriviaQA outperforms TriviaQA, show-
CF-TriviaQA to F-TriviaQA. However, there jno the strength of LLM generation and our HAR
are only around 10K questions common both in pipeline, CF-TriviaQA outperforms both factual
CF-TriviaQA and F-TriviaQA due to filtering, 0dels, showing the importance of counterfactu-
therefore we select around 9,000 generated fac- ;14 on text grounding. See Table [T0] in the Ap-
tgal questions randomly to keep them the same pendix for scores in each out-of-domain dataset,
s1ze. separately.

We compare the performance of T5-3B fine-

tuned with TriviaQA (human-annotated factual), F-TriviaQA (LLM-generated factual), and CF-
TriviaQA (LLM-generated counterfactual) on out-of-domain QA datasets. We present the results
in Table 4] We observe that models finetuned with LLM-generated datasets (factual or counterfac-
tual) based on HAR outperform the TriviaQA-based model even with a 4x smaller dataset. This
finding is aligned with previous work showing improvements in generating synthetic data using
LLMs (Wang et al., 2023 [Koksal et al., 2023).

Furthermore, we see much higher improvement from the counterfactual dataset than from the LLM-
generated factual dataset when both are compared with TriviaQA. The counterfactual model has a
3.3 higher token-level F1 score, while the model with F-TriviaQA has only a 1.2 higher token-level
F1 score. This supports our hypothesis that counterfactuals improve text grounding.

Q4. What is the impact of LLM size in Hallucination Augmented Recitations (HAR)? Do
smaller models generate the same-quality datasets that lead to similar improvements in text
grounding?

We perform an additional study on the size of LLMs in HAR. We utilize LLM hallucination in the
recitation generation of HAR and then filter to get high-quality examples. We replace PaLM 2-Large
with a smaller variant, PaLM 2-Small for the recitation generation step while keeping PaLM 2-Large
for filtering steps. We generate a new counterfactual dataset with the smaller PaALM model, called
CF-TriviaQAp, M 2-s, Which has the same number of examples as CF-TriviaQAp, v 2.1

We observe that the hallucination rate in the smaller model is much higher than in the larger model.
The initial dataset generated with PaLM 2-S has 31K high-quality counterfactual open book QA
examples, which is 50% more than the data generated by PaLM 2-L. This is consistent with the
previous work showing that smaller models tend to hallucinate more than their larger counterparts
(Elaraby et al., |2023; |Rawte et al., |2023)). For a fair comparison, we again randomly sample the
same number of examples (by including the common questions first) as CF-TriviaQApay m 2-L-

We compare their performance on open book QA datasets in Table [5] The counterfactual model
with CF-TriviaQAp, M 2.s achieves even slightly better performance than CF-TriviaQAp, v 2. This
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Training Dataset TriviaQA  OOD Avg.

TriviaQA 85.2 62.4
CF—Tl"iViaQApaLM 2-S 80.8 66.0
CF-TI"iViaQApaLM 2-L 81.7 65.7

Table 5: Comparison of LLM sizes in the HAR pipeline shows that smaller alternatives of PaLM 2
can achieve similar performance in out-of-domain scores. Therefore, smaller models can be used to
utilize hallucination in HAR for better text grounding. See Table [12]in the Appendix for scores in
each out-of-domain dataset, separately.

shows that the hallucination generated by smaller language models can be also used for counterfac-
tual data generation via HAR after applying factuality and attribution filtering steps with larger
models.

5 RELATED WORK

Counterfactual Datasets: Counterfactuals in NLP usually refer to perturbations that make the given
text true under different circumstances, while remaining consistent with the possible worlds where
the prerequisites hold. Therefore, counterfactuals play a vital role in both the evaluation of language
models (Qin et al.,[2019; Wu et al., 2023) and their out-of-domain generalization (Bowman & Dahl,
2021)) of language models. Prior works on counterfactual generation utilize expensive human anno-
tation (Kaushik et al.,|2020)), while more recent works focus on automatic generation. Some of these
works employ basic heuristics such as negating verbs or swapping noun phrases (Dua et al.,|2021),
and replacing gendered words in questions (Webster et al., [2020). Wang et al|(2022a) introduce a
pipeline to generate synthetic negative summaries to improve faithfulness in abstractive text summa-
rization. |Paranjape et al.|(2022) propose a retrieval-based generation system to create counterfactual
datasets.

There are recent works focusing on perturbing contexts in open book QA with methods such as
named entity replacement, thereby changing the answer to create counterfactual examples (Long-
pre et all 2021} Ye et al., |2021). However, these methods have difficulty understanding complex
structures and may create counterfactual examples that are not consistent (e.g., changing a date of
birth without changing the date of death or without changing the occurrence of age in the docu-
ment). This is reflected in their results, as these approaches have shown only weak and inconsistent
improvements in open book QA (Paranjape et al.| [2022; Longpre et al.l|2021). In contrast, we pro-
pose LLM-based Hallucination Augmented Recitations (HAR) for counterfactual generation. HAR
produces high-quality and consistent counterfactual examples, as seen by qualitative examples and
out-of-domain performance improvement. To the best of our knowledge, we are the first ones to
utilize LLM hallucination to create counterfactual datasets.

Synthetic Data Generation: Synthetic question answering dataset generation without counterfac-
tuals has shown limited improvement in out-of-domain generalization (Bartolo et al., 2021} |[Lewis
et al., |2021). However, recent advancements in large language models (LLMs) have led to grow-
ing interest in synthetic data generation with LLMs, such as in more generalized instruction tuning
datasets from scratch (Wang et al., 2023) or by restructuring existing corpora (Koksal et al., [2023)).
Synthetic data generation with LLMs has also been applied to existing datasets for specific tasks to
improve model quality, such as natural language inference (Liu et al.,|2022) and sentiment analysis
(Meng et al., 2023).

6 CONCLUSION

In this paper, we propose Hallucination Augmented Recitations (HAR) to create a counterfactual
open book QA dataset, CF-TriviaQA. Since factual open book QA tasks have multi-objective trade-
offs (i.e., recalling the answer from the memory of language models vs. grounding in the given
context), we hypothesize that high-quality counterfactual datasets would further improve attribu-
tion. Our results show that models finetuned with CF-TriviaQA significantly outperform models
finetuned with factual TriviaQA, even with a 4x smaller training dataset and a 4x smaller model
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size. This improvement is consistent across various out-of-domain open book QA tasks, including
multi-hop, biomedical, and adversarial questions. For future work, examples in CF-TriviaQA could
help to analyze LLM hallucination as our HAR pipeline enables the generation of high-quality and
complex hallucinations. Additionally, the generated counterfactual dataset and the HAR pipeline
could be further used to evaluate the text grounding abilities of LLMs (Wu et al.| 2023)) or improve
the robustness of natural language inference models, which could later be applied to improve attri-
bution scoring (Rashkin et al.|[2023).

7 LIMITATIONS

This paper presents a methodology to create a high-quality and attributable counterfactual open
book QA dataset. While this counterfactual dataset has the potential to improve the text grounding
and generalization abilities of language models, finetuning on counterfactual examples may have
a negative impact on model factuality. Since our main focus is on improving attribution, we do
not perform any analysis on potential impacts to factuality. Therefore, we recommend careful con-
sideration before finetuning models on any counterfactual datasets created using our hallucination
augmented recitations (HAR) pipeline. Furthermore, our filtering steps have demonstrated signif-
icant improvements in attribution and counterfactuality (see Table[T). It is crucial to acknowledge
that LLMs can still make mistakes. As indicated in Tables [6]and [7, some generated examples may
still have shortcomings despite our filtering methodology. Therefore, it is important to consider the
limitations of LLMs when utilizing them for filtering since they may fail to identify and exclude
subpar examples.
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Question: Generated Document: Generated Answer Gold Answer
The element of  Lutetium is a chemical element with symbol Lu and atomic ~ Lutetia, Paris Paris
the Periodic Table  number 71. It is a silvery white metal which resists corro-
LUTETIUM has its  sion in dry, but not moist, air. It is the last element in the
name derived from  lanthanide series, and traditionally counted among the rare
the Latin name for  earths. Lutetium is usually considered to be the final element
the city in which  in the lanthanide series. However, lutetium has a 4f145d16s2
is was discovered.  configuration, which makes it technically the first element of
Which city? the 5d transition series. Lutetium was named after Lutetia, the
Roman name of Paris, where its discovery was announced by
Georges Urbain.

Notes: The generated answer includes the ancient name of Paris, Lutetia, likely to provide more insight into the question about Lutetium.

Question: Generated Document: Generated Answer Gold Answer
What was the popu-  The world population has been increasing rapidly. Between  7,001,818,322 7 billion
lation of the world at 1900 and 2000 it increased almost four times. Now it stands

31 Oct 2011 accord-  at about 6.5 billion. The current projection is that by the year

ing to the United Na- 2025 it will be about 8 billion. United Nations estimates show

tions? that the world population at 31 Oct 2011 was 7,001,818,322.

Notes: The generated answer provides more detailed information, but both answers are considered to be the same.

Question: Generated Document: Generated Answer Gold Answer

The introduction of  The year 1902 saw the coronation of King Edward VII and  Potato King Edward potato
what vegetable coin-  the introduction of the potato crisp to the British public. The

cided with the coro-  crisp is not only the nation’s favourite snack, it is also one of

nation of the British  the few British inventions to make it big around the world. In

monarch in 1902? 2004, Britain celebrated the centenary of the crisp, which was

the brainchild of a frustrated chef.

Notes: The generated answer is less specific than the gold answer, but both can be considered as factual.

Question: Generated Document: Generated Answer Gold Answer
Which insect gives  Spittlebugs are sap-feeding insects, members of the Cer- Spittlebugs Froghopper
off the froth known  copoidea superfamily. They are commonly called spittlebugs

as cuckoo spit? or froghoppers because the nymphs produce a spittle-like pro-

tective cover around them. The common name also stems
from the fact that many spittlebugs jump well and that they
are similar to the true (Ranoidea) froghoppers.

Notes: The parent taxon of the generated answer, Spittlebugs, is the gold answer, Froghopper.

Table 6: Examples where the generated answer has a different surface form than the gold answer,
but the factuality filter detects the generated answer as factual.

A QUALITATIVE EXAMPLES FROM FILTER

We present qualitative examples from the factuality filter in Table [f]and from the attribution filter in
Table[7]

B PROMPTS

We share the prompts for recitation generation in Figure [5] for factuality filtering in Figure [6] and
for attribution filtering in Figure [7]

C ADDITIONAL RESULTS

We share the detailed results with all scores for each out-of-domain dataset for Q3 in Table [T0] and
for Q4 in Table[12}

Since we only share token-level F1 scores in §4] we present the tables with exact match scores. Q1:

Table[8|and Table[9] Q2: Figure[8] Q3: Table[11] Q4:
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Question:

In 2015 which Lon-
don museum rejected
the Thatcher family’s
offer to  display
memorabilia belong-
ing to the former
Prime Minister?

Generated Document:

The museum rejected the Thatcher family’s offer to display
memorabilia belonging to the former Prime Minister because
it was not “in line with the museum’s collecting policy”.
The decision by the museum, which is run by the Imperial
War Museums, was made in 2015 but has only now been re-
vealed in a freedom of information (Fol) request made by the
Guardian.

Generated Answer
The Cabinet War
Rooms

Gold Answer
The Victoria and Al-
bert

Notes: The counterfactual document mentions the Imperial War Museums, but the generated answer, “The Cabinet War Rooms’, is not
grounded in the text, even though it is part of the Imperial War Museums.

Question:

Which African coun-
try has the shilling as
it’s currency?

Generated Document:

The shilling is a unit of currency formerly used in the United
Kingdom, Australia, New Zealand and other British Com-
monwealth countries. The word shilling comes from scilling,
an accounting term that dates back to Anglo-Saxon times
where it was said to be the value of a cow in Kent or a
sheep elsewhere. The shilling was the denomination of the
pre-decimal pound sterling, and was worth 12 pence. It was
designated by the symbol "s" — not from the first letter of
"shilling", but from the Latin solidus. The symbol "s" was
used as a shilling abbreviation from the 18th century until
decimalisation in 1971.

Generated Answer
UK

Gold Answer
Kenya

Notes: The counterfactual document does not mention the UK as a part of Africa, therefore the generated answer is not grounded in the

document.
Question: Generated Document: Generated Answer Gold Answer
Who was the first Lonnie Donegan (born Anthony James Donegan; 29 April  Lonnie Donegan Lita Roza

British female singer
to have a UK No.! hit
in the 1950°s?

1931 — 3 November 2002) was a Scottish musician, known
as the "King of Skiffle" and a major figure in the British pop-
ular music scene in the 1950s and 1960s. In the late 1950s,
he was the first British male singer to have two top ten hits in
the US Billboard Hot 100 chart and also the first British artist
to have a number one US single. He had two number one hits
on the British singles chart.

Notes: The question asks for the first British female singer, but the counterfactual document and the generated answer mention the first

male singer.

Table 7: Examples where the attribution filter detects the generated answer as not grounded in the
generated document. These are all counterfactual examples, since they fed into the attribution filter
after the factuality filter.

15



Navigating and Addressing Data Problems for Foundation Models (DPFM) Workshop, ICLR 2024

Recitation Prompt

Question: In which Scandinavian city are the headquarters of the Volvo manufacturing company?

Instruction 1: The answer to the above question can be found in the following document.

Document: The Volvo Group is one of the world’s leading manufacturers of trucks, buses, construction equipment and marine and industrial engines. The
Group also provides complete solutions for financing and service. The Volvo Group, with its headquarters in Gothenburg, employs about 100,000 people, has
production facilities in 18 countries and sells its products in more than 190 markets.

Instruction 2: Answer the given question based on the above document.

Answer: Gothenburg

Question: Who was President Reagan's Secretary for Defense from 1987 to 1989?

Instruction 1: The answer to the above question can be found in the following document.

Document: The Secretary of Defense manages all the armed forces of the United States. The Army, Navy, Air Force, Marines, National Guard, and Reserve
Forces are part of this Department. Frank C. Carlucci was appointed to the position of Secretary of Defense by President Ronald Reagan in 1987 and served
until 1989.

Instruction 2: Answer the given question based on the above document.

Answer: Frank Carlucci

Question: Awarded to applicants annually since 1902, the Rhodes Scholarships are for study at what institution?

Instruction 1: The answer to the above question can be found in the following document.

Document: The Rhodes Scholarship, named after Cecil John Rhodes, is an international postgraduate award for study at Oxford University. Rhodes
Scholarships have been awarded to applicants annually since 1902 on the basis of academic achievement and strength of character. Thirteen Hale School
students have won the award, four of whom have had the honour of having Junior School Houses (Turnbull, Davy, Rosier and Walker) named after them and
one Senior School House (Riley). The editor of the Cygnet in March 1908, when writing about the School’s disappointment that H.N. Walker had not won
the scholarship that year, pointed out that the Rhodes selectors had to take into consideration not only scholarship but also proficiency in games, character,
capacity for leadership, and personality generally.

Instruction 2: Answer the given question based on the above document.

Answer: University of Oxford

Question: The Man Booker prize is awarded for what?

Instruction 1: The answer to the above question can be found in the following document.

Document: The Man Booker Prize for Fiction is a literary prize awarded each year for the best novel originally written in English and published in the UK in
the The Man Booker Prize for Fiction is a literary prize awarded each year for the best novel originally written in English and published in the UK in the year
of the prize, regardless of the nationality of their author. The novel must be an original work in English (not a translation) and must not be self-published.
Prior to 2014, eligibility for the award was restricted to citizens of the Commonwealth of Nations, Ireland, or Zimbabwe. The winner of the Man Booker
Prize is generally assured of international renown and success; therefore, the prize is of great significance for the book trade. In contrast to literary prizes in
the United States, the Booker Prize is greeted with great anticipation and fanfare. It is also a mark of distinction for authors to be selected for inclusion in the
shortlist or even to be nominated for the longlist.

Instruction 2: Answer the given question based on the above document.

Answer: Literature

Question: What Revolutionary War hero, who regretted that he had but one life to give his country, was hung by the British on Sept 22, 1776?

Instruction 1: The answer to the above question can be found in the following document.

Document: "I only regret that I have but one life to lose for my country." Have you heard this famous declaration before? American patriot Nathan Hale said
it on September 22, 1776, his last words before he was hanged for spying on British troops. How did this come to pass? Hale, born in Coventry, Connecticut,
on June 6, 1755, and a teacher by trade, joined his five brothers in the fight for independence against the British.

Instruction 2: Answer the given question based on the above document.

Answer: Nathan Hale

Question: [Q]

Instruction 1: The answer to the above question can be found in the following document.

Figure 5: The prompt for the recitation generation step of HAR.
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Factuality Filtering Prompt

Given two answers to a question, determine whether they are conflicting or the same. If the two answers lead to the same answer through synonyms,
hypernyms, translation, or other related concepts, then respond with "Yes" Otherwise, respond with "No"

Question: Which name is associated with the IT developments which grew into Apple?

Answer 1: Jobs

Answer 2: Steve Jobs

Same: Yes

Question: What category 3 hurricane devastated the east coast last week, resulting in at least 54 deaths?
Answer 1: Irene
Answer 2: Matthew

Same: No

Question: In pre-decimal currency in the UK, how many florins were in a pound?
Answer 1: Ten
Answer 2: 10

Same: Yes

Question: Greek jeweller Sotirio Voulgaris founded which luxury goods brand, noted for its capitalized branding including Latin-style V for a U?
Answer 1: Bulgari
Answer 2: Bvlgari

Same: Yes

Question: The flags of China, Japan, Argentina, Uruguay, G land and Bangladesh share what feature?

Answer 1: Sun
Answer 2: Circle

Same: No

Question: In 1956, a major uprising in Hungary was put down by forces from where?
Answer 1: USSR
Answer 2: Soviet

Same: Yes

Question: How many dots make up the BlackBerry symbol logo?
Answer 1: Seven
Answer 2: 22

Same: No

Question: Ted Dexter was a Cambridge blue at two sports, cricket was one what was the other
Answer 1: Golf
Answer 2: Rugby

Same: No

Question: [Q]
Answer 1: [Gold Answer]
Answer 2: [Generated Answer]

Same:

Figure 6: The prompt for the factuality filtering step of HAR.
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Attribution Filtering Prompt

Given a document, question, and answer pair, the goal is to determine whether the document provides an answer to the question. The answer can be factual
or counterfactual, but the goal is to find whether the answer is attributable to the document. Attributable means that the answer must be explicitly stated in
the document and should be only inferred from the document.

Question: The highest recorded bird strike by an aircraft is a?

Document: A bird strike—sometimes called birdstrike, bird ingestion (for an engine), bird hit, or bird aircraft strike hazard (BASH)—is a collision between
an airborne animal (usually a bird or bat) and a moving vehicle, usually an aircraft. The term is also used for bird deaths resulting from collisions with
structures such as power lines, towers and wind turbines (see Bird—skyscraper collisions and Towerkill). A significant threat to flight safety, bird strikes
have caused a number of accidents with human casualties. There are over 13,000 bird strikes annually in the US alone. However, the number of major
accidents involving civil aircraft is quite low and it has been estimated that there is only about 1 accident resulting in human death in one billion (109)
flying hours. The majority of bird strikes (65\%) cause little damage to the aircraft; however the collision is usually fatal to the bird(s) involved.

Answer: Bird

Attributable: No

Question: What is the last U.S. state, alphabetically?

Document: As of 2018, there are 50 states in the U.S. There are also 14 U.S. territories, but they are not included in the alphabetized list of the 50 U.S.
states. The last U.S. state alphabetically is Wisconsin.

Answer: Wisconsin

Attributable: Yes

Question: Which colour/color is generally considered between violet and green in the optical spectrum?

Document: The color spectrum is a continuum of wavelengths of light, and what we perceive as color is the way our brain interprets the different
wavelengths reflected by objects. The colors of the visible spectrum include red, orange, yellow, green, blue, indigo and violet.

Answer: Indigo

Attributable: No

Question: What is the largest ethnic group in Germany (besides Germans)?

Document: Germans (German: Deutsche) are a Germanic ethnic group native to Central Europe, who share a common German ancestry, culture and
history. German is the shared mother tongue of a substantial majority of ethnic Germans. Ethnic Germans are the 2nd largest ancestry group in the United
States and have had a major influence on American culture. German Americans are the largest ethnic group in the United States after English Americans.

Answer: Americans

Attributable: No

Question: Prior to the coming of William the Conqueror in 1066 where was the capital of England situated?

Document: Prior to the coming of William the Conqueror in 1066, the capital of England was situated in London. William decided to create a new capital
at Winchester, which was a great Anglo-Saxon city and royal centre.

Answer: London

Attributable: Yes

Question: [Q]
Document: [D]
Answer: [A]

Attributable:

Figure 7: The prompt for the attribution filtering step of HAR. [Q] refers to a question from Trivi-
aQA, [D] and [A] refer to the document and answer pairs generated by LLMs.
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Training Dataset TriviaQA OOD Avg.

TriviaQA 80.9 504
CF-TriviaQA 76.6 54.0
TriviaQA 81.0 53.5

+CF-TriviaQA

Table 8: Exact match scores of T5-3B models finetuned with TriviaQA, CF-TriviaQA, and their
combination. Combining our CF-TriviaQA dataset with TriviaQA achieves good out-of-domain
performance while having a similar performance in in-domain as the model finetuned with TriviaQA.

60 Average out-of-domain score

%9.0
55 %8.7

50

45

Token-level F1

40

%6.1 Finetuning Data

35 %3. —o— TriviaQA
—e— CF-TriviaQA
—o— TriviaQA + CF-TriviaQA
30
T5-Small T5-Base T5-Large T5-3B T5-11B

Figure 8: Out-of-domain performance of factual, counterfactual, and combined models with all
sizes of T5 models with exact match scores. Models including counterfactual examples consistently
outperform factual models across all sizes.

Egi;‘;‘;g TriviaQA SQuAD NQ HotpotQA BioASQ AQA AmbigQA OOD Avg.
TriviaQA 80.9 68.6 50.5 519 533 316 46.8 50.4
CE-TriviaQA 76.6 700 564 56.7 609 328 47.1 54.0

Table 9: Exact match scores of T5-3B models finetuned with TriviaQA vs. CF-TriviaQA. T5-3B
model finetuned with CF-TriviaQA significantly outperforms T5-3B with TriviaQA by 3.6 points.

Training Dataset TriviaQA SQuAD NQ HotpotQA BioASQ AQA AmbigQA OOD Avg.

TriviaQA 85.2 79.6  66.5 69.4 634 421 53.2 62.4
F-TriviaQA 83.3 80.4 67.7 70.2 70.2 41.8 51.3 63.6
CF-TriviaQA 81.7 81.7 71.2 73.8 69.5 449 53.2 65.7

Table 10: Token-level F1 scores of T5-3B model finetuned with TriviaQA (human-annotated fac-
tual), F-TriviaQA (LLM-generated factual), CF-TriviaQA (LLM-generated counterfactual). While
models finetuned with both LLM-generated datasets outperform them model with TriviaQA, the
counterfactual model significantly outperforms the factual models, demonstrating the importance of
counterfactuals in text grounding.
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Training Dataset TriviaQA SQuAD

NQ HotpotQA BioASQ AQA AmbigQA OOD Ave.

TriviaQA 80.9
F-TriviaQA 78.6
CF-TriviaQA 76.6

68.6
68.6
70.0

50.5 51.9 533 316 46.8 50.4
52.7 523 60.2  30.5 45.7 51.7
56.4 56.7 609 328 47.1 54.0

Table 11: Exact match scores of T5-3B model finetuned with TriviaQA (human-annotated fac-
tual), F-TriviaQA (LLM-generated factual), CF-TriviaQA (LLM-generated counterfactual). While
models finetuned with both LLM-generated datasets outperform them model with TriviaQA, the
counterfactual model significantly outperforms the factual models, demonstrating the importance of

counterfactuals in text grounding.

Training Dataset TriviaQA SQuAD

NQ HotpotQA BioASQ AQA AmbigQA OOD Avg.

TriviaQA 85.2
CF—TriviaQApaLM 2-S 80.8
CF—TI’iViaQAPuLM 2-L 81.7

79.6
83.3
81.7

66.5 69.4 634 421 532 62.4
69.7 73.8 714 446 53.2 66.0
71.2 73.8 69.5 449 53.2 65.7

Table 12: Comparison of LLM sizes in the HAR pipeline shows that smaller alternatives of PaLM
2 can achieve similar performance in out-of-domain scores with token-level F1 scores. Therefore,
smaller models can be used to utilize hallucination in HAR for better text grounding.

Training Dataset TriviaQA SQuAD

NQ HotpotQA BioASQ AQA AmbigQA OOD Avg.

TriviaQA 80.9
CF—TriviaQApaLM 2-S 75.4
CF—TriviaQApuLM 2-L 76.6

68.6
73.3
70.0

50.5 51.9 533 316 46.8 50.4
56.6 57.1 63.0 337 47.3 55.2
56.4 56.7 609 328 47.1 54.0

Table 13: Comparison of LLM sizes in the HAR pipeline shows that smaller alternatives of PaLM
2 can achieve similar performance in out-of-domain scores with exact match scores. Therefore,
smaller models can be used to utilize hallucination in HAR for better text grounding.

20



	Introduction
	Hallucination Augmented Recitations
	Recitation Generation
	Factuality Filtering
	Attribution Filtering

	Counterfactual TriviaQA: CF-TriviaQA
	Evaluation

	Open book QA Experiments
	Related Work
	Conclusion
	Limitations
	Qualitative Examples from Filter
	Prompts
	Additional Results

